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Abstract—We investigate channel estimation for timeslot-
structured single-carrier block transmission (SCBT) over
space-, time-, and frequency-selective fading multiple-input
multiple-output (MIMO) channels. A MIMO-SCBT with a dual
cyclic timeslot structure is presented first. Then, an optimal chan-
nel estimation in the minimal mean square error (MMSE) sense
on the timeslot basis is investigated. It is shown that the optimal
pilots for the timeslot-based MMSE channel estimation are related
to the statistical channel state information in eigenmode. Under
the assumption that the transmit correlation is unknown at the
transmitter, the optimal pilots satisfy the same condition as re-
ported for the block-based least-square (LS) channel estimation in
literature, and the channel estimation can be simplified to initial
block-based LS channel estimation followed by space–time post-
processing. Particularly, for spatially uncorrelated channels, the
space–time postprocessing can be reduced to pathwise processing.
A new design of the pilot sequences is given, which leads to an effi-
cient implementation of the channel estimation. Later on, a more
efficient implementation for the initial channel estimation is ob-
tained by using the structure of the pilot sequences, and discrete
cosine transform (DCT)-based implementation is developed for
the space–time postprocessing to approximate the optimal solution
with low implementation complexity. Finally, the performance of
the proposed channel estimation is verified via simulations.

Index Terms—Channel estimation, multiple-input multiple-
output (MIMO), single-carrier block transmission (SCBT).

I. INTRODUCTION

H IGH data rate wireless transmission with high spectral
efficiency and power efficiency is required to meet the

rapidly increasing demands for mobile communications [1],
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[2]. Orthogonal frequency division multiplexing (OFDM) tech-
nique has attracted much attention and found many appli-
cations due to its simple implementation, robustness against
frequency-selective fading channels, and relative easiness to
employ multiple-antenna transmission techniques [3], [4]. The
aforementioned advantages of the OFDM technique mainly ben-
efit from the cyclic prefix inserted in each OFDM symbol that
converts the linear convolution channel to a cyclic one and keeps
the orthogonality of the OFDM signal even in multipath chan-
nels. A single-carrier block transmission (SCBT) with a cyclic
prefix or a zero-padded suffix has appeared to be an alterna-
tive promising technique and has also received much atten-
tion [5]–[10]. The SCBT with a cyclic prefix is often referred
to as single-carrier frequency-domain equalization (SC-FDE)
when FDE is used, and it is also known as cyclic-prefixed
single-carrier (CP-SC) transmission. It almost keeps the same
advantages as the OFDM technique, while avoiding the short-
comings of the OFDM in peak-to-average power ratio (PAPR)
and sensitivity to frequency shifts. A generalized multicarrier
transmission that combines a set of SCBTs through multicar-
rier filter banks has been proposed to support broadband wire-
less transmission and asynchronous multiple access in cellular
systems [2], [11].

In wireless communication environments, accurate channel
estimation plays an important role in improving the overall sys-
tem performance, especially when the channels are fast fad-
ing [12]–[17]. For practical applications, pilot-aided channel
estimation is more attractive due to its simplicity and reliability,
compared with blind and decision-directed methods [17], [18].
When multiple transmit and multiple receive antennas are em-
ployed to increase the link capacity or reliability, the number of
the channel parameters to be estimated increases in proportion
to that of the transmit antennas and the receive antennas. It is,
therefore, very important, challenging as well, to design accu-
rate and efficient channel estimation schemes for real multiple-
input multiple-output (MIMO) systems. In this paper, we inves-
tigate the channel estimation for SCBT over triply selective, i.e.,
space-, time-, and frequency-selective MIMO channels
[19].

In recent years, several works on the pilot (training)-
aided channel estimation for SCBT over single-antenna and
multiantenna channels have been reported [16]–[23]. The the-
oretical design of optimal training for SCBT over doubly
selective (i.e., time and frequency selective) single-antenna
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channels is presented in [16] and extended to MIMO channels
in [17]. It is shown that the optimal training design obtained
by maximizing a tight lower bound on the average channel
capacity is equivalent to that obtained by minimizing the min-
imum mean-square channel estimation error, and the optimal
training strategy consists of equispaced and equipowered pilot
symbols inserted periodically with the period dictated by the
channels’ Doppler spread. Training-aided frequency-domain-
equalized single-carrier (TASC) scheme is proposed in [20],
where the cyclic prefix is replaced by a training sequence. This
approach is also discussed in [5] and [6]. The TASC scheme
enables better synchronization and possible channel estimation
with additional known symbols. By adding a known suffix to
each symbol block before performing the cyclic prefixing, a pi-
lot cyclic prefixed single-carrier (PCP-SC) scheme is proposed
in [21]. With the aid of the CP and the suffix, the least square
(LS) channel estimation can be performed by the fast Fourier
transform (FFT). It is shown that the additional known symbols
also ensure the unknown symbols recoverable regardless of the
channel null locations. The LS channel estimation for MIMO
SC-FDE is proposed in [22] and [23], where the optimal pilot se-
quences for multiple transmit antennas are designed to achieve
an optimal LS estimate in minimal mean square error (MMSE)
sense. Armed with the optimal pilots, the LS channel estimation
for MIMO SC-FDE can be fast implemented via FFT as that
in [21]. In our paper, we are interested in a timeslot-structured
SCBT over MIMO channels, where each timeslot consists of
several transmission blocks. A dual cyclic timeslot structure is
designed for the SCBT. The channel estimation and the fast im-
plementation are investigated with the optimality on the timeslot
basis.

The rest of the paper is outlined as follows. In Section II,
we present the MIMO-SCBT with dual cyclic timeslot struc-
ture and establish the signal model for channel estimation. The
optimal channel estimation in the MMSE sense on the timeslot
basis is investigated in Section III. We first deal with the chan-
nel estimation for the pilot segments only, and then, extend to
the data segments. It is shown that the optimal pilots for the
timeslot-based MMSE channel estimation are related to the sta-
tistical channel state information (CSI) in eigenmode. Under the
assumption that the transmit correlation is unknown at the trans-
mitter in designing pilots for practical applications, the optimal
pilots satisfy the same condition as reported in [22] and [23]
for the block-based LS channel estimation, and the channel es-
timation can be simplified to initial block-based LS channel
estimation followed by space–time postprocessing, which can
be reduced to the pathwise processing for spatially uncorre-
lated MIMO channel. The design of the pilot sequences is also
involved in Section III. Fast implementations for the initial chan-
nel estimation and the space-time postprocessing are proposed
in Section IV. A more efficient implementation for the initial
channel estimation is obtained by exploiting the structure of
the pilot sequences, and discrete cosine transform (DCT)-based
implementation for the space–time postprocessing is developed
to approximate the optimal solution with low implementation
complexity. Simulation results are provided in Section V, and
Section VI concludes the paper.

Notations: We will use upper (lower) boldface letters to de-
note matrices (column vectors), sometimes with subscripts to
emphasize their sizes. An N × N identity matrix will be de-
noted as IN , and an all-zero matrix will be denoted as 0. The
kth column vector of an identity matrix is a unit vector and
is denoted by ek . Superscript H will denote Hermitian trans-
pose, T transpose, and † pseudoinverse. We will reserve ⊗ for
Kronecker product and E{·} for expectation with respect to all
random variables within the brackets. We will use [A]k,l to de-
note the (k, l)th entry of a matrix A, tr{A} for its trace, and
[a]k for the kth entry of the column vector a. diag{x} will stand
for a diagonal matrix with x on its main diagonal, and circ{x}
will stand for a column circular matrix with the first column x,
and v = vec{V} is the stacking operator. The notation ((n))N

stands for n modulo N , �x� (�x�) denotes the largest (small-
est) integer no more (less) than x. Πn

N stands for the N × N
permutation matrix defined as

Πn
N =

[
0 In

IN −n 0

]
.

II. MIMO-SCBT WITH DUAL CYCLIC TIMESLOT STRUCTURE

A. System Model

In an SCBT system, the signal is transmitted block by block,
where each block typically consists of a data sequence and a
cyclic prefix or a zero-padded suffix [5]–[10]. In this section, we
present a timeslot-structured SCBT over MIMO channels with
dual cyclic timeslot structure. The transmitted signal sequence
is composed of one-by-one timeslots, which are supposed to
support time-division multiple access (TDMA). In each times-
lot, there are several transmission blocks that we refer to as
subtimeslots.

A MIMO link with NT transmit and NR receive antennas over
a triply selective fading channel constitutes the scenario of inter-
est of this paper. Fig. 1 shows the block diagram of the MIMO
SCBT. At the transmitter, the input bit stream is passed through
error control coding and modulation symbol mapping followed
by space–time transmit processing, yielding the NT transmit-
ted data sequences dn,i(l), where n = 0, 1, . . . , NT − 1. The
variable dn,i(l) represents the transmitted data sequence on the
nth transmit antenna during the ith timeslot. The space–time
processing could be space–time coding, spatial multiplexing, or
linear precoding with CSI feedback. The NT transmitted digital
baseband signals xn,i(l) are generated by intermittently insert-
ing pilot and guard signals in the transmitted data sequence.
At the receiver, from the NR received digital baseband signals
ym,i(l), where m = 0, 1, . . . , NR − 1, the impulse response of
the MIMO channels are obtained through pilot-aided channel es-
timation, and the reconstructed bit stream is obtained by space–
time coherent detection followed by demapping and decoding.
The space–time coherent detection could be MIMO channel-
equalization- or interference-cancelation-based detection with
or without feedback information from the decoder [24], [25].

Fig. 2 shows the dual cyclic timeslot structure. Each timeslot
consists of K subtimeslots and a tail. Each subtimeslot consists
of a cyclic guard G, a pilot P , and user data D, and the tail
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Fig. 1. MIMO SCBT with NT transmit and NR receive antennas.

Fig. 2. Dual cyclic timeslot structure for the MIMO SCBT, where CS repre-
sents the cyclic structure, type I CS is for a segment consisting of D plus G, and
type II CS is for a segment consisting of D plus G and P.

consists of a cyclic guard G and a pilot P . The length of the
cyclic guard LG should be no less than the maximum channel
delay spread NP , and less than that of the pilot sequence LP of
which the last LG data constitute the cyclic guard. The pilot se-
quences are the same for different subtimeslots. According to the
sampling theorem, the spacing between two successive pilot seg-
ments that is equal to the length of the subtimeslot must satisfy
the following: LS = LG + LP + LD ≤ 1/(2fD TS ), where fD

is the maximum Doppler frequency offset, TS is the symbol in-
terval, and LD is the length of the user data. This allows one to
obtain the channel parameters of user data segments from that
of the pilot segments.

From Fig. 2, it can be observed that there is a cyclic guard
prior to each pilot segment, and there is also a “cyclic guard” G
(and P ) prior to each segment consisting of D plus G (and P ).
This dual cyclic structure is helpful for both channel estimation
and signal detection in the receiver. With a cyclic guard prior to
each pilot segment, the received signal in each pilot segment ap-
pears to be a circular convolution of the transmitted pilots with
the channel impulse response. In this way, the interpath inter-
ference can be avoided, which allows low-complexity channel
estimation with high performance. This will become clear in
the subsequent sections. With the implicit cyclic guard prior to
each segment consisting of D plus G (and P), the received signal
in such a segment also appears to be a circular convolution of
the corresponding transmitted signal with the channel impulse
response, and thus, discrete Fourier transform (DFT)-based de-
tection can be performed when the channel approximates con-
stant in such a segment [5], [6], [24]. This requires that LS

should be much less than 1/(2fD TS ). In a fast fading chan-
nel, the channel may change in each data segment, and there
exists a performance loss with DFT-based detection. One solu-
tion is to separate a data segment into several subblocks with a

cyclic prefix inserted to each subblock, which implies a loss in
spectral efficiency. An efficient way is to deploy interference-
cancelation-based detection [25]. This is beyond the scope of
this paper.

The implicit cyclic structure for unknown user data employs
a known constant data block as a cyclic prefix instead of the one
taken from the unknown user data in the conventional cyclic pre-
fixed SCBT. Similar signaling has also been suggested in [20]
and [21]. In [20], the known data block is proposed to serve
as a training sequence and a cyclic prefix, and it is shown that
the known symbols enable better synchronization in addition to
saving the overhead of the cyclic prefix. The known data blocks
are proposed in [21] to serve as a training sequence, a cyclic pre-
fix, and a suffix to each data block, and it is shown that channel
responses can be resolved by the FFT, and the known symbols
ensure data symbols recoverable regardless of the channel null
location. The timeslot structure shown in Fig. 2 gives a compact
design for the timeslot-structured SCBT supporting the TDMA.
Different from [21], the suffix to each data block is also implicit,
which removes the additional overhead.

B. Signal Model for Channel Estimation

The channel is assumed to be time invariant during each pilot
segment, and this assumption is neither true nor necessary for the
channel between different pilot segments. Depending on the rate
at which the channel is changing with time, there may or may
not be a need to further track the channel variations during the
data segment. In this paper, we are concerned with the problem
of channel estimation during both the pilot segments and the
data segments.

Let sn = [sn (0), sn (1), . . . , sn (LP − 1)]T be the block of
LP pilot symbols transmitted from the nth transmit antenna.
We can write the received signal vector from the mth receive
antenna for the kth pilot segment after the removal of CP as

ym (k) =
NT −1∑
n=0

NP −1∑
p=0

hp
m,n (k)sp

n + zm (k), k = 0, 1, . . . ,K

(1)
where sp

n = Πp
Lp

sn is the pth cyclic shift version of sn ;
hp

m,n (k) is the pth multipath coefficient of the MIMO chan-
nel from transmit antenna n to receive antenna m; and
zm (k) is the additive white Gaussian noise (AWGN) vector
with zero mean and covariance matrix σ2

z ILP
. Let y(k) =
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[yT
0 (k),yT

1 (k), . . . ,yT
NR −1(k)]T , then we have

y(k) = (INR
⊗ S)h(k) + z(k) (2)

where h(k) is a vector of size NRNT NP with
[h(k)]mNT NP +nNP +p = hp

m,n (k), S = [S0 ,S1 , . . . ,SNT −1 ]
with Sn = [s0

n , s1
n , . . . , sNP −1

n ], and z(k) = [zT
0 (k), zT

1 (k)
, . . . , zT

NR −1(k)]T .
Conventionally, the channel estimation can be performed to

obtain initial channel estimates from (2) and enhanced ones
by using the correlation in the time domain and/or spatial
domain. To achieve optimal channel estimation in the whole
timeslot, one needs to deal with the received pilot signals
simultaneously. Stacking y(k), k = 0, 1, . . . ,K, into a vector
y = [yT (0),yT (1), . . . ,yT (K)]T , we have the expression

y = Xh + z (3)

whereX = I(K +1)NR
⊗ S,h = [hT (0),hT (1), . . . ,hT (K)]T ,

and z = [zT (0), zT (1), . . . , zT (K)]T .

III. CHANNEL ESTIMATION AND PILOT DESIGN

A. Channel Estimation for Pilot Segments

We start from the channel estimation for pilot segments, of
which the task is to recover h from the observation y and the
known X. The channel estimation will be extended to the data
segments in the Section III-B.

From (3), the linear MMSE solution of h is [26]

ĥ = Copty (4)

where Copt is a (K + 1)NRNT NP × (K + 1)NRLP matrix
given by

Copt = arg min
C

E{‖h − ĥ‖2}

= RhXH (XRhXH + σ2
z I(K +1)NR LP

)−1

= Rh(XH XRh + σ2
z I(K +1)NR NT NP

)−1XH (5)

where Rh = E{hhH }, and the noise correlation matrix is as-
sumed to be Rz = σ2

z I(K +1)NR LP
.

The spatial, path, and temporal correlations are involved in the
channel correlation matrix Rh. Spatial correlation can often be
characterized by the Kronecker product of transmit and receive
correlation matrices [19]. We assume that the path correlation
and the temporal correlation are independent of the transmit and
receive correlations. Then, the channel correlation matrix can
be expressed by a Kronecker-type structure as [19]

Rh = RDPR ⊗ RRX ⊗ RT X ⊗ RISI (6)

where RT X and RRX are the transmit and receive antenna
correlation matrices measured at the first path, RISI is the path
correlation matrix measured at any fixed subchannel, and RDPR

is the temporal correlation matrix that is determined by the
Doppler frequency offset and the length of the subtimeslot.

Assume that the spectrum decompositions of Hermitian
matrices RDP R , RRX , and RT X can be ex-
pressed as RDP R = UΛUH , RRX = URΛRUH

R ,
and RT X = UT ΛT UH

T , respectively, where Λ =

diag{λ0 , . . . , λK }, ΛT = diag{λT ,0 , . . . , λT ,NT −1}, and
ΛR = diag{λR,0 , . . . , λR,NR −1}. Furthermore, we assume that
the channel parameters are uncorrelated for different paths [27],
i.e., RISI = ΛISI = diag{ρ2

0 , ρ
2
1 , . . . , ρ

2
NP −1}, where ρ2

p is the

average power of the pth path and
∑NP −1

p=0 ρ2
p = 1 . Then, the

spectrum decomposition of Rh is

Rh = ŨΛ̃ŨH (7)

where Ũ = U ⊗ UR ⊗ UT ⊗ INP
, and Λ̃ = Λ ⊗ ΛR ⊗

ΛT ⊗ ΛISI .
The mean square error of the channel estimate given by (4)

can be expressed as

σ2
ĥ

= E{‖h − ĥ‖2}

= tr

{
Rh

(
1
σ2

z

XH XRh + I(K +1)NR NT NP

)−1
}

. (8)

Optimal pilot is assumed to achieve minimal σ2
ĥ

with the con-
straint on the total power of the transmitted pilot signals. In [22]
and [23], it has been shown that with the LS channel estimation
performed on each cyclic prefixed pilot segment, the optimal
pilot should satisfy the orthogonal condition, i.e., SH S is equal
to an identity matrix up to a factor. In our case, with the MMSE
channel estimation performed on the whole timeslot, we have
the following theorem.

Theorem 1: Let tr{SH S} = NT NP LP . For a triply selective
MIMO channel with the correlation matrix given by (6) and
known at the transmitter, the mean square error of the linear
MMSE channel estimate given by (4) can achieve the following
lower bound:

σ2
ĥ
≥ σ̆2

ĥ
= σ̃2

ĥ
(Γopt) (9)

if and only if the following condition is satisfied:

SH S = LP (UT ΓoptUH
T ⊗ INP

) (10)

where

σ̃2
ĥ
(Γ)=

∑
k,m,n,p

λkλR,m λT ,nρ2
p

(
1+

LP

σ2
z

λkλR,m λT ,nρ2
pγn

)−1

(11)
with Γ := diag{γ0 , . . . , γNT −1}, and Γopt is determined by

Γopt = arg min
Γ: tr{Γ}≤NT ,Γ≥0

σ̃2
ĥ
(Γ). (12)

For proof, see Appendix I.
Theorem 1 implies that the optimal pilots are related to

the statistical CSI in eigenmode as explained later. Let S̃ =
[s0 , s1 , . . . , sNT −1 ] and S̃p = Πp

Lp
S̃. From (10), we have that

S̃H S̃ = LP UT ΓoptUH
T and S̃H

p S̃q = 0 for p 	= q. Therefore,

the transmit pilot matrix S̃ can be expressed as S̃ = S̆Γ1/2
optU

H
T ,

where S̆ satisfies the orthogonal conditions S̆H S̆ = LP INT
and

(Πp
Lp

S̆)H (Πq
Lp

S̆) = 0 for p 	= q. This means that the optimal
pilots should be orthogonal sequences transmitted along the
eigendirections of the transmit antenna correlation matrix with
the powers specified by (12). The constrained nonlinear opti-
mizations in (12) is the so-called water filling problem. The



2214 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 55, NO. 11, NOVEMBER 2007

closed-form solution for the general case of Rh has not been
found, even for flat fading MIMO channels [28].

Corollary 1: Let tr{SH S} = NT NP LP . For a triply selec-
tive MIMO channel with the correlation matrix given by (6) and
the transmit antenna correlation unknown at the transmitter, the
mean square error of the linear MMSE channel estimate given
by (4) can achieve the following lower bound:

σ2
ĥ
≥ �σ2

ĥ

=
∑

k,m,n,p

λkλR,m λT ,nρ2
p

(
1 +

LP

σ2
z

λkλR,m λT ,nρ2
p

)−1

(13)

if and only if the following condition is satisfied:

SH S = LP INT NP
. (14)

Without the knowledge about the transmit correlation at the
transmitter, the transmit antenna correlation matrix can be set
to be an identity matrix, and thus, the proof of Corollary 1
is straightforward by using Theorem 1. The orthogonal condi-
tion (14) that the optimal pilots satisfy is the same condition
as reported in [22] and [23] for the block-based LS channel
estimation.

Although the correlations between transmit antennas may or
may not exist in realistic environments, it is reasonable to set
the transmit antenna correlation matrix to be identity when de-
signing the optimal pilots for practical applications. First of all,
to obtain the optimal training sequences determined by (10) and
(12), the estimated statistical CSI obtained at the receiver should
be fed back to the transmitter, which complicates the system re-
alizations. Second, the transmitted training signals may suffer
from high PAPR due to the “water filling” operation. More-
over, the SCBT technique is often suggested for uplink trans-
mission [5] where rich scattering is assumed so that transmit
antennas are usually considered as uncorrelated. These reasons
motivate us to design pilots without the knowledge about the
transmit antenna correlation at the transmitter.

With the relations (7) and (14), the linear MMSE channel
estimate can be rewritten as

ĥ = ŨΛ̃
(
LP Λ̃ + σ2

z I(K +1)NR NT NP

)−1ŨH XH y. (15)

Let ĥini = (1/LP )XH y denote the initial channel estimate,
with optimal pilot satisfying the orthogonal condition of (14),
where ĥini is the LS channel estimate. Then, (15) can be rewrit-
ten as

ĥ = ŨΛ̃
(
Λ̃ +

σ2
z

LP
I(K +1)NR NT NP

)−1

ŨH ĥini. (16)

From the block diagonal structure of X, the initial channel esti-
mation can be performed on each pilot segment and each receive
antenna separately. With ĥini,m (k) representing the correspond-
ing initial channel estimate on the kth pilot segment and the mth
receive antenna, we have

ĥini,m (k) =
1

LP
SH ym (k). (17)

Let hp be a vector of size (K + 1)NRNT with
[hp ]kNR NT +mNT +n = hp

m,n (k), and ĥp and ĥp
ini be the cor-

responding MMSE and initial estimates. Then, the following
relation holds:

ĥp = UstΛst,pUH
st ĥ

p
ini (18)

where Ust = U ⊗ UR ⊗ UT and Λst,p = (ρ2
pΛ ⊗ ΛR ⊗

ΛT )(ρ2
pΛ ⊗ ΛR ⊗ ΛT + (σ2

z /LP )I(K +1)NR NT
)−1 . The pre-

vious two equations imply that the MMSE channel estimation
can be performed by initial channel estimation on each pilot
segment and each receive antenna followed by space–time fil-
tering.

For spatially uncorrelated MIMO channels, the trans-
mit and receive antenna correlation matrices RT X and
RRX are identity, i.e., RT X = INT

and RRX = INR
. In

this case, we have that Ust = U ⊗ INR NT
and Λst,p =

Λp ⊗ INR NT
, where Λp = ρ2

pΛ(ρ2
pΛ + (σ2

z /LP )IK +1)−1 . Let

hp
m,n = [hp

m,n (0), hp
m,n (1), . . . , hp

m,n (K)]T , and ĥp
m,n and

ĥp
ini,m ,n be the corresponding MMSE and initial estimates.

From (18), we have

ĥp
m,n = UΛpUH ĥp

ini,m ,n . (19)

This means that the space–time filtering as in (18) can be reduced
to pathwise processing.

B. Extension to the Data Segments

With the channel estimates of all the pilot segments in a
timeslot, one could perform channel interpolation in the time
domain to get the channel parameters of data segments. In this
section, we deal with the optimal channel estimation to cover
data segments in addition to the pilot segments.

As mentioned in Section II, we assume that the channel is
time invariant during each pilot segment and possibly time vari-
ant between different pilot segments. Now, we are supposed to
estimate the channel responses of each segment of length LS /M
starting from the first pilot segment in a timeslot. Here, M is an
integer. We assume that LS is a multiple of M , and the channel
is time invariant in each segment of length LS /M . We denote
the M − 1 channel vectors between the kth and (k + 1)th pilot
segments as h(k + l/M), where l = 1, 2, . . . ,M − 1. Stacking
all the KM + 1 channel vectors into an extended channel vec-
tor h in the increasing order of the time index, we have the
expression

h = Ah (20)

where A = B ⊗ INT NR NP
, and B is composed of the (kM )th

rows of IK M +1 with k = 0, 1, . . . ,K. Throughout this paper,
the lower bar of variables is reserved for the extensions. Substi-
tuting (20) into (3) yields

y = XAh + z. (21)

Now, the task of channel estimation is to recover h from the
observation y and the known X.

From (21), the linear MMSE solution of h is

ĥ = Copty (22)
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whereCopt = RhAH (XH XRh + σ2
z I(K +1)NR NT NP

)−1XH .
When the pilots satisfy the condition as in (14), Copt can be
reexpressed as

Copt = RhAH (LP Rh + σ2
z I(K +1)NT NR NP

)−1XH . (23)

With the same assumptions as in Section III-A, the channel
correlation matrix Rh = E{hhH } can be expressed as

Rh = RDPR ⊗ RRX ⊗ RT X ⊗ RISI (24)

where RDPR is the extended temporal correlation matrix of
RDPR.

Let RDPR = UΛUH , where U is the eigenmatrix of
RDPR and Λ is a diagonal matrix containing the eigenval-
ues λk , k = 0, 1, . . . , KM + 1 of RDPR. Then, we have the
following spectrum decomposition of Rh:

Rh = Ũ Λ̃ Ũ
H

(25)

where Ũ = U ⊗ UR ⊗ UT ⊗ INP
, and Λ̃ = Λ ⊗ ΛR ⊗

ΛT ⊗ ΛISI . Therefore, we have

Copt = Ũ Λ̃ Ũ
H
AH Ũ(LP Λ̃ + σ2

z I(K +1)NT NR NP
)−1ŨH XH

(26)

and the linear MMSE estimate of h can be rewritten as

ĥ = Ũ Λ̃ Ũ
H
AH Ũ

(
Λ̃ +

σ2
z

LP
I(K +1)NT NR NP

)−1

ŨH ĥini.

(27)
Let hp be the extended version of hp with the relation hp =
(B ⊗ INR NT

)ĥ
p
, and ĥ

p
be the corresponding optimal estimate.

From (27), we have

ĥ
p

= Ust,E Λst,pUH
st ĥ

p
ini (28)

where Ust,E = UE ⊗ UR ⊗ UT and

UE = UΛUH BH UΛ†. (29)

This implies that the MMSE estimation ofh can be performed by
initial channel estimation on each pilot segment and each receive
antenna followed by space–time filtering and “interpolation”.

Let hp
m,n be the extended version of hp

m,n as defined in the

Section III-A, i.e.,hp
m,n = Bhp

m,n , and ĥ
p

m,n be the correspond-
ing MMSE estimates. For the spatially uncorrelated MIMO
channels, we have that Ust,E = UE ⊗ INR NT

. From (28), the
following relation holds:

ĥ
p

m,n = UE ΛpUH ĥp
ini,m ,n . (30)

Therefore, the space–time filtering and interpolation given by
(28) can be reduced to pathwise filtering and interpolation.

From the expression of UE given by (29), it appears that UE

is related to the eigenvalues and the eigenvectors of the correla-
tion matrices. To simplify the implementation of the space–time
postprocessing given by (28), it is valuable to have an insight
into the matrix UE . At first, from (29), it is easy to verify that
the following relation holds:

BUE = U. (31)

This gives that the channel estimate ĥp in (18) is related to ĥ
p

in
(28) as ĥp = (B ⊗ INR NT

)ĥ
p
. Equation (31) also implies that

the (Mi)th row vector of UE , 0 ≤ i ≤ K is independent of the
eigenvalues of the channel correlation matrix. Furthermore, we
have the following theorem about the dependency of UE .

Theorem 2: Suppose that h is linearly recoverable from h,
i.e., there exists a (KM + 1)NRNT NP × (K + 1)NRNT NP

matrix C so that h = Ch. Let RDPR be of full rank. Then, the
matrix UE given by (29) is independent of the eigenvalues of
channel correlation matrices.

For proof, see Appendix II. In Section IV, the previous state-
ment will be employed for developing fast implementation of
the channel estimation.

C. Design of Optimal Pilot

From the orthogonal condition (14), we can see that the train-
ing sequences transmitted from multiple antennas must have
impulse-like autocorrelation and zero cross correlation. The
problem of designing multiple pilot sequences can be reduced
to a much easier and well-understood problem of designing a
single sequence with impulse-like autocorrelation [13], [22],
[23].

A sequence is said to be perfect if all its out-of-phase pe-
riodic autocorrelation terms are equal to zero [13]. Here, we
would like to refer to such a sequence as cyclic orthogonal
sequence. Over the past 40 years, numerous constructions of
cyclic orthogonal sequence with constant magnitude have been
proposed [29]–[32]. The constant magnitude property precludes
PAPR problem in practical applications. The cyclic orthogo-
nal sequences with constant magnitude are known as perfect
root-of-unity sequences whose elements are complex roots of
unity. The well-known Chu sequence of arbitrary length LP

has the alphabet size LP , and the Frank sequence and the
Milewski sequence of specific lengths have the reduced alpha-
bet size [29]–[31]. General constructions for sequences with
arbitrary length or minimum alphabet size can be found, e.g.,
in [32]. In this paper, we are interested in the Chu sequence and
a dedicated class of sequences drawn from the DFT matrix.

The Chu sequence of length LP is defined as

a(l) =




ejπrl2 /LP , for even LP

ejπrl(l+1)/LP , for odd LP

(32)

where l = 0, 1, . . . , LP − 1, and r is relatively prime to LP .
The dedicated class of sequences of length LP = 22n or

LP = 22n−1 is directly drawn from the DFT matrix. We re-
fer to such a sequence as the DFT-based sequence. Let WN be
the N-point nonnormalized DFT matrix with the (k, l)th entry
[WN ]k,l = Wkl

N , where WN = e−j2π/N and N = 2n . Assume
that

WN =
[
W(0)

N W(1)
N

]T

where W(0)
N and W(1)

N are the submatrices of WN with size
N × N/2. Then, the DFT-based sequence of length LP is given
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by

a = [a(0), a(1), . . . , a(LP − 1)]T = vec{W̃N } (33)

where W̃N is equal to WN and (W(0)
N + j ∗ W(1)

N )/(1 + j)
for LP = 22n and LP = 22n−1 , respectively. It can be verified
that the resulting DFT-based sequence is a special case of the
Frank sequence and the Milewski sequence when LP = 22n and
LP = 22n−1 , respectively. The alphabet size of the sequence is
equal to N .

In [22] and [23], repeated and phase-rotated Chu sequences
are suggested for the pilot sequences for NT transmit antennas.
A base sequence is first designed from a length LP /NT Chu
sequence by repeating it NT times. Then, the base sequence
and NT − 1 phase-rotated versions (frequency-shifted version)
of the base sequence are used as pilots for NT transmit antennas.
In this paper, we consider an alternative design that gives a fast
implementation of the initial channel estimation, as discussed in
the Section IV. The pilot sequence for each transmit antenna is
derived by cyclically right-shifting a single base sequence a(l),
where 0 ≤ l ≤ LP − 1. From the base sequence a(l), the pilots
for the NT transmit antennas are generated as

sn (l) = a(((l − nNP ))LP
) (34)

where n = 0, 1, . . . , NT − 1. To satisfy the orthogonal condi-
tion given by (14), LP should be no less than NT NP . In this
case, the matrix S can be expressed as

S = S̄ [ INT NP
0 ]T (35)

where

S̄ = circ{a}. (36)

The S̄ is orthogonal if and only if the base sequence a(l) is cycli-
cally orthogonal. For any case with LP ≥ NT NP , the cyclic
orthogonality of a(l) is sufficient for the S satisfying the or-
thogonal condition given by (14).

IV. FAST IMPLEMENTATION

From the earlier discussion, the channel estimation can be
performed by the initial channel estimation as in (17) followed
by space–time filtering as in (18) for pilot segments only, or by
space–time filtering and interpolation as in (28) for both pilot
and data segments. Now, we turn to the fast implementation for
the initial channel estimation and the space–time postprocess-
ing.

A. Initial Channel Estimation

The direct implementation of the initial channel estimation
given by (17) needs NT NP LP complex multiplications and
NT NP (LP − 1) additions. In practice, the factor 1/LP in (17)
can be moved to the space–time postprocessing without any
increase in operations. For the pilots with the alphabet size no
larger than 4, the complex multiplications can be replaced by
additions. With a larger alphabet size for achieving an arbitrary
length sequence, the direct implementation could be far from
efficient.

Substituting (35) into (17), we have

ĥini,m (k) =
1

LP
[INT NP

0]S̄H ym (k). (37)

With the pilot design given by (34), the S̄ is a circular matrix
and can be expressed as [33]

S̄ = WH
LP

ΛaWLP
(38)

where WLP
is the LP -point DFT matrix and Λa =

(1/LP )diag{WLP
a}. Note that for cyclic orthogonal pilot se-

quences, the diagonal elements of Λa are of constant magnitude.
Substituting (38) into (37) yields

ĥini,m (k) =
1

LP
[INT NP

0]WH
LP

ΛH
a WLP

ym (k). (39)

This gives a fast implementation that needs two LP -point DFT
and LP additional complex multiplications. Such implementa-
tion of the blockwise initial LS channel estimation is equivalent
to that in [22] and [23], where frequency-domain channel esti-
mate is reconstructed from the time-domain channel estimate.
Notice that the implementation applies to any case with cyclic
orthogonal pilot sequences, and the structure of a specific pilot
sequence is not exploited.

When the Chu sequence and the DFT-based sequence given
in Section III-A serve as the base sequence a(l), we have the
following theorems.

Theorem 3: Let a(l) be the Chu sequence of length LP . Then,
the matrix S̄ defined as in (36) can be factorized as

S̄ = ΦPγWLP
Ψ (40)

where Φ is a diagonal matrix with the kth diagonal entry as
ej2πrk 2 /LP and ej2πrk(k+1)/LP for even and odd LP , respec-
tively; Ψ is a diagonal matrix with the lth diagonal entry as
ej2πrl2 /LP and ej2πrl(l−1)/LP for even and odd LP , respec-
tively; and Pγ = [eγ (0) , eγ (1) , . . . , eγ (LP −1) ]T with γ(k) =
((rk))LP

.
Theorem 4: Let a(l) be the DFT-based sequence given by

(33). Then, the matrix S̄ defined as in (36) can be factorized as

S̄ = PH
α (IQ ⊗ WH

N )ΣPβ (IQ ⊗ WN )Pα (41)

where Q is equal to N and N/2 for LP = 22n and LP =
22n−1 , respectively; Pα = [eα(0) , eα(1) , . . . , eα(LP −1) ]T with
α(k1N + k0) = k0Q + k1 for 0 ≤ k0 ≤ N − 1 and 0 ≤ k1 ≤
Q − 1; Pβ = [eβ (0) , eβ (1) , . . . , eβ (LP −1) ]T with β(k) = ((k +
N((k))N ))LP

; and Σ is a diagonal matrix.
The proofs of Theorems 3 and 4 are provided in

Appendixes III and IV, respectively.
Substituting (40) and (41) into (37), we have

ĥini,m (k) =
1

LP
[INT NP

0]ΨH WH
LP

PH
γ ΦH ym (k) (42)

ĥini,m (k) =
1

LP
[INT NP

0]PH
α (IQ ⊗ WH

N )PH
β ΣH

∗ (IQ ⊗ WN )Pαym (k). (43)

From (42) and (43), the initial channel estimation can be imple-
mented more efficiently than that given by (39). Fig. 3(a) and
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Fig. 3. Efficient implementation structure for initial channel estimation with
the following sequences. (a) Chu sequence. (b) DFT-based sequence.

TABLE I
COMPUTATIONAL COMPLEXITY OF THE INITIAL CHANNEL ESTIMATION

(b) shows the implementation structures for the initial channel
estimation with the Chu sequence and that with the DFT-based
sequence, respectively. For the former case, only one LP -point
DFT and 2LP additional complex multiplications are needed.
For the latter case, 2Q N -point DFT and LP additional complex
multiplications are needed. When the pilot length is a power of
2, FFT algorithms are available. For the radix-2 FFT algorithm,
an L-size DFT requires (1/2)L log2 L complex multiplications
and L log2 L complex additions. The computational complex-
ity of the initial channel estimation in terms of the number of
complex multiplications and complex additions per receive an-
tenna is listed in Table I for the four implementations given by
(17), (39), (42), and (43). Although only two kinds of sequences
are involved in the earlier discussion, similar fast implementa-
tions can be obtained for the initial channel estimation with
other existing sequences through similar procedures. For exam-
ple, one can obtain an implementation similar to (42) with the
Zadoff–Chu sequence or to (43) with the generalized chirp-like
sequence of minimum alphabets [32].

B. Space–Time Postprocessing for Spatially Uncorrelated
Channels

The space–time postprocessing as in (18) for pilot segments
only and in (28) for both pilot and data segments are related
to the eigendecomposition of the temporal correlation matri-
ces Rh and Rh. This means that the online estimation of the
correlation matrices and the online eigenvalue decomposition
(EVD) should be performed, which is computationally com-
plicated. In this section, we discuss the fast implementation of
space–time postprocessing for spatially uncorrelated channels,
and then, extend the algorithm to triply selective channels in the
Section IV-C.

For spatially uncorrelated channels, the space–time postpro-
cessing as in (18) and (28) can be reduced to the pathwise
processing as in (19) and (30). The pathwise processing can be
explained as a three-step procedure. First, the initial channel
estimate ĥp

ini m,n is optimally decorrelated with the eigenma-

trix U. Due to the orthogonality of the pilot matrix S, ĥp
ini m,n

can be expressed as ĥp
ini m,n = hp

m,n + zp
ini m,n , where zp

ini m,n

is an AWGN vector with zero mean and covariance matrix
(σ2

z /LP )IK +1 . The correlation matrix of UH ĥp
ini m,n can be

expressed as ρ2
pΛ + σ2

z /LP IK +1 . Second, the optimal filtering
in the MMSE sense is performed on each element of the decor-
related vector with the eigenvalues of the correlation matrix
RDPR. Finally, the MMSE channel estimates ĥp

m,n and ĥ
p

m,n

are reconstructed with the eigenmatrix U and UE , respectively.
The matrices ĥp

m,n and ĥ
p

m,n are linear combinations of the
column vectors of U and UE , respectively. From (31), the ith
column vector of UE can be considered as an extended version
of that of U.

To simplify the implementation, the optimal decorrelation
transform of a correlated signal is often replaced by a fast one
in many applications such as image coding. DCT is one of
the popular fast transforms. The basis set of DCT provides a
good approximation to the eigenvectors of the class of Toeplitz
matrices that constitute the correlation matrices of finite-order
stationary Markov processes [34]. In other words, the correlation
matrix of the correlated signal vector can be well diagonalized
by the DCT matrix. We fix the matrix U in (19) and (30) to
be the transpose of the (K + 1)-point type II DCT matrix. The
(k, l)th entry of the (K + 1)-point type II DCT matrix CII

K +1
is [35]

[CII
K +1]k,l = κk cos

πk(l + 0.5)
K + 1

(44)

where

κk =




1/
√

K + 1, k = 0

√
2/
√

K + 1, k 	= 0.

(45)

From Theorem 2, we know that the UE given by (29) is inde-
pendent of the eigenvalues of channel correlation matrices if h
is linearly recoverable from h. The recoverability of h from h
can be met approximately in practice. Therefore, the UE can be
approximated with a matrix that is not related to the eigenvalues
of the channel correlation matrices. We propose to replace UE

in (30) by the transpose of an extended DCT matrix CII
K +1 ,

which is defined as

[CII
K +1]k,l = κk cos

πk(l/M + 0.5)
K + 1

(46)

where 0 ≤ k ≤ K and 0 ≤ l ≤ MK. It can be verified that the
following relations hold

CII
K +1B

H = CII
K +1 (47)

CII
K +1 = [IK +1 0]DP (48)

where P = [0(M K +1)×�M/2� IM K +1 0(M K +1)×�M/2�]T , and
D is the (MK + M + 1)-point type I DCT matrix CI

M (K +1)+1
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for even M and the (MK + M)-point type II DCT matrix
CII

M (K +1) for odd M . The definition of the type I DCT matrix

CI
M (K +1)+1 can be found, e.g., in [35]. The relation in (47) is

consistent with that in (31).
With U and UE replaced by (CII

K +1)
T and (CII

K +1)
T , re-

spectively, (19) and (30) become

ĥp
m,n = (CII

K +1)
T Λpdp

m,n (49)

ĥ
p

m,n = (CII
K +1)

T Λpdp
m,n (50)

where

dp
m,n = CII

K +1 ĥ
p
ini m,n . (51)

Let dp
m,n (k) denote the kth element of dp

m,n . Under the condi-
tion that the basis set of the DCT approximates to the eigenvec-
tors, we have

E{|dp
m,n (k)|2} ≈ λkρ2

p + σ2
z /LP . (52)

Thus, the kth diagonal entry of Λp can be approximated by
E{|dp

m,n (k)|2} − σ2
z /LP .

From (49)–(52), we can see that the calculation of chan-
nel correlation matrix and its EVD have been avoided. Thus,
the pathwise processing can be implemented efficiently. First,
the initial channel estimates ĥp

ini m,n are transformed to nearly
decorrelated vectors dp

m,n via the (K + 1)-point DCT as in
(51). Then, from the resulting dp

m,n , the diagonal matrix Λp

can be estimated online by using the relationship shown in (52).
The expectation can be replaced by the sample average over
NT × NR transmit–receive channels, and possibly, over times-
lots. With the estimate of Λp , filtering is performed on each
element of dp

m,n . Finally, the filtered vectors are transformed to

ĥp
m,n via the DCT as in (49), or ĥ

p

m,n via the extended DCT as
in (50).

In the implementation, the main computational load relies on
that of the DCTs. For the pilot segments only, one (K + 1)-
point type II DCT and one (K + 1)-point type III DCT, which
is the inverse of type II DCT, are needed for each path of every
transmit–receive channel. For both the pilot and data segments,
one (K + 1)-point type II DCT and one (MK + M + 1)-point
type I DCT or (MK + M)-point type II DCT (for even or
odd M , respectively) are needed. When the number of pilot
segments in a timeslot K + 1 is a power of two, as well as
M , fast DCT algorithms are available, e.g., in [35]. The num-
bers of real multiplications needed for the fast implementa-
tions of the (K+1)-point type II DCT and (MK + M)-point
type II DCT are (K + 1)((3/4) log2(K + 1) − 1) + 3 and
(MK + M)((3/4) log2(MK + M) − 1) + 3, respectively.

C. Space–Time Filtering for Triply Selective Channels

For triply selective channels, the space–time postprocessing
cannot be simplified to pathwise processing due to the spatial
correlation. When the matrices RT X and RRX have the fol-
lowing structure:

[RT X ]n1 ,n2 = ρ
|n1 −n2 |
T , 0 ≤ ρT < 1 (53)

[RRX ]m 1 ,m 2 = ρ
|m 1 −m 2 |
R , 0 ≤ ρR < 1 (54)

TABLE II
SIMULATION PARAMETERS

the spatial–domain decorrelation can also be performed by using
DCT. This covariance matrix model is frequently used in liter-
ature (see, e.g., [36] and the references therein). With the spa-
tial correlation matrices UR and UT replaced by (CII

NR
)T and

(CII
NT

)T , respectively, in addition to the temporal correlation
matrices replaced by DCT matrices, as shown in Section IV-B,
the space–time postprocessing as in (18) and (28) become

ĥp = (CII
K +1 ⊗ CII

NR
⊗ CII

NT
)T Λst,pdp (55)

ĥ
p

= (CII
K +1 ⊗ CII

NR
⊗ CII

NT
)T Λst,pdp (56)

where

dp = (CII
K +1 ⊗ CII

NR
⊗ CII

NT
)ĥp

ini. (57)

Let dp
m,n (k) denote the (kNRNT + mNT + n)th element of

dp . Under the condition that the basis set of the DCT approxi-
mates to the eigenvectors, we have

E{|dp
m,n (k)|2} ≈ λkλR,m λT ,nρ2

p +
σ2

z

LP
. (58)

Thus, the (kNRNT + mNT + n)th diagonal entry of Λst,p can
be approximated by E{|dp

m,n (k)|2} − σ2
z /LP .

From (55) to (58), the space–time postprocessing can be im-
plemented efficiently. First, the initial channel estimates ĥp

ini
are transformed to nearly decorrelated vectors dp via DCTs, as
in (57). Then, from the resulting dp , the diagonal matrix Λst,p

can be estimated online by using the relationship shown in (58).
With the estimate of Λst,p , filtering is performed on each ele-
ment of dp . Finally, the filtered vectors are transformed to ĥp

as in (55) or ĥ
p

as in (56).

V. SIMULATIONS

To evaluate the performance of the channel estimation for the
MIMO-SCBT with dual cyclic timeslot structure, simulations
have been performed in Rayleigh fading MIMO channels. Four
transmit and four receive antennas are assumed. The channels
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Fig. 4. NMSE performance of the channel estimation methods for the pilot
segments only, where solid and dashes lines represent spatially uncorrelated and
correlated channels, respectively.

corresponding to different transmit and receive antennas have
the same statistics. The power spectral density satisfies Jakes’
model, i.e., the (i, j)th entry ofRDPR is J0(2πfD (i − j)LS TS ).
The power delay profile is assumed to be exponentially dis-
tributed. The channel time delay is uniformly distributed over
the interval 0–5.46875 µs for NP = 8 paths. The additive chan-
nel noise is spatially and temporally white Gaussian with zero
mean and the variance determined by the SNR. The transmitted
signals are of 1.28 MHz 3 dB bandwidth, i.e., the symbol rate
is 1.28 Ms/s. The carrier frequency is set to be 3.5 GHz. The
vehicle speed is set to be 250 or 3 km/h. Both the spatially corre-
lated and uncorrelated channels are considered. For the spatially
correlated channel, the spatial correlation factors are set to be
ρT = 0.2 and ρR = 0.5. The parameters in the timeslot struc-
ture are as follows: the subtimeslot number K = 7, the guard
length LG = 8, the pilot length LP = 32, the user data length
LD = 312, and the spacing between two successive pilot seg-
ments LS = 352. We summarize these parameters in Table II.

The channel estimation for pilot segments only and for
both the pilot and data segments are simulated separately.
Normalized MSE (NMSE) performances of the channel es-
timation are evaluated. The NMSE (in decibels) is defined
as 10 log(E{‖ h − ĥ ‖2}/E{‖ h ‖2}) for pilot segments only
and 10 log(E{‖ h − ĥ ‖2}/E{‖ h ‖2}) for both the pilot and
data segments.

For pilot segments only, the following four channel estimation
methods are compared via simulations.

1) LS CHE: LS channel estimation is the same as the initial
channel estimation in (17), which can be fast implemented
as in (39), (42), and (43) for an arbitrary cyclic orthogo-
nal pilot sequence, the Chu sequence, and the DFT-based
sequence, respectively.

Fig. 5. NMSE performance of the channel estimation methods for both the
pilot and data segments, where solid and dashed lines represent spatially uncor-
related and correlated channels, respectively.

2) MMSE CHE-1: MMSE channel estimation with the initial
channel estimation as in (17) and the space–time post-
processing as in (18) and (19) for spatially correlated and
uncorrelated channels, respectively, where the Ust , Λst,p ,
U, and Λp are obtained from known channel correlation
and known power delay profile.

3) MMSE CHE-2: MMSE channel estimation with the initial
channel estimation as in (17) and the space–time post-
processing as in (18) and (19) for spatially correlated and
uncorrelated channels, respectively, where the Ust , Λst,p ,
U, and Λp are obtained from the online estimates of chan-
nel correlation and power delay profile. The channel cor-
relation and the power delay profile are estimated from
the samples of the initial channel estimates.

4) DCT CHE: DCT-based channel estimation with the initial
channel estimation as in (17) and the space–time postpro-
cessing as in (49), (51), and (52) for the spatially uncorre-
lated channel and as in (55), (57), and (58) for the spatially
correlated channel.

For both the pilot and data segments, we compare the follow-
ing three channel estimation methods with M = 4.

1) Extended MMSE CHE: Extended MMSE channel esti-
mation with the initial channel estimation as in (17) and
the space–time postprocessing as in (28) and (30) for the
spatially correlated and the uncorrelated channels, respec-
tively, where Ust,E , Ust , Λst,p , UE , U, and Λp are ob-
tained from known channel correlation and known power
delay profile.

2) DCT CHE plus LI: DCT-based channel estimation, as de-
fined before, followed by linear interpolation to obtain
channel estimates in user data segments.

3) Extended DCT CHE: Extended DCT-based channel esti-
mation with the initial channel estimation as in (17) and
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Fig. 6. BER performance with difference channel estimation methods for 1/2-
rate turbo-encoded and 16-QAM mapped signals, where solid and dashed lines
represent spatially uncorrelated and correlated channels, respectively.

the space–time postprocessing as in (50)–(52) for the spa-
tially uncorrelated channel and as in (56)–(58) for the
spatially correlated channel, respectively.

The bit error rate (BER) performances with the previous three
channel estimation methods are also compared through the link
simulation. In the simulations, the spatial multiplexing trans-
mission scheme and a practical iterative receiver as introduced
in [11] and [25] are employed.

Fig. 4 shows the NMSE performance of the channel estima-
tion methods for the pilot segments only. From the results, we
can see that the DCT-based channel estimation can well approx-
imate the MMSE channel estimation with estimated or known
channel correlation and known power delay profile, while it out-
performs the LS channel estimation by 2.7–6.7 dB for the high
mobility and 9.2–12.5 dB for the low mobility in the range of
the measured SNRs. Furthermore, we can see that about 0.4 dB
gain benefits from the spatial correlations.

Fig. 5 compares the NMSE performance of the channel es-
timation methods for both the pilot and data segments. From
the results, it can be observed that the extended DCT-based
channel estimation still well approximates the MMSE chan-
nel estimation with known channel correlation and known
power delay profile. The extended DCT-based channel esti-
mation outperforms the linear interpolated DCT-based chan-
nel estimation by up to 7.5 dB in fast fading channels, and
the performance gain gets more significant as the received
SNR increases. In slow fading channels, the linear interpo-
lated DCT-based channel estimation has a similar performance
as the extended DCT-based channel estimation. Furthermore,
we can see that about 0.3-dB gain benefits from the spatial
correlations.

Fig. 6 shows the BER performance of the channel estimation
methods for 1/2-rate turbo-encoded data using 16 quadratic-

amplitude modulation (QAM) mapped signals in fast fading
channels. From the results, it can be observed that the ex-
tended DCT-based channel estimation still well approximates
the MMSE channel estimation with the known channel corre-
lation and power delay profile, while it outperforms the linear
interpolated DCT-based channel estimation by up to 1.0 and
0.5 dB at BER = 10−6 for spatially correlated and uncorrelated
channels, respectively.

VI. CONCLUSION

An efficient channel estimation for a timeslot-structured
SCBT over triply selective fading MIMO channels has been
investigated in this paper. A MIMO-SCBT with dual cyclic
timeslot structure is presented first. Then, we derive the op-
timal channel estimation in the MMSE sense on the timeslot
basis. It is shown that the optimal pilots for the timeslot-based
MMSE channel estimation are related to the statistical CSI in
eigenmode. Under the assumption that the transmit correlation
is unknown at the transmitter, the optimal pilots satisfy the same
condition as reported in [22] and [23] for the block-based LS
channel estimation, and the channel estimation can be simpli-
fied to the initial block-based LS channel estimation followed by
space–time postprocessing. When the channel experiences spa-
tially uncorrelated fading, the space–time postprocessing can be
reduced to a more tractable pathwise processing. A new design
of the pilot sequences is suggested, where the pilot sequence for
each transmit antenna is derived by cyclically right-shifting a
single base sequence. The Chu sequence of arbitrary length and
the DFT-based sequence with small alphabet size can be used
as the base sequence. A more efficient implementation for the
initial channel estimation is obtained by using the structure of
the pilot sequence. A DCT-based implementation for the space–
time postprocessing is developed to approximate the optimal
solution with low implementation complexity. The simulation
results have verified the performance of the proposed channel
estimation.

APPENDIX I

PROOF OF THEOREM 1

Substituting (7) into (8) and using the fact that tr{AB} =
tr{BA}, yield

σ2
ĥ

= tr

{
ŨΛ̃ŨH

(
1
σ2

z

XH XŨΛ̃ŨH + I(K +1)NR NT NP

)−1}

= tr

{
Λ̃

(
1
σ2

z

ŨH XH XŨΛ̃ + I(K +1)NR NT NP

)−1}

= tr

{
Λ̃

(
1
σ2

z

(I(K +1)NR
⊗ (UT ⊗ INP

)H SH

× S(UT ⊗ INP
))Λ̃ + I(K +1)NR NT NP

)−1}
. (59)
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From [15], we know that the mean square error σ2
ĥ

is lower
bounded as in (60), shown at the bottom of the page, where the
equality holds if and only if (UT ⊗ INP

)H SH S(UT ⊗ INP
) is

diagonal.
Let Φp1 ,p2 be an NT × NT matrix with the (n1 , n2)th en-

try defined as [Φp1 ,p2 ]n1 ,n2 = [SH S]n1 NP +p1 ,n2 NP +p2 , where
0 ≤ p1 , p2 ≤ NP − 1 and 0 ≤ n1 , n2 ≤ NT − 1. Since sp1

n1
=

Πp1
LP

sn1 and sp2
n2

= Πp2
LP

sn2 , it follows that [Φp1 ,p2 ]n1 ,n2 =

sH
n1

Π
((p1 −p2 ))L P

LP
sn2 . A sufficient and necessary condition for

(UT ⊗ INP
)H SH S(UT ⊗ INP

) to be diagonal is

UH
T Φp1 ,p2 UT =

{
LP Γ, p1 = p2
0, p1 	= p2

(61)

where Γ = diag{γ0 , . . . , γNT −1}, and
∑NT −1

n=0 γn = NT . From
(61), SH S can be expressed as

SH S = LP (UT ΓUH
T ) ⊗ INP

. (62)

Therefore, the lower bound σ̃2
ĥ

is a function of Γ, as shown in
(11). This bound can be further lower bounded by

σ̆2
ĥ

= σ̃2
ĥ
(Γopt). (63)

This completes the proof.

APPENDIX II

PROOF OF THEOREM 2

We say that h is linearly recoverable from h, if there
exists a (KM + 1)NRNT NP ×(K + 1)NRNT NP matrix C
so that h = Ch. From (20), the optimal solution of C is

C = RhAH R−1
h . The recoverability means that

h = RhAH R−1
h h. (64)

From (64) and (20), we have

Rh = RhAH R−1
h ARh (65)

Rh = ARhAH . (66)

Substituting (6), (24), and the relation A = B ⊗ INT NR NP
into

(65) and (66) yields

RDPR = RDPRBH R†
DPRBRDPR (67)

RDPR = BRDPRBH . (68)

Therefore, the rank of RDPR is equal to that of RDPR. With
the assumption that RDPR is of full rank, we have

rank(RDPR) = rank(RDPR) = K + 1. (69)

Let

Λ =
[
Λ0 0
0 0

]

where the diagonal matrixΛ0 is of the order of K+1 and contains
K + 1 nonzero eigenvalues of RDPR. Let

U = [U0 U1 ]

where U0 is composed of the first K + 1 columns. Then, from
(67) and the spectrum decompositions of RDPR and RDPR, we
have

UΛUH BH UΛ−1 = U0(BU0)−1U. (70)

σ2
ĥ
≥ σ̃2

ĥ
=

∑
m

1[
1

σ 2
z
(I(K +1)NR

⊗ (UT ⊗ INP
)H SH S(UT ⊗ INP

)) + Λ̃†

]
m,m

(60)

[S̄]k,l = a(((k − l))LP
) = a(k − l)

=




ejπrk 2 /LP e−j2πrkl/LP ejπrl2 /LP , for even LP

ejπrk(k+1)/LP e−j2πrkl/LP ejπrl(l−1)/LP , for odd LP .

(71)

a(l) =




W
�l/Q�((l))Q

N , LP = 22n

(W �l/Q�((l))Q

N + jW
�l/Q�(Q+((l))Q )
N )/(1 + j), LP = 22n−1 .

(74)

[S̃k1 ,l1 ]k0 ,l0 =




W
(k0 −l0 )((k1 −l1 ))Q

N , LP = 22n

(W (k0 −l0 )((k1 −l1 ))Q

N + jW
(k0 −l0 )(Q+((k1 −l1 ))Q )
N )/(1 + j), LP = 22n−1

(78)

Σ̃k1 ,l1 =




ω0(k1 , l1)diag{e((k1 −l1 ))Q
}, LP = 22n

(ω0(k1 , l1)diag{e((k1 −l1 ))Q
} + jω1(k1 , l1)diag{eQ+((k1 −l1 ))Q

})/(1 + j), LP = 22n−1 .
(80)
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Therefore, UE is independent of the eigenvalues of the channel
correlation matrices.

APPENDIX III

PROOF OF THEOREM 3

From (32), it can be verified that the Chu sequence a(l) is
periodic, i.e., a(((l))LP

) = a(l). The (k, l)th entry of S can be
expressed as (71) shown at the bottom of the previous page.
Therefore, S can be expressed as

S̄ = ΦFΨ (72)

where F is an LP × LP matrix with the (k, l)th entry as
e−j2πrkl/LP . Furthermore, it can be verified that the follow-
ing relation holds:

F = PγWLP
. (73)

Substituting (73) into (72) yields (40). This completes the proof.

APPENDIX IV

PROOF OF THEOREM 4

The lth element of the sequence given by (33) can be ex-
pressed as (74), shown at the bottom of the previous page. The
sequence is periodic, and thus, the (k, l)th entry of S can be
expressed as

[S̄]k,l = a(k − l). (75)

Let S̃ = Pα S̄PH
α , S̃k1 ,l1 be an N × N submatrix of S̃ with the

(k0 , l0)th entry defined as

[S̃k1 ,l1 ]k0 ,l0 = [S̃]k1 N +k0 ,l1 N + l0 (76)

where 0 ≤ k0 , l0 ≤ N − 1 and 0 ≤ k1 , l1 ≤ Q − 1. Then, we
have

[S̃k1 ,l1 ]k0 ,l0 = [S̄]k0 Q+k1 ,l0 Q+ l1 = a((k0 − l0)Q + k1 − l1).
(77)

Substituting (74) into (77) yields (78), shown at the bottom of
the previous page. From (78), we have

S̃k1 ,l1 = WH
N Σ̃k1 ,l1 WN (79)

where Σ̃k1 ,l1 is defined as in (80), shown at the bottom of the

previous page, where ω0(k1 , l1) = W
�(k1 −l1 )/Q�((k1 −l1 ))Q

N and

ω1(k1 , l1) = W
�(k1 −l1 )/Q�)(Q+((k1 −l1 ))Q )
N . Define an LP × LP

matrix with the entries as

[Σ̃]k1 N +k0 ,l1 N + l0 = [Σ̃k1 ,l1 ]k0 ,l0 . (81)

Then, we have

S̃ = (IQ ⊗ WH
N )Σ̃(IQ ⊗ WN ). (82)

Note that Σ̃ has only one nonzero element in each row and each
column, which can be converted to a diagonal matrix by using
a row or column permutation. It can be verified that Σ = Σ̃PH

β

is diagonal. Substituting Σ̃ = ΣPβ into (82), and then, into
S̄ = PH

α S̃Pα yields (41). This completes the proof.
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