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1. Introduction

1.1 Physics motivations and requirements

LHCDb is the experiment dedicated to b physics at the LHC [1],[2]. The aim is the high precision
study of CP violation and rare decays. The experiment will extend the B-physics results obtained
at B factories and Tevatron: it will overconstrain the unitarity triangle and allow the search for new
physics. Although observed CP-violating phenomena are consistent with the CKM mechanism, it
cannot be excluded that physics beyond the Standard Model contributes, or even fully accounts for
the observed phenomena.

The level of CP violation that can be generated by the Standard Model weak interaction is
insufficient to explain the dominance of matter in the universe. This also calls for new sources of
CP violation beyond the Standard Model.

Another way to search for physics beyond the Standard Model is to study B-meson decays
that are rare or even forbidden in the Standard Model. In addition to investigating CP violation in
B-meson decays, the physics programme of the LHCb experiment will include studies of rare B
and 7T decays, D — D oscillations and heavy b-hadrons (e.g. B.-meson) production and decays.

There are many ways to look for a sign of new physics. In all cases, large numbers of both BY
and Bg mesons are required, and many different decay modes have to be reconstructed. Compared



to other existing accelerators that are in operation the LHC will be by far the most copious source
of B mesons, due to the high bb cross section, 6,5 = 500 ub and high luminosity. A variety of
b-hadrons, such as By, By, Bs, B, and b-baryons, will be produced with high rate.

The LHCb experiment plans to operate with an average luminosity of 2 x 1032 ¢m=2 571,
which should be obtained from the beginning of LHC operation. Running at this luminosity has
the advantages that the detector occupancy remains low, and radiation damage is reduced. Events
are dominated by single pp interactions per bunch crossing that are simpler to analyse. The lu-
minosity at the LHCb interaction point can be kept at its nominal value while the luminosities at
the other interaction points will be progressively increased to their design values. This will allow
the experiment to collect data for many years under constant conditions. About 10'? bb pairs are
expected to be produced in one year of data taking (expected to correspond to about 2 fb~1).

The LHCb detector is designed to exploit this large number of b-hadrons produced at the LHC
in order to make precision studies of CP asymmetries and of rare decays of the b-hadrons. It has a
high-performance, efficient and flexible trigger which is robust and optimised to collect B hadrons,
based on particles with large transverse momentum and displaced decay vertices.

High quality event reconstruction is necessary, based an excellent particle identification, track-
ing and vertexing. Particle idetification must allow to distiguish muons, electrons, as well as gam-
mas or n°, and charged pions and kaons. The latter is necessary for the study of the hadronic
decay channels among which By — " n~, By — DsinF and Bg — EOK*O, DK% D|K*0. Ex-
cellent tracking and vertexing is also essential in order to achieve the good momentum, energy,
mass and proper time resolutions for the study of the rapidly oscillating B; mesons and their CP
asymmetries. Finally, a powerful read out system and online processing are necessary to optimize
the physics data acquisition.

1.2 Detector layout

LHCb is a single-arm spectrometer with a forward angular coverage from approximately 10 mrad
to 300 (250) mrad in the bending (non-bending) plane. The choice of the detector geometry is
justified by the fact that at high energies both the b- and b-hadrons are predominantly produced in
the same forward cone. The layout of the LHCb spectrometer is shown in figure 1.

Intersection Point 8 of the LHC has been allocated to the experiment. A modification to the
LHC optics, displacing the interaction point by 11.25 m from the centre, has permitted maximum
use to be made of the existing cavern for the LHCb detector components.

The present paper describes the LHCb experiment, its interface to the machine, the spectrom-
eter magnet, the tracking and the particle identification, as well as the trigger and online systems,
including its front end electronics, the data acquisition and the experiment control system. Finally,
the expected global performances of LHCb, as deduced from detailed Monte Carlo simulations,
are summarized.

The interface with the LHC machine is described in section 2. The description of the detec-
tor components is made in the following sequence: (a) the spectrometer magnet which is a warm
dipole magnet providing an integrated field of 4 Tm, is described in section 3, (b) the vertex detec-
tor system (including a pile-up veto counter), called VErtex LOcator is described in section 4.1, (c)
the tracking system made of a Trigger Tracker, Si-u strip detector, in front of the spectrometer mag-
net, and three tracking stations behind the magnet, made out of Si-u strips in the inner parts and of
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Figure 1. View of the LHCb detector.

Kapton/Al straws for the outer parts is described in sections 4.2 and 4.3, (d) two RICH counters
using Aerogel, C4F;0 and CF4 radiators, to achieve excellent T1-K separation in the momentum
range from 2 to 100 GeV/c, and novel Hybrid Photon Detectors are described in Sec. 5.1, (e) the
calorimeter system composed of a Scintillator Pad Detector and Preshower (SPD/PS), an electro-
magnetic (shashlik type) calorimeter and a hadronic calorimeter is described in section 5.2, (f) the
u detection system providing u identification and contributing to the level-0 trigger of the experi-
ment, composed of MWPC (except in the highest rate, where triple-GEM’s are used) is described
in section 5.3.

All detector subsystems are assembled in two halves, which can be moved out separately horizon-
tally for assembly and maintenance, as well as to provide access to the beam pipe.

The trigger, the online system, the expected performances of the detector and computing resources
are described in sections 6, 7, 8, respectively.

2. Interface to the machine

2.1 Beam pipe
2.1.1 Introduction

The beam pipe design is particularly delicate since the vacuum chamber is located in the high ra-
pidity region of the LHCb detector where the particle density is high, and the number of secondary
particles depends on the amount of material seen by incident primary particles. The mass of the
beam pipe and the presence of flanges or bellows have direct influence on the occupancy, in partic-
ular for the tracking chambers and the RICH detectors. Optimisation of the design and selection of
materials were therefore performed in order to maximize the transparency in these critical regions

[31, [4].

2.1.2 Layout

The beampipe, schematically represented in Fig. 2 includes the vertex locator (VELO) forward



window covering the full LHCDb acceptance and four main conical sections, the three closer to the
IP being made of beryllium and the one further away of stainless steel.

Beryllium was chosen as the material for 12 m out of the 19 m long LHCb beampipe, for its
high transparency to the particles resulting from the collisions. It is the best available material for
this application given its high radiation length combined with a modulus of elasticity higher than
that of stainless steel. However, its toxicity [5], fragility and cost are drawbacks taken into account
in the design, installation and operation phases. Flanges, bellows and the VELO exit window were
therefore made of high strength aluminium alloys which provide a suitable compromise between
performance and feasibility. The remaining length, situated outside the critical zone in terms of
transparency, is made of stainless steel, a material widely used in vacuum chambers because of its
good mechanical and vacuum properties. The VELO window, an aluminium 6061-T6 spherically
shaped thin shell, is 800 mm in diameter and was machined from a specially forged block down to
the 2 mm final thickness. The machining of the block included a four convolution bellows at its
smallest radius. The first beampipe section (UX85/1), that traverses RICH1 and TT, is made of 1
mm thick Be, includes a 25 mrad half-angle cone and the transition to the 10 mrad half-angle cone
of the three following beampipe sections. In order to avoid having a flange between the VELO
window and UX85/1, the two pieces were electron beam welded before installation. Sections
UX85/2 (inside the dipole magnet) and UX85/3 (that traverses the Tracker, RICH2, M1 and part of
ECAL) are 10 mrad beryllium cones of wall thickness varying from 1 to 2.4 mm as the diameter
increases from 65 up to 262 mm. UX85/3 is connected to a stainless steel bellows through a Conflat
seal on the larger diameter. The transition between aluminium and stainless steel is ensured by an
explosion bonded connection. The three Be beampipes were machined from billets up to 450 mm
long and assembled by arc welding with non-consumable electrode under inert gas protection (TIG)
to achieve the required length. TIG welding was also used to connect the aluminium flanges at the
extremities of the tubes.
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Figure 2. LHCb beampipe schematic layout.



The UX85/4 section completes the 10 mrad cone and includes a 15° half-angle conical ex-
tremity that provides a smooth transition down to the 60 mm final aperture. It was manufactured
from rolled and welded stainless steel sheet of 4 mm thickness. A copper coating of 100 mi-
crons was deposited before assembly on the non-IP end cone to minimise the impedance seen by
the beam. The aluminium and stainless steel bellows compensate for thermal expansion during
bakeout and provide the necessary flexibility to allow beampipe alignment. Optimised Ultra High
Vacuum (UHV) flanges were developed in order to minimise the background contribution from the
various connections in the high transparency region [6] . The resulting flange design is based on
all-metal Helicoflex seals and high strength AA 2219 aluminium alloy flanges to ensure reliable
leak tightness and baking temperatures up to 250°C. A relatively low sealing force allows the use
of aluminium and a significant reduction of the overall mass compared to a standard Conflat flange.

Another important source of background is the beam pipe support system [7] . The fixed
supports, which must compensate the unbalanced vacuum forces due to the conical shape of the
beampipe, are each obtained through a combination of 8 stainless steel cables or rods mounted
under tension, pulling in both upstream and downstream directions with an angle to the beam axis
(Fig. 3).

Rods are used where a high stiffness is required, as cable stiffness is inferior to that of a rod
for the same amount of material. Where a movable support is required to allow thermal expansion,
four stainless steel cables are mounted in the plane perpendicular to the beampipe blocking all
movements except along the beam axis. All structures from which the cables hold the beampipe
are made of aluminium alloy and have minimised mass.

Two sector valves at the extremities allow interventions and commissioning independent of
the LHC machine vacuum.

BEAM AXIS

Figure 3. Beampipe fixed support. A system of 8 high resistance rods and cables hold the beampipe through
an optimised aluminium collar



2.2 Vacuum

In order to achieve an average total dynamic pressure of 1078 to 10~° mbar with beam passing
through, the LHCb beampipe and the VELO RF-boxes are coated with sputtered non-evaporable
getter (NEG) [8] . This works as a distributed pump, providing simultaneously low outgassing
and desorption from particle interactions with the walls. Another purpose of the NEG coating is to
prevent electron multipacting [9] inside the chamber, since the secondary electron emission yield is
much lower than for the chamber material. The UHV pumping system is completed by sputter-ion
pumps in the VELO vessel and at the opposite end of the beampipe in order to pump non-getterable
gases. Once the NEG coating has been saturated, the chamber must be heated periodically (baked
out) to 200°C, for 24 hours, in order to recover the NEG pumping capacity. The temperature
will have to be gradually increased with the number of activation cycles, however it is limited
to 250°C in the optimised flange assemblies for mechanical reasons. Before NEG activation, the
vacuum commissioning procedure also includes the bakeout of the non-coated surfaces inside the
VELO vacuum vessel to a temperature of 150°C. Removable heating jackets are installed during
shutdowns covering the VELO window and the beampipe up to the front of RICH2. From RICH2 to
the end of the Muon System a permanent system is installed beacuse of the the difficulty in access.
However, the permanent system up to 13 m from the IP requires the use of high transparency
materials. The heating power is generated by thin stainless steel strips, mounted between two
polyimide, foils and the thermal insulation layer is made of silica aerogel. The beampipe inside the
muon filters also has permanent bakeout equipment but as there are no transparency constraints,
the insulation is made from a mixture of silica, metal oxides and glass fiber, whilst the heating is
provided by standard resistive tapes.

Such an optimised vacuum chamber must not be submitted to external overpressure or shocks
while under vacuum due to the risk of implosion. Hence, it must be vented to atmospheric pres-
sure before certain interventions in the surrounding detectors. Saturation of the NEG coating and
consequent reactivation after the venting will be avoided by injecting an inert gas not pumped by
the NEG. Neon was found to be the most suitable gas for this purpose because of its low mass and
the fact that it is not used as a tracer for leak detection, such as helium or argon. However, com-
mercially available Ne must first be purified before injection. A gas injection system installed in
the cavern will provide the clean neon to be injected simultaneously into both VELO beam vacuum
and detector vacuum volumes, as the pressure difference between the two volumes must be kept
lower than 5 mbar to prevent damage to the VELO RF-boxes (c.f. VELO RF-box section 4.1).

3. Magnet

3.1 General Description

A dipole magnet has to be used in the LHCb experiment at LHC to identify and measure momentum
of charged particles in the decay of B-mesons produced in p-p collisions. The measurement has to
be possible in the large forward volume of space delimited by the +250 mrad vertical and =300
mrad horizontal acceptance. The super-conducting magnet originally proposed in the Technical
Proposal [1], would have required high investment costs and an unacceptably long construction
time. It was replaced by a magnet design with resistive saddle-shaped coils in a window-frame



yoke with sloping poles in order to match the required detector acceptance. Details on the design
evolution of the magnet project are in the Magnet Design Report and [1],[10],[11],[14]. The
design of the magnet with an integrated magnetic field of 4 Tm for tracks of 10 m length, had to
accommodate the contrasting needs for a field level inside the RICHs envelope less than 2 mT and a
field as high as possible in the regions between the Vertex Locator, and the Trigger Tracker tracking
station [13]. The design was also driven by the boundary conditions at P8 of the LHC accelerator,
previously occupied by the DELPHI detector: the cavern is equipped with two cranes, each of 40
t lifting capacity and of restricted lateral displacement. This has implied the magnet had to be
assembled in a temporary position outside the beam area, by putting together elements relatively
light. The DELPHI rail systems and part of the magnet carriages have been used as platform for
the LHCb magnet for obvious reasons of cost. Plates 100 mm thick of laminated low carbon steel,
having a maximum weight of 25 t, were used to form the identical horizontal bottom and top parts
and the two mirror-symmetrical vertical parts (uprights) of the magnet yoke.

The two identical coils are of conical saddle shape and are placed mirror-symmetrically to each
other in the magnet yoke. The pancakes themselves are made of pure Al-99.7 hollow conductor in
an annealed state which has a central cooling channel of 25 mm diameter and has a specific ohmic
resistance below 28 nm at 20°C. It is produced in single-length of about 320 m by rotary extru-
sion (Holten Conform TM )! each one tested for leaks with water up to 50 bars and for extrusion
imperfections before being used. The coils were produced in industry by the firm SigmaPhi? with
some equipment and technical support of CERN. Cast Aluminum clamps are used to hold togheter
the triplets making up the coils, and to support and center the coils with respect to the measured
mechanical axis of the iron poles with tolerances of some mm. As the main stress on the conductor
is the thermal one, the design choice was to leave the pancakes of the coils free to slide upon their
supports, with only one coil extremity kept fixed against the iron yoke (where electrical and hy-
draulic terminations are located). Finite element models (TOSCA, ANSYS) have been extensively
used to investigate the coils support system with reference to the effect of the electro-magnetic
and thermal stresses on the conductor, and the measured displacement of the coils during magnet
operation has matched the predicted value quite well. After rolling the magnet into its nominal
position, a final precise adjusting and alignment were carried out in order to follow the 3.601 mrad
slope of the LHC machine and its beam. The resolution of the alignment measurements was about
0.2 mm while the magnet could be aligned to its nominal position with a precision of +2 mm.

The stand-alone Magnet Control System (MCS) manages the operation of the magnet, from
water flow to power supply. The Magnet Safety System (MSS) enforces discharge of the magnet if
set-points value (of temperatures, voltages, pressure drop, water leaks) are overcome or if general
safety conditions are not fulfilled. The first current in the 1600 ton spectrometer magnet was in-
jected in November 2004, and the nominal current of 5.85 kA was reached soon after, representing
the first of the 4 LHC detector magnets to be made fully operational on the beam line. The magnet
was safely operated for some time at 13% above the nominal current. Several field map campaigns
have been carried out, the first one in November 2004, then another one was measured during June
and July 2005 after the RICH’s shielding boxes were put in positions, and the final one, including

Holton Machinery, Bournemouth, UK.
2SigmaPhi, Vannes, France.



exensive measures in both polarities was completed during November and December 2005. The
field in the RICHs boxes, with and without the mu-metal tubes, as well as the fringe field at sev-
eral locations in the pit, were measured. The main measured magnet parameters are reported in
Table I. At today, the magnet has collected many hours of uninterrupted activity and many cycles
of operations. All in all the magnet has shown a reliable and stable performance.

3.2 Field Mapping

In order to obtain the necessary high resolution of the charged particle tracks, LHCb needs to
know [ Bdl with an momentum uncertainty of a few times 10~* and the position of the B-field
peak with a precision of a few mm. This accounts for an absolute precision of the measurements
in the order of 10 G. A special measuring machine was designed to enable mapping the LHCb
magnetic field with the required precision. To improve data quality and reduce human errors the
measurement system has been built with some redundancies. One of these is the possibility to
overlap measurements to crosscheck data. A remotely controlled motor system situated outside of
the magnet has been used to scan through the dipole longitudinal axis. The motor displaces along
the z direction a support holding two adjacent G10 planes each equipped with 30 printed circuit
cards distributed over a grid of 80 mm x 80 mm. Every sensor card has mounted on a cube of 4 mm
side dimensions three orthogonal and calibrated Hall probes. The support can be placed (manually)
orthogonal to the z-axis in the up/down (y-axis) or right/left (x-axis) directions, to allow mapping
of different regions. The 3D sensor cards are the result of a joint R&D carried out by CERN and
NIKHEF and are calibrated at CERN to a precision of 10~*. To get such a high precision the sensor
cards were accurately measured (with NMR) in a constant homogeneous magnetic field B while
rotating the cards (which are positioned with a 0.01 mm precision) over two orthogonal axes. The
temperature T is also measured to allow taking into account possible effects on the calibration.
The Hall-voltage is decomposed in orthogonal functions and the magnetic field parameterized in
polynomial coefficients. The calibration process allows corrections for non-linearity, temperatures
effects and non-orthogonality. A special calibration machine has been set-up at CERN [4]. After
being mounted within the LHCb dipole magnet, the elements of the machine had to be aligned
along the LHC beam axis: the rails along which the carriage holding the Hall probes moves and the
support itself, were aligned with 0.2 mm relative accuracy, and about 1 mm of absolute precision.
Between the aims of the field map campaigns were to measure, inside the tracking volume and for
both polarities, the components of the magnetic field and to compare these to simulated data. All
that is necessary to produce an accurate and precise field map useful for reconstruction purposes.
Also the magnetic field has been measured inside the shielding volumes of RICH1 and RICH2
and near the TT and VELO regions. The machine operations will require a cyclic operation of the
magnet; moreover considering that the reversal of the spectrometer dipole field is important for
the control of systematic effects in CP asymmetries, it was necessary to fully understand the effect
of hysteresis on the repeatability of the magnetic field. At the moment the frequency of polarity
reversals is not yet finalised, but expected to be of order of few per month.

3.3 Field Parameters

The level of precision obtained in the final measuring campaigns is shown in figure 4. It is 3.10 74,
as it was requested by physics reconstruction needs. In figure 5. is shown the magnetic field



Non-uniformity of |B| +1% in planes xy of 1 m? from z=3m to z=8 m
J Bdl upstream TT region (0-2.5 m) 0.1159 Tm
[ Bdl downstream TT region (2.5 - 7.95 m) 3.615 Tm
Max field at HPD’s of RICH1 20 G (14 G with mu-metal)
Max field at HPD’s of RICH2 9G
Electric power dissipation 4.2 MW
Inductance L 1.3H
Nominal / maximum current in conductor 5.85 kA /6.6 kA
Total resistance (two coils + bus bars) R =130 mQ @ 20° C
Total voltage drop (two coils) 730 V
Total number of turns 2x 225
Total water flow 150 m3/h
Water Pressure drop 11 bar @ AT =25°C
Overall dimensions Hx V x L Ilmx8mx5m
Total weight 1600 tons

Table 1. Measured main parameters of the LHCb magnet
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Mean 0.9338E—-04
RMS 0.3158E-03
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Figure 4. Precision of measurements.

on the axis for both polarities, together with the simulated data. The agreement looks excellent,
however a zoom in the RICH1 region, as in figure 6. doesn’t show such a perfect match of data
with the simulation. Indeed the field integrals, in the region 0 - 250 cm, has been measured to be
115.9 kG*cm, while the computed one was 120.1 kG*cm. This 3.5% difference is supposed to be
partially an effect of the iron embedded in the concrete (which is very close to the RICH1 shield)
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Figure 5. Magnetic field on axis.

Figure 6. Zoom in RICH1 region - simulation (solid line) and measurements (open circles).

and to the precision of the TOSCA computed model. In all the other regions, and specially inside
the tracking volume, the agreement between data and simulation is much better, less than 1%.

In conclusion, Bx, By and Bz have been measured in a fine grid 8cmx8cmx10cm, spanning
from the interaction point to the entrance of RICH2 (= 10m), and covering most of the LHCb
acceptance. The measurement of B is reproducible within 0.03%, and the same resolution for
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AB/B was measured when changing polarity, once defined the right procedure to demagnetize the
magnet.

4. Tracking

4.1 Vertex locator
4.1.1 Introduction

The VErtex LOcator (VELO) provides precise measurements of track coordinates close to the in-
teraction region, which are used to identify the displaced secondary vertices which are a distinctive
feature of b-hadron decays. For this, the VELO features a series of silicon modules, each provid-
ing a measure of the R and Phi coordinate, arranged along the beam direction (figure 9). They
are placed at a radial distance from the beam which is smaller than the aperture required by the
LHC during injection and must therefore be retractable. This is achieved by mounting the detec-
tors within a vacuum vessel, separated from the primary vacuum by a thin walled aluminium box,
which is corrugated in such a way as to minimise the material before the first measured point, and
allow the two halves of the closed detector to overlap. Figure 7 shows a cross section of the VELO
vessel, illustrating the separation between the primary vacuum of the beam and the secondary vac-
uum enclosed by the VELO boxes. Figure 8 shows a zoom with a view from inside one of the
boxes, with the sides cut away to show the staggered and overlapping modules of the opposite de-
tector half. The aluminium boxes with their corrugated foils, hereafter referred to as "‘RF-foils"’,

provide a number of functions with in the VELO, which are discussed in the following sections.

VACUUM VESSEL G t’

Figure 7. Cross section of the Vertex Locator vacuum vessel, with the detectors in the fully closed position.
The routing of the signals via kaptons to vacuum feedthroughs are illustrated. The separation between the
primary and secondary vacuua is achieved with thin walled aluminimum boxes enclosing each half.

4.1.2 Requirements and constraints

The ability to reconstruct vertices is fundamental for the LHCb experiment. The track coordinates
provided by the VErtex LOcator (VELO) are used to reconstruct production and decay vertices
of beauty- and charm-hadrons, to provide an accurate measurement of their decay lifetimes and

—11 -
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Figure 8. Zoom on the inside of an RF-foil, with the detector halves in the fully closed position. The edges
of the box are cut away to show the overlap with the staggered opposing half. The R and & sensors are
illustrated with alternate shading.
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Figure 9. Cross section in z of the VELO silicon sensor positions, at y = 0, with the detector in the fully
closed position. The front face of the first modules are also illustrated in both the closed and open positions.
(Note: this figure has to spread over two columns or it is too small)

to measure the impact parameter of particles used to tag their flavor. These measurements play a
vital role in the High Level Trigger (HLT, see section ????), which enriches the b-hadron content
of the data written to tape, as well as in the LHCb off-line analysis. This imposed a number of
requirements on the VELO design which are briefly described in this section.

Geometry The VELO has to cover the angular acceptance of the downstream detectors, i.e. de-
tect tracks with a pseudorapidity in the range® 1.6 < 1 < 4.9 and emerging from primary vertices

3Some coverage of negative pseudorapidity is used to improve the primary vertex reconstruction and, using two
special stations, to reduce the number of multiple-interaction events passing the LO trigger (see section xxx on the
Pile-Up System).

—12 -



in the range |z| < 10.6cm. The detector setup was further constrained by the following corollary
considerations:

e A polar angle coverage down to 15mrad for a track emerging at z = 10.6cm downstream
from the nominal IP, together with the minimum distance of the sensitive area to the beam
axis (8mm, see below), and the requirement that a track should cross at least three VELO
stations, defined the position zy_, of the first of the three most downstream stations: zn_p ~
65cm.

e A track in the LHCb spectrometer angular acceptance of 300 mrad should cross at least three
VELO stations. Given a maximum® outer radius of the sensors of about 42 mm, the distance
between stations in the central region needed to be smaller than 5cm. Requiring four stations
to be traversed (or allowing for missing hits in one of four stations), imposed a module
pitch of at most 3.5 cm. Dense packing of stations near the IP also reduces the average
extrapolation distance from the first measured hit to the vertex.

e For covering the full azimuthal acceptance and for alignment issues, the two detector halves
were required to overlap. This was achieved by shifting along z the positions of sensors in
one half by 1.5cm relative to sensors in the opposite half.

The use of cylindrical geometry (R¢ coordinates), rather than a simpler rectilinear scheme, was
chosen in order to enable fast reconstruction of tracks and vertices in the LHCb trigger. Indeed,
simulations showed that 2D (Rz) tracking allows a fast reconstruction in the HLT with sufficient
impact parameter resolution to efficiently select events with B-hadrons. Each VELO module was
designed to provide the necessary 3D spatial information to reconstruct the tracks and vertices.
One of the two sensors, called the phi-measuring sensor, or ¢ sensor, provides information on the
azimuthal coordinate around the beam. The other sensor, called the R-measuring sensor, or R-
sensor, provides information on the radial distance from the beam axis. The third coordinate is
provided by knowledge of the position of each sensor plane within the experiment.

The number of strips for both sensor types needed to satisfy the competing requirements of
the LHCb environment and physics and a budgetary limit of about 220,000 channels.

Mechanical accuracy As described in section [xxx], the HLT exploits the fact that (2D) Rz-
track reconstruction, and associated Rz-impact parameters, allows good discrimination between
b-hadron decay tracks and primary vertex tracks. This imposes alignment requirements on the
VELO R-sensors. Ideally, the VELO circular strips should all be perfectly centered around the
major axis of the luminous region (sometimes called the beam axis). Simulation studies have shown
how the trigger performance would degrade as function of various VELO R-sensors misalignment
paremeters [Ruf,Petrie] xxx. The ensuing constraints on the VELO construction and positioning
accuracies are summarized in table 2.

Performance The global performance requirements of the detector can be characterized with the
following inter-related criteria:

4This allowed the use of 10cm Si wafers for sensor production.
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Internal
R-sensor RMS o, and 6, < 20um
spread from nominal | 6, < 100um

External

R-sensor average Ax and Ay < 100um
misalignment Aa and AB < 0.2mrad
along z axis Az < 1mm

Table 2. Alignment requirements for the VELO sensors. ‘Internal’ refers to sensor-to-sensor alignment
within a detector half. ‘External’ refers to alignment of a detector half relative to other objects, such as the
luminous region or the opposite detector half. Ax and Ay can be changed online. Other adjustements require
an intervention on the VELO mechanics. Here, o and [ indicate rotations around x and y.

e Signal to noise ratio (S(N)° In order to ensure efficient trigger performance, the LHCb VELO
aimed for an initial signal to noise ratio of greater than 14 [?].

e Efficiency: The overall channel efficiency was required to be at least 99% for a signal to
noise cut S(N> 5 (or for a signal to noise cut giving about 200 noise hits per event in the
whole VELO detector).

e Resolution: A spatial cluster resolution of about 4 ym was aimed at for 100 mrad tracks in
the smallest strip pitch region (about 40 um). Furthermore, it was required that the resolution
be not degraded by irradiation nor by any aspect of the sensor design.

A further performance requirement was imposed that affected more the read-out electronics than
the sensor design: at 40 MHz read-out speed, the spill-over probability was required to be less than
0.3 in order to keep the number of remnant hits at a level acceptable for the HLT.

Environmental The VELO detector will be operated in an extreme radiation environment with
strongly non-uniform fluences. The damage to silicon at the most irradiated area for an accumulated
luminosity of 2fb~! is equivalent to that of 1 MeV neutrons with a flux of 1.3 x 10'* particles/cm?
(= 1.3 x 10 neq/cmz), whereas the irradiation in the outer regions does not exceed a flux of
5% 102 neq/cmz. The detector was required to sustain 3 years of nominal LHCb operation. In order
to evacuate the heat generated in the sensor electronics (in vacuum) and to minimize radiation-
induced effects a cooling system was required, capable of maintaining the sensors at a temperature
between -10 and 0 C with a heat dissipation of about 24 W per sensor and hybrid. To increase the
sensor life time, continuous cooling after irradation was also requested (with the aim to expose the
irradiated sensors to room temperature for periods shorter than 1 week per year).

The sensor full depletion voltage is expected to increase with fluence. The ability to increase
the operational bias voltage to full depletion during the 3 years life time of the sensors was imposed
as a further requirement.

3Signal (S) is defined as the most probable value of a cluster due to a minimum-ionizing particle and noise (V) as the
RMS value of an individual channel
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Machine integration constraint
Mechanical The design of the VELO was constrained by the following boundary conditions:

e A short track extrapolation distance leads to a better impact parameter measurement. There-
fore, the innermost radius of the sensors should be as small as possible. In practice, this is
limited by the aperture required by the LHC machine. During physics running conditions,
the ¢ of the beams will be less than 100 um, but for safety reasons, the closest approach
allowed to the nominal beam axis is Smm (this number is dominated by the yet unknown
closed-orbit variations of the LHC and could be reduced in an upgraded detector). To this
must be added the thickness of the RF-foil, the clearance between the RF-foil and the sen-
sors, and the need for about 1 mm of guard-ring structures on the silicon. Taking everything
into account, the sensitive area can only start at a radius of about 8 mm.

e During injection, the aperture required by the LHC machine increases, necessitating retrac-
tion of the two detector halves by 3 cm, which brings the movable parts in the shadow of the
LHCb beam pipe (54mm diameter). Furthermore, the repeatability of the beam positions
could not be guaranteed, initially, to be better than a few mm. This imposed that the VELO
detectors be mounted on a remote-controllable positioning system, allowing fine adjustment
in the x and y directions.

e The need for shielding against RF pickup from the LHC beams, and the need to protect the
LHC vacuum from outgassing of the detector modules, required a protection to be placed
around the detector modules. This function is carried out by the RF-foil, which represents a
major fraction of the VELO material budget in the LHCb acceptance.

Vacuum The required performance of the LHCb VELO demands positioning of the sensitive
area of the detectors as close as possible to the beams and with a minimum amount of material
in the detector acceptance. This is best accomplished by operating the silicon sensors in vacuum.
As a consequence, integration into the LHC machine became a central issue in the design of the
VELO.

In this case, the amount of material in front of the silicon detector is mainly determined by the
necessity to shield against the RF pickup and the mechanical constraint of building a sufficiently
rigid foil. The detectors operate in a secondary vacuum and hance the foils are not required to
withstand atmospheric pressure. However, the design of the vacuum system had to ensure that
the pressure difference between detector and beam vacuum never be so large as to cause inelastic
deformations of the detector box. The VELO surfaces exposed to beam-induced bombardment
(secondary electrons, ions, synchrotron radiation) needed to be coated with suitable material in
order to maintain beam-induced effects, such as electron multipacting and gas desorption, to levels
acceptable for efficient LHC and LHCb operation. The LHC beam vacuum chamber, and therefore
also the VELO primary vacuum vessel, were required to be bakeable.

Impedance Beam bunches passing through the VELO structures will generate wake fields which
can affect both the VELO system (RF pick-up, losses) and LHC beams (instabilities). These issues
have been addressed in detail [?, ?, ?, ?] and are further discussed in section ??. In the design of the
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VELO, wake field suppression is achieved by the RF foils, which provide continuous conductive
surfaces which guide the mirror charges from one end of the VELO vessel to the other.

General Detector Overview
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Figure 10. Sketch illustrating the R$ geometry of the VELO sensors

Sensors The severe radiation environment at Smm from the LHC beam required the adoption of
radiation tolerant n-implants in n-bulk technology with strip isolation achieved through the use of
a p-spray. The minimum pitch achievable by Micron Semiconductor, Ltd, the company chosen
to fabricate the LHCb sensors, using this technology was approximately 32 um(depending on the
precise structure of the readout strips). For both the R and ¢-sensors the minimum pitch is designed
to be at the inner radius to optimize vertex resolution.

For the R-sensor the diode implants are concentric semi-circles with their centre at the nominal
LHC beam position. In order to minimize occupancy, and hence the chance of spurious ghost hits
in the sensors, and the individual strip capacitance each strip is subdivided into four 45 degree
regions. The minimum pitch at the innermost radius is 40 wpmincreasing linearly to 101.6 umat
41.9mm. This ensures that hits along the track contribute with roughly equal precision.

The ¢-sensor is designed to readout the orthogonal coordinate to the R-sensor . In the simplest
possible design these strips would run radially from the inner to the outer radius and point at the
nominal LHC beam position with the pitch increasing linearly with radius starting with a pitch of
35.5 um. Given the minimum pitch achievable through fabrication only about 700 strips could be
fitted onto such a sensor. In order to improve the segmentation and increase the number of strips
to 2048, to match the R-sensor, the phi is subdivided into two regions, inner and outer. The outer
region starts at a radius of 17.25 mm and its pitch is set to be half (39.3 um) that of the inner region
(78.3 um) which ends at the same radius. The design of the strips in the ¢-sensor are complicated
by the introduction of skew to improved pattern recognition. At 8mm from the beam the inner
strips have an angle of approximately 20 degrees to the radial whereas the outer strips make an
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angle of approximately 10 degrees to the radial at 17mm. The skew of inner and outer sections is
reversed giving the strips a distinctive "dog-leg" design. The modules are placed so that adjacent
phi-sensors have the opposite orientation with respect to the each other. This ensures that adjacent
stations are able to distinguish ghost hits from true hits through the use of a traditional stereo view.

The technology utilized in both the r and ¢ sensors is otherwise identical. Both sets of sensors
are 300 umthick. Readout of both r and ¢-sensors is at the outer radius and requires the use of a
second layer of metal (a routing layer or "double metal") isolated from the AC coupled diode strips
by approximately 3 umof chemically vapour deposited (CVD) SiO,. The second metal layer is
connected to the first metal layer by wet etched "vias". The strips are biased using 1M polysilicon
resistors and both detectors are protected by an implanted guard ring structure.

R sensor Phi-sensor
number of sensors 50 + 4 (VETO) 50
readout channels per sensor 2048 2048
sensor thickness 300 um 300 um
smallest pitch 40 ym 38 um
largest pitch 102 ym 97 um
length of shortest strip 3.8 mm 5.9 mm
length of longest strip 33.8 mm 24.9 mm
inner radius of active area 8.2 mm 8.2 mm
outer radius of active area 42 mm 42 mm
angular coverage 182 deg ~ 182 deg
stereo angle - 10-20 deg
double metal layer yes yes
average occupancy 1.1 % 1.1/0.7 % inner/outer

Table 3. Principal characteristics of VELO sensors

The pitch as a function of the radius R in um is given by the following expressions:

R: 40+ (101.6—40) x 4R 8190
Phi: 37.7+(79.5—37.7) x (Ails (R < 1.725 cm)
Phi: 39.8+(96.9—39.8) x A= 20 (R > 1.725 cm)

The VELO sensors were developed for high radiation tolerance. Early prototype detectors
(which here chosen to be n™'n used p-stop isolation. This was later replaced by p-spray isolated de-
tectors which showed much higher resistance to micro-discharges. The n™n design was compared
with an almost geometrically identical p™n design and again shown to have much better radiation
characteristics as measured by charge collection as a function of voltage.

Prototype sensors were also irradiated with non-uniform fluence in order to study the effects
of cluster bias due to non-homogenous irradiation. It was shown that the transverse electric fields
produce less than 2 ymeffects on the cluster centroid.

A subset of the production sensors were exposed to a high neutron fluence ( 1.3 x 1014 Neg/ cm?)
representing 1 year of operation at nominal luminosity. A strong suppression of surface breakdown
effects was demonstrated. The evololution of the depletion voltage was found to correspond to the
expectation over LHC operation, as illustrated in figure 12.

Modules The VELO module has three basic functions. Firstly it must hold the sensors in a fixed
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position relative to the detector base. Secondly it provides and connects the electrical readout to
the sensors. Finally it must enable thermal management of the modules which are operating in
vacuum.

Each module was designed to hold the sensors in place to better than 50 ymin the plane perpen-
dicular to the beam and within 800 yumalong the direction of the beam. Sensor to sensor alignment
(within a module) was designed to be better than 20 um.

The module was comprised of a substrate, for thermal management and stability, on to which
two circuits were laminated. This formed the hybrid. The substrate was approximately 120x170x 1 mm
and fabricated "‘in-house" with a core of 400micron thick thermal pyrolytic graphite (TPG), and
encapsulated, on each side, with 250 umon carbon fibre (CF). A CF frame of about 7mm sur-
rounded the TPG and was bonded directly to the CF encapsulation to prevent delamination. The
TPG was designed to carry a maximum load of 32W away from the front-end chips. A semicircular
hole was cut into the substrate under the region where the detectors were glued. The circuits were
fabricated and laminated to the substrates by Stevenage Circuits Ltd. Particular attention in the
design and fabrication process was given to trying to produce almost planar hybrids. This was nec-
essary to enable the subsequent module production. Typical non-planarities of order 250umwere
achieved.

The circuits were commercially hand populated, to minimize te exposure of the hybrid to
high tempereature and hence the possibility of delamination. The sensor front-end ASIC (Beetle
1.5) were then glued to the circuits. A total of 32 Beetles were used in each module. Kapton
pitch adaptors, manufactured by CERN, were glued to the circuits in order to facilitate the wire
bonding of the sensors to the Beetle chips. Sensors were glued to the double sided hybrid with
an sensor-sensor accuracy of better than 10um. The sensors were bonded to the electronics using
a combination of H&K 710 and K&S 8090 bonding machines with 25 micron Al wire. After
bonding and final testing 99.4% of all strips were operational, with no sensor having more than
30/2048 faulty channels.

The final mechanical mounting of the hybrid was to the module base and pedestal. The
pedestal was a low mass CF fibre construction designed to hold the hybrid stably. The pedestal
is a hollow rigid structure approximately 140x150x10mm. One end was glued to the hybrid and
second to a CF base which contains two precision manufacture Invar feet. The design of the base
allows repeatable mounting of the module to LHCb with a precision a better than 10 ym. The
accuracy of the final assembled modules satisfied the design criteria.

Thermal and electrical connections were made via [this part not yet complete]

4.1.3 Mechanics

Introduction The great challenge for the LHCb vertex detector is an accurate reconstruction of
displaced vertices. This requires that the detectors are placed close to the interaction region, with
a minimum amount of material between the interaction point and the silicon sensors. The ultra
high vacuum requirements of the LHC ring, the necessity for wakefield suppression, the need to
shield the detectors from electromagnetic effects induced by the high frequent beam structure, and
the necessity to retract the detectors by 30 mm from the interaction region during injection of a
new LHC fill, make the design of such a detector demanding. To meet all these constraints, we
have opted for a design with two detector halves, each placed inside a thin-walled aluminum box.
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Figure 11. Illustration of the principal components of the VELO module.
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Figure 12. Expected evolution of the full depletion voltage as a function of time. A nominal luminosity of
2 x 1032¢m=25s—1 has been assumed, with an integrated luminosity of 2fb~! per year. After approximately
3 years of nominal operation the maximum deliverable full depletion voltage is reached.

Aluminum was chosen since it has a relatively low Z (resulting in a small radiation length), good
electrical conductivity, and can be machined quite easily. The side walls of these boxes are 0.5 mm
thick. In order to allow for overlap in the two detector halves, the top surfaces of these vacuum
boxes have a corrugated shape and are made from 0.3 mm thick AIMg3 foil (an aluminum alloy
with 3 % magnesium). The two detector boxes are placed in a 1.4 m long vacuum vessel with a
diameter of 1.1 m. The whole assembly is shown in figure 13. Two rectangular bellows allow for
the movement of the detector boxes inside the vacuum system. Each detector support is connected
via three spheres on holders placed within circular bellows (one of them can be seen in figure 13)
to the movement mechanism that is located outside the vacuum vessel.

To suppress wake field effects, the dimension of the beam pipe as seen by the proton beams has to
vary very gradually. To match the beam pipe upstream and downstream from the vertex locator,
wakefield suppressors made of 50 um thick copper-beryllium have been implemented such that
both in the open and the closed position there is a good match.
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Figure 13. Overview of the vacuum vessel with the vertex locator.

The exit foil of the vessel has been designed and produced at CERN; it consists of a 2 mm thick
aluminum window.

Movement system Before the LHC ring is filled, the detectors have to move away from the in-
teraction region by 30 mm in order to allow for beam excursions during injection and ramping.
After stable beam conditions have been obtained, the detectors should be placed in to an optimized
position centered in x and y around the interaction region. This position is not exactly known be-
forehand; it may vary over = 5 mm in both x and y, even from fill to fill. Therefore, a procedure
has been developed to determine the beam position with the detectors not completely moved in,
and then move to the optimal position. This is performed with a motion mechanism that can bring
the detectors to their position with an accuracy in the order of 10 um by means of a stepping mo-
tor with resolver read-out. Additional potentiometers have been used to verify independently the
proper functioning. The motion procedures are controlled by a PLC (Programmable Logic Con-
troller).

Vacuum system In the LHC ring, Ultra High Vacuum conditions are required (better than 108 mbar
in the LHCb area). To maintain these conditions, the beam pipes are equipped with a NEG layer.
To maintain the pumping capacity of the NEG coating, the vacuum system will be vented during
maintenance with ultra-pure neon.

The thin walled detector boxes will be plastically deformed at a pressure difference of 20 mbar (and
above 50 mbar it will even break). Therefore, the detectors also have to be operated under vacuum.
Due to outgassing of detectors, hybrids, cables and connectors a vacuum around 10 ~* mbar is ex-
pected. Hence a good separation between the beam and detector vacuum is necessary as exposure
to the detector vacuum saturates and poisons the NEG material at the inside of the beam pipe.

An elaborate procedure has been implemented to make sure that during venting and evacuation of
the VELO vacuum system the pressure difference between beam and detector vacuum will never
exceed 5 mbar. This is obtained by using dedicated valves and restrictions, that are activated by
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membrane switches that react at a 5 mbar pressure difference. The complete vacuum system be-
tween the two sector valves around LHCb is controlled by a PLC.

Cooling system Since the detectors and read-out electronics are operated inside the vacuum sys-
tem, active cooling is required. Furthermore, in order to limit the effects of radiation damage of the
silicon sensors, the irradiated sensors should be operated and kept at temperatures below -5°C at
all times. The radiation hard refrigerant in the system is two-phase CO, cooled by a conventional
freon cooler. The liquid CO; is transported via a 60 m long transfer line to the VELO, where it
is distributed over 27 capillaries per detector half. Each capillary is thermally connected to five
cooling blocks that are attached to each detector module.

A redundant pumping system is incorporated, so that also during maintenance periods cooling
capacity is available. The complete cooling system is controlled by a PLC.

4.1.4 Electronics chain

Beetle [a short paragraph will be added here describing the beetle and its parameters relevant for
VELO operation]

Kaptons During injection of the proton beams in the ring, the detectors have to be retracted by
30 mm. The total number of data and control signals that run between the hybrids and the feed-
through flanges at the vessel exceeds 18000. Kapton cables were opted for as they are thin, flexible
and radiation hard. The central part of the cable consists of a 17 ym thick layer with 150 um wide
copper strips. On top and bottom side this layer is covered with a 100 um thick kapton foil, a
17 um thick rolled annealed (AR) copper foil which is used to supply power to the Beetle chips,
and a 25 um thick cover kapton foil.

Each cable consists of two parts: a short tail from the hybrid to a fixed connector, and a long cable
from this connector to the vacuum feed through on the vessel.

Repeater Boards The repeater board (RPT) is located directly outside of the VELO tank inside
repeater crates. The RPT function is mainly a repeater for data differential signals, TFC and FE
chips configurations signals. Also, monitoring signals are sent out via the board to the detector
slow control system. The RPT carries the voltage regulators required by the FE electronic and the
LO electronic service system. For flexibility in design and mainly for maintenance, the RPT is built
as a motherboard hosting several mezzanine cards:

e Four Driver Cards: Four driver cards are mounted in the RPT board as mezzanine cards.
Each card contains 16 fully differential analog drivers. Because the data streams are sent to
the digitizer card trough a 60m individual shielded twisted pair cable, the drivers include a
line equalizer to compensate distortions introduced by the cable.

e One LV card: The low voltage card provides the power for the FE hybrid, the analog driver
cards and the ECS card. Eight radhard voltage regulators are mounted on the board. Each
voltage is monitored through an amplifier. The card is supplied by three power supplies
located at 60m. Sense-lines are used to compensate the voltage drop through the long supply
cable.
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e One ECS card: The ECS (Experiment Control System) repeats the signal for the I12C config-
uration bus, control signals and monitors the regulator voltages. Temperature and radiation
monitoring signals are multiplexed on this card and sent to the control board located on the
balcony

Another part implemented on the board is TFC functionality. These fast lvds signals are signals
required by the FE chips and are sent through a LVDS repeater mounted on the board.

Analogue data transmission [a short paragraph will be added here describing the analogue data
transmission]

VELO specific TELL1 features The TELL1 boards of LHCb are described elsewhere [?]. Spe-
cific to the VELO is the digitization of the data on the TELL1 and the complex pre-processing of
the data.

Due to the high radiation levels and space constraints the digitization of the data and the use of
optical drivers close to the detector were discarded for the VELO. As a consequence, the analogue
data are directly transmitted to the TELL 1 board and digitized in the analogue receiver cards, the A-
Rx [?]. Each TELLI1 board deals with the data from one sensor, i.e. 64 analogue links, and features
4 A-Rx cards. One A-Rx card provides 16 channels of 10-bit ADC’s to sample the analogue data
from 4 Beetle chips at 40MHz. In order to compensate for the time skew of the signals resulting
from different cable lengths the sampling time can be chosen by phase adjustable programmable
clocks, individually for each ADC channel.

After the digitization the TELL1 performs the data processing on the ppFPGAs before sending
the zero-suppressed data to the trigger farm, see [21]. Although most of the signal distortion in
the long data cable is removed already through the frequency compensation, see section ??, the
first step of the data processing implements an FIR filter acting on the 10bit data coming from
the ADC. It takes care of remaining cross talk originating in the sensor as well as in the readout
chain behind. The next processing step implements a pedestal follower, the subsequent pedestal
subtraction and it offers three choices for limiting the precision to 8bit: by truncating either the
two most significant bits, or the two least significant bits or one of each. In both, the R- and the
¢0-measuring sensors, adjacent physical strips are scrambled in the readout chain. For the following
processing steps it is essential to bring them back into order. For this reason the channel reordering
step was implemented, which uses the 8 bit data as input. The linear common mode suppression
corrects for correlated noise pickup. It is implemented as an iterative procedure, where signal
channels are masked out and the common mode is modeled as a constant and a slope. The last
processing step is the clustering [22]. Strips are selected as seeding strips if they pass a certain
seeding threshold. Strips next to the seeding strips are included, if their signal lies above the
inclusion threshold cut. A cluster can be formed by a maximum of four strips. A cluster center is
calculated with a three bit precision.

The cluster data are formatted and sent for use by the software trigger algorithms. The VELO
Raw Data are sent in a format, that allows a fast access of the cluster information by the trigger
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by sending the calculated 14bit cluster position. For more refined calculations of the cluster center
and offline analyses, the ADC information of all strips is added in another data block, see also [23].

LV system The VELO and PILE-UP low voltage system is based on the multi-channel power
supply system from CAEN. All the power supplies are installed in the control room. With 12 fully
floating channels, each module can supply 4 repeater cards and each channel has its own sense-line
to recover long distance cable voltage drop. [this paragraph will be expanded slightly]

HYV System The VELO silicon sensors will be operated under a reverse bias ranging from 100 -
500 V, with the operating voltage being increased as the sensors undergo radiation damage. The
high voltage system utilises 6 power supply modules manufactured by Iseg, each controlling up
to 16 sensors, which are housed in an uninterruptible power supply crate in the detector counting
house. The output is fed via 37 core cables to a patch panel in the counting house. Long 56 core
cables connect the counting house to a second patch panel located near the detector. 3 core cables
then provide the high voltage, high voltage guard and ground to the repeater board of each module.
The high voltage guard connection provides the voltage to a guard trace on the sensor hybrids,
which surrounds the detector high voltage trace, thus reducing possibilities of shorting. The high
voltage guard line can be connected to the high voltage, to ground or left floating by adjustment of
jumper switches in the counting house patch panel. The high voltage system is controlled through
PVSS. Voltage and current limits are also set in hardware on the power supply units. The high
voltage power supplies are controlled by the VELO hardware interlock system (see section xx).

Grounding and power supply The partitioning of the VELO and the PILE-UP electronics fol-
lows the detector topology. Each silicon detector with its hybrid forms a group. There are in total
84 VELO and 4 PILE-UP hybrids with 16 Fe chips each installed inside the VELO tank. The power
distribution and grounding scheme will follow this partitioning. The number of group connected
to the same power is kept to a minimum. The VELO tank is the main center part of the system
and is connected to the LHC machine. The LHC machine earth cables are apart of the cavern net-
work grounding. It must be certain that all metallic devices, such electrical cabinets, cable trays,
have ground connection to the main VELO tank support. All electrical devices being a part of
the cooling and vacuum system must be grounded for safety reason following the standards. All
components connected to the main power network line are equipped with protection and floating
devices made of conductive material are not allowed in the system. The analogue FE electronics
is the main victim of noise from external noise sources. The effects are minimised by keeping
the signal current path as small as possible. In the VELO configuration of the detector and the
FE chip, the signal generated by charges traverses a reversed bias diode and is transmitted to the
charge preamplifier. The reference of the FE chip is internally connected to the ground pins of the
chip. The signal current loop is closed through the bias line. The bias line is AC connected to the
reference ground of the FE chip. The silicon detectors and hybrids are sitting close to the RF shield
connected to the ground. Potential differences between these two components and are the main
noise source. To minimize these differences, the hybrid ground plane is at the same potential as the
RF shield. Each hybrid ground plane is tied to the base plate with a grounding strap clamp.
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4.1.5 Test Beam Detector Commissioning

In 2006, beam test studies of two different configurations of fully instrumented VELO modules
were carried out at the CERN H8 experimental area, using 180 GeV 7 beams with tuneable intensity
and spot size. An external trigger was provided by a scintillator telescope that could be configured
to select events including single tracks crossing the detectors without interactions, multiple track
event produced by interaction in the detectors or on the entrance window of their enclosure, and, in
the second data taking cycle, interactions in targets modules installed in the module array. A total
of 4 target planes, mounted in two modules were used. Each plane included a small Cu disk, with a
thickness of 300 um and a 2 mm diameter, centered on the beam axis, as well as 5 mm diameter Cu
disks with a radial displacement of 15 mm from the beam axis. The latter targets had the purpose of
investigating the vertex reconstruction capabilities of the detector in the retracted position (“open
VELO”).

The first configuration included 3 fully instrumented half-disk pre-production modules built
using 200 um sensors, enclosed in a box providing accurate positioning on a table including a
rotating stage that allowed data taking with the detectors oriented at an angle with respect to the
beam direction. Thus the detectors were operated in air, at a typical temperature of 40-50 °C. Only
1/4 of the electronics was read out, due to limitations in the available hardware. This data set
provided considerable insight on the performance of the real detector modules. Figure 14 shows
the measured cluster multiplicity as a function of the strip number, compared with our expectations
based on a dedicated Monte Carlo simulation [17]. The agreement between predictions and data is
very good. Thus we expect that an optimal charge weighting algorithm will deliver the expected
resolution (better than 6 ym for strips at 45 um pitch, and between 6 and 12 ym for strips. All
the parameters affecting the performance of the sensors and the readout electronics were explored,
for example we took data with the sensors biased with different high voltages, and we changed
the operating parameters of the Beetle chip. In addition, we studied the noise performance both
with random triggers, and with electronic calibration runs. These data validate in a multi-detector
configuration the laboratory characterization of the individual module components. In addition, the
data acquisition and monitoring infrastructure planned for the experiment were used. The system
performance was excellent.

The second data set was taken using a system of 10 production modules including 300 yum thick
sensors, mounted in the vacuum tank built for the final system, reading out 6 of them in different
combinations, depending upon the trigger scheme chosen. Most of the data was taken in vacuum
(below 10—3 mbar) and at a temperature of about -3°C. This test beam cycle provided valuable
operating experience with the cooling system built for the experiment and with vacuum implemen-
tation and monitoring. Data were takin in air at room temperature, and it was confirmed that the
module positions remained stable through the transition between air and vacuum and throughout
temperature cycling.

The production detectors operated with a signal to noise ratio of between 17 and 25, depending
on strip length, where signal is defined as the most probable value of the charge cluster produced by
a minimum ionizing particle and noise is the incoherent noise measured from calibration data upon
subtracting the coherent noise component. Their performance proved remarkably stable throughout
the 14 days of data taking. Single track and interaction trigger data complement the first data set in
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Figure 14. Fraction of two strip clusters in R sensitive detectors, for different beam track angles with
respect to the normal to the detector planes: a) 0°, b)5°, ¢) 10° d) 15°. The horizontal axis represents the
strip number, corresponding to a progressive coarser inter-strip pitch.

assessing the hit resolution as a function of angle. In addition, target data produced reconstructed
primary vertices from all the targets that will help us in tuning the vertex reconstruction algorithms.

4.1.6 Material Budget, radiation damage

[this paragraph is to come]

4.1.7 Velo Software

Reconstruction Software The TELLI data processing boards (see section xx) perform a set of
processing algorithms on the raw VELO data and identify VELO clusters. The clusters are utilised
in the Gaudi framework for use in the trigger and for off-line physics analysis. For use in the
trigger the clusters are stored in a compressed form that is optimised for speed and provides 3-bit
precision on the inter-strip position of the clusters using a simple weighted pulse height algorithm.
For offline use a higher precision calculation, and an estimate of the uncertainty on this position, is
provided. This calculation uses the inter-strip pitch and track angle as well as the pulse-height of
the strips in the cluster.

In addition to the standard output data format of the TELL1, a number of other output formats
are provided for calibration and monitoring purposes and are decoded in the software framework.
Notably, these include a raw data format, where the ADC values (at 8 bit precision) are provided
for all strips.

A bit-perfect emulation of the full TELL1 processing algorithms is available in the software
framework. Using the emulation the raw data can be processed to produce the cluster format.
The performance of the TELLI algorithms can thus be assessed at each stage of the processing.
The emulation is also used to tune the optimal settings of the adjustable parameters in the TELL1
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emulation, such as the the signal thresholds used in the clustering algorithm. The emulation can
also be performed on simulated data.

A simulation framework for the VELO has been provided. This framework describes the
material and layout of the VELO detector. The response of the silicon detectors and front-end chip
pulse shape to the passage of particles is described, based on physically motivated parametrisations
tuned to describe laboratory and test-beam data. The resulting simulated analogue signals are
passed through the emulated TELL1 clustering algorithm and the output clusters are stored in the
same format as for the real data.

[something on pattern recognition here ? or is there a tracking section of paper ?]

Monitoring The monitoring of the VELO can be divided into two strands: the short term opera-
tional checks performed on-line; and the longer-term off-line performance monitoring.

The on-line monitoring is performed using the LHCb monitoring farm. Cluster and track
monitoring, including monitoring of residuals for the alignment, is performed using the standard
output data. Raw data is also produced for a subset of events at a rate of a fraction of a Hz and,
through use of a special calibration trigger, read out to the monitoring farm. This rate allows the
performance of individual channels to be accurately assessed on a timescale of one hour. The full
information of the TELL1 processing boards is available through monitoring using the TELLI1
credit-card PC. Preliminary tests of the VELO on-line monitoring have already been performed in
the VELO test-beam.

A critical element of the VELO monitoring is the determination of the beam-position. The
alignment framework, reconstruction, pattern recognition, track fitting and vertex-finding algo-
rithms are used to build up a 3 dimensional picture of the beam position. This monitoring process
is used to determine the correct step-wise movements that are required to close the VELO halves
and centre them around the beam at the start of an LHC fill. The beam stability is then monitored
during LHC operation.

The off-line monitoring uses a range of analyses to assess the performance of the VELO and
to tune operational parameters including the high voltage applied to each sensor, the TELL1 hit
processing parameters, and the cluster resolution model used in the tracking. The analyses in-
clude: time alignment studies for beam synchronisation; charge collection efficiency and signal to
noise studies; resolution studies as a function of detector pitch and projected angle; cross-coupling,
pedestal, noise and common-mode noise studies making particular use of the TELL1 emulation.
These studies use the full range of VELO TELL1 output formats for the data and also make use
of special calibration trigger and test-pulses generated in the Beetle front-end chip of the VELO
modules.

Alignment The alignment of the VELO is reliant on three components: the precision construc-
tion and assembly of the hardware; the metrology of the individual modules and assembled system;
and the software alignment of the system using tracks.

The construction and assembly of the system is reported elsewhere in this section. The con-
struction precision has tight mechanical tolerances, for example the VELO silicon sensors are nom-
inally located only 1mm from the the aluminium RF foil. However, the driving factor for the re-
quired construction tolerance is the successful operation of the LHCb trigger. The VELO pattern
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recognition algorithm (see section x), used to identify high impact parameter tracks in the trigger,
is performed for speed reasons initially in the R-z projection. This requires that the strips on the R
sensors accurately describe circles around the beam position.

A survey of the individual VELO modules and of the assembled VELO halves on their base
plates was performed. The relative position of the VELO modules and of the R and Phi sensors on
a single module were measured to a precison of better than 10 um. The silicon sensors were found
to have no significant curvature: 8 points were measured on the surface of the silicon sensors and
the mean rms deviation of the sensors from a plane was found to be 14 um. The precision survey
is an important element of the VELO alignment: not only does it provide the starting position for
the VELO software alignment but it also constrains degrees of freedom of the system which it will
not be possible to accurately measure with data. For example, the overall z positions of the sensors
- an important parameter for particle lifetime measurements - is obtained from the metrology. The
sensor alignment parameters obtained from the survey were propagated to the LHCb conditions
database.

Whilst the survey was performed at room temperature and pressure, no significant deviations
are expected for the final system. The module base plate will be maintained at a constant tempera-
ture of 20° C. The deviations of the system under vacuum have been determined from the software
alignment in a test-beam using a partially assembled VELO and seen to be typically 10 um or less,
as shown in figure 15.
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Figure 15. x-axis translation alignment constants of the Velo modules determined by software alignment
from data recorded during the VELO test-beam in air and in vacuum. The modules are seen to be stable in
the different conditions, including different thermal gradients across the modules.

As previously stated, prior to the LHC establishing stable beams, the VELO is in a retracted
position and is brought into its nominal position only after stable beam is established. The position
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of the VELO halves will be known through the motion control and position measurement system
to an accuracy of 10 um. Combining this information with the relative alignment of the VELO
modules obtained from the previous fill is expected to provide sufficient alignment accuracy for
operation of the VELO trigger. However, the option to perform a VELO software alignment at the
start of each fill remains should this prove necessary.

The software alignment procedure for the detector naturally divides into three distinct parts:

e An internal alignment of the modules within each VELO-half box using the residuals of hits
on reconstructed tracks.

o A relative alignment of the two VELO half-boxes with respect to each other principally
relying on using tracks passing through the geometrical overlap between the modules in the
two VELO half-boxes.

e A global alignment of all sub-detectors relative to each other. This part is reviewed in [20].

Both stages of the VELO alignment are dependent on the same approach, a non-iterative
method using matrix inversion. The alignment is based upon a %> function produced from the
residuals between the tracks and the measured clusters in the VELO. The track and alignment
parameters can be obtained through minimisation of this %> function.

The equations which describe the trajectories of particles are expressed as a linear combination
of both the local (track-dependent) parameters and the global (alignment) parameters. All tracks are
correlated since the global alignment parameters are common to each track, hence it is necessary
to fit all tracks simultaneously.

The ? function can be minimised by solving the set of simultaneous equations given by the
derivatives of the 2 with respect to the local track parameters and global alignment parameters.
This results in a system of equations of a final size, n;,4 given by:

Rtotal = Miocal X Meracks 1 Nglobal 4.1)

where ny,q4; 1S the number of local parameters per track(four parameters for a straight line in
3D) , Nyracks 1s the number of tracks used for the alignment and 704 is the number of alignment
constants. Whilst the direct inversion of such large matrices is not computationally practical, the
alignment can be handled by inverting the matrix by partition, thus reducing the problem to a
Nglobal X Nglobal Matrix inversion. Inversion by partitioning is handled by the Millepede program
[19].

The number of tracks required for an effective alignment of the VELO is relatively modest
but the alignment is improved by using a mixture of tracks from primary vertex interactions and a
complementary tracks set from a source such as beam-halo particles. The CPU requirements of the
alignment are also low: of order minutes on a single PC.

Internal Alignment Each VELO half-box contains 21 VELO modules, and each module has
three translational and three rotational degrees of freedom. In addition the system is insensitive to
some global deformations, eg. an overall translation of the VELO half-box, these limitations are
expressed through the introduction of 7 constraint equations.
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Tests using data from the VELO beam-test and on Monte-Carlo simulation have demonstrated
that x and y-axis translations of the modules can be constrained at the few um level and rotations
around the z axis of order 0.1 mrad, with weaker sensitivity obtained to the other degrees of free-
dom.

The R and Phi sensors bonded in an individual module have had their relative positions mea-
sured during the system metrology and can be cross-checked or further improved by fitting any
remaining distortions observed in the residuals across the sensor.

Relative Alignment of VELO half-boxes The VELO modules are contained in the two half-
boxes, and the six degrees of fredom that locate one half-box with respect to the other is determined
by this stage of the alignment. Once the VELO is fully inserted there is a small overlap between
the two VELO halves. The relative alignment of the two half-boxes is primarily constrained by
tracks that pass through both VELO halves. However, when the VELO is retracted an alternative
technique is required, this relies upon fitting primary vertices using tracks fitted in both halves of
the VELO.

Monte-Carlo simulation tests have demonstrated that x and y translations of the half-boxes
can be constrained at better than 20 um and rotations around these axes to better than 0.1 mrad.
Rotations around the z-axis are constrained at the 0.2 mrad level.

4.1.8 VELO Performance

The VELO layout has been optimised to minimise the amount of material in the VELO acceptance
(see section xx) while providing good geometrical coverage. All tracks inside the LHCb acceptance
(1.6 < n < 4.9) pass through at least three modules, as shown in figure 16.
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Figure 16. The upper plot shows the number of stations hit per track in the VELO and the lower plot shows
the number of hits of a track in the VELO modules as a function of the pseudorapidity of the track 1. The
dotted line indicates the limit above which 95% of the tracks lie.
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The individual hit resolution of the VELO sensors has been determined in a test-beam and is
a strong function of the sensor pitch and projected angle, as shown in figure 17. A best resolution
of 7 um was obtained for the raw resolution. The performance is expected to improve when eta
corrections and cross talk are fully accounted for.
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Figure 17. The raw hit resolution as a function of strip pitch as measured in the testbeam. This plot contains
the resolution as measured from the weighted centre of the charges on the strips and contains no correction
for n or cross talk.
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Figure 18. The individual hit resolution of a VELO R sensor as a function of the projected angle for a pitch
of 85um. A correction to account for the 1 shape has been taken into account, significantly improving the
precision.

The geometrical coverage and individual hit resolution combine to give the track overall im-
pact parameter performance shown in figure 19. The optimal 3D impact parameter resolution for
tracks of high transverse momentum is yy ym.

4.2 Silicon Tracker

The Silicon Tracker (ST) comprises two detectors that use silicon microstrip sensors with a strip
pitch of about 200 um: the Trigger Tracker (TT) [2, 24], which is a 150cm wide and 130 cm
high planar tracking station located upstream of the LHCb dipole magnet and covering the full
acceptance of the experiment, and the Inner Tracker (IT) [25], which covers a 120 cm wide and
40 cm high cross-shaped region in the centre of the three tracking stations downstream of the
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Figure 19. 3D impact parameter resolution as a function of the logarithm of the transverse momentum of
the tracks.

magnet. Each of the four ST stations has four detection layers in an (x-u-v-x) arrangement with
vertical strips in the first and the last layer and strips rotated by a stereo angle of -5° and +5° in
the second and the third layer, respectively. The TT covers a sensitive area of about 8.4 m? with
143,360 readout strips of up to 38 cm in length. The IT covers a sensitive area of 4.0 m? with
129,024 readout strips of either 11 cm or 22 cm in length.

The main design choices for the Silicon Tracker detectors were largely driven by the following
considerations:

Spatial resolution. Monte-Carlo simulation studies have demonstrated that a single-hit resolu-
tion of about 50 um is adequate for both TT and IT, as the momentum resolution of the spectrometer
is then dominated by multiple scattering over almost the full range of particle momenta. Readout
strip pitches of about 200 yum meet this requirement and were therefore chosen for both detectors.

Hit occupancy. For minimum bias events, charged-particle densities of about 5 x 102 per cm?
for TT and of 1.5 x 1072 per cm? for IT are expected in the hottest regions of the detectors, close
to the LHC beam pipe. Towards the outermost regions of the detectors, charged particle densities
fall off by almost a factor of ten, to about 5 x 10~ per cm? for TT and 1.2 x10~2 per cm? for IT.
Different readout strip lengths were chosen for different regions of the detector to keep maximum
strip occupancies at the level of a few percent while minimizing the number of readout channels.

Signal shaping time. In order to avoid “pile-up” of events from consecutive LHC bunch-
crossings, fast front-end amplifiers with a shaping time of the order of the bunch-crossing interval
of 25 ns have to be used. As a benchmark parameter, the so-called signal remainder was defined as
the remaining fraction of the signal amplitude 25 ns after the maximum, i.e. at the signal sampling
time corresponding to the subsequent bunch crossing. Simulation studies have shown that signal
remainders of 50% for TT and 30% for IT are acceptable for the track reconstruction algorithms.

Single-hit efficiency. Each detection layer should provide full single-hit efficiency for mini-
mum ionising particles while maintaining an acceptably low noise hit rate. The critical parameter
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is the signal-to-noise ratio, defined as the most probable signal amplitude for a minimum ionising
particle, divided by the rms of the single-strip noise distribution. Test-beam studies have shown
that the hit efficiency starts to decrease rapidly as the signal-to-noise ratio drops below 10:1. The
detector was designed such that a signal-to-noise ratio in excess of 12:1 can be expected, taking
into account the expected deterioration from the radiation damage corresponding to ten years of
operation at nominal luminosity.

Radiation damage. For ten years of operation at nominal luminosity, 1-MeV neutron equiva-

lent fluences of about 5x 10'* per cm? and 9x 10'? per cm?

are expected for the innermost regions
of TT and IT, respectively. Basic design rules for radiation-hard sensors were followed to ensure
that the detectors will survive these fluences, which are moderate by the standards of modern sil-
icon detectors. The sensors need to be operated at a temperature below 5°C in order to suppress
radiation-damage induced leakage currents to a level where shot noise from leakage currents does
not significantly deteriorate the signal-to-noise performance of the detector, and where the risk of
thermal runaway due to the power dissipated by leakage currents is avoided.

Material budget. As the momentum resolution of the LHCb spectrometer is dominated by
multiple scattering, it is important to keep the material budget of the detectors as small as possi-
ble. The TT was designed such that all front-end readout electronics and mechanical supports are
located outside of the LHCb acceptance. In the case of IT, which is located right in front of the
OT detectors, a significant design effort was made to keep the amount of material for mechanical
supports and cooling as small as possible.

Number of readout channels. Readout electronics being a major contribution to the overall cost
of the detector, the largest readout pitches compatible with the required spatial resolution and the
longest readout strips compatible with requirements on occupancy and signal-to-noise performance
were chosen in order to minimise the number of readout channels.

Different constraints on the detector geometries resulted in different designs for the detector
modules and station mechanics of TT and IT. These are described in Sec. 4.2.1 and 4.2.2, respec-
tively. Common to both parts of the ST are the readout electronics, the power distribution and
the detector control and monitor systems. These are the topic of Sec. 4.2.3. Finally, the expected
detector performance, based on test-beam measurements and simulation studies, is discussed in
Sec. 4.2.4.

4.2.1 Trigger Tracker

All four detection layers of the TT are housed in one large light-tight, thermally and electrically
insulated detector volume in which a temperature below 5°C is maintained [26]. To aid track
reconstruction algorithms, the four detection layers are arranged in two pairs, (x,u) and (v,x), that
are separated by approximately 27 cm along the LHC beam axis.

The layout of one of the detection layers is illustrated in figure 20. Its basic building block is
a half-module that covers half the height of the LHCb acceptance and consists of a row of seven
silicon sensors, which are electronically split into either two or three readout sectors. A stack of
correspondingly two or three readout hybrids is attached at one end of the row of sensors. The
regions above and below the LHC beam pipe are covered by one such half-module each. The
regions to the sides of the beam pipe are covered by rows of seven (for the first two detection
layers) or eight (for the last two detection layers) 14-sensor long full-modules, which cover the
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Figure 20. Layout of the third TT detection layer. Different readout sectors are indicated by different
shadings.

full height of the LHCDb acceptance and are made by joining two half-modules together end-to-end.
Adjacent modules within a detection layer are staggered by about 1 cm in z and overlap by a few
millimeters in x to avoid acceptance gaps and to facilitate the relative alignment of the modules.
In the second and third detection layers, each individual module is rotated by the respective stereo
angle of -5° or +5°.

The main advantage of this detector design is that all front-end hybrids are located at the top
and bottom ends of the detector, outside of the acceptance of the experiment. This permitted to
keep outside of the acceptance all passive material that is invariably associated with the hybrids,

cooling, and cables.

TT Detector Modules

one or two Kapton
interconnect cables

Figure 21. View of a 4-2-1 type TT detector module.

The layout of a half-module is illustrated in figure 21. It consists of a row of seven silicon
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sensors with a stack of two or three readout hybrids at one end. For half-modules close to the
beam pipe, where the expected particle density is highest, the seven sensors are organised into
three readout sectors (“4-2-1 type” half-modules). For the other half-modules, the sensors are
organised into two readout sectors (“4-3 type” half-modules). In both cases, the first readout sector
(“L sector™) is formed by the four sensors closest to the readout hybrids and furthest away from the
beam. The strips of the four sensors are bonded together and directly connected to the lower-most
readout hybrid. For 4-3 type half-modules, the strips of the remaining three sensors are bonded
together and form the second readout sector (“M sector”). They are connected via a 39 cm long
Kapton flex-cable (“interconnect cable”) to a second readout hybrid that is mounted on top of
the L hybrid. For 4-2-1 type half-modules, the three remaining sensors are subdivided into an
intermediate two-sensor sector (“M sector”) and a third sector that consists of the single sensor
closest to the beam (“K sector”). The two readout sectors are connected via 39 cm respectively
58 cm long Kapton interconnect cables to two separate front-end hybrids that are mounted on top
of the L hybrid. Bias voltage is provided to the sensor backplanes via a thin Kapton flex cable that
runs along the back of the half-module. Mechanical stability of the half-module is achieved by
glueing two thin fibreglass/carbon-fibre rails along the edges of the L hybrid and the seven silicon
Sensors.

The silicon sensors for TT are 500 um thick, single-sided p™-on-n sensors. They are 9.64 cm
wide and 9.44 cm long and carry 512 readout strips with a strip pitch of 183 um. They are iden-
tical in design to the OB2 sensors used in the Outer Barrel of the CMS Silicon Tracker and were
produced by Hamamatsu Photonics K.K., Japan.

The Kapton interconnect cables for the M and K readout sectors were produced using standard
plasma-etching technology by Dyconex AG, Switzerland. They carry 512 signal strips and two
pairs of bias-voltage and ground strips on a 100 um thick Kapton substrate. The strips consist of
7 um thick copper with a 1 ym thick gold plating, are 15 um wide and have a pitch of 112 um.
The small strip width was required to keep the strip capacitance of the cable small. A short pitch-
adaptor section in which the strip pitch widens to 180 um permits to directly wire-bond the strips on
the cable to the silicon sensor strips. A copper-mesh backplane provides a solid ground connection
and shielding against pick-up noise. Since the combination of long strips and small strip width led
to an unacceptably low production yield for fault-free cables of the required length, it was decided
to assemble each cable from either two or three shorter pieces, as illustrated in figure 22. The
39 cm long cables for the M sectors were assembled from a 20 cm long piece that incorporates the
pitch-adaptor section and one 19 cm long piece with straight strips. The 58 cm long cables for the
K sectors have in addition a second 19 cm long straight piece. Two cable pieces are joined together
by glueing them end-to-end onto a common, 1 cm wide and 100 um thick fibreglass strip. To
ensure the electrical connection between the copper-mesh backplanes of the two cable pieces, an
electrically conductive adhesive tape is used for glueing them onto the fibreglass strip. The signal,
bias voltage and ground strips on the strip-side of the cables are joined together by wire bonds.

Small Kevlar caps protect the wire bond rows on the strip-side of the Kapton interconnect
cable as well as those in between silicon sensors. These caps are glued onto the surface of the cable
or the sensors using an electrically insulating glue (Araldite).

The front-end readout hybrids [27] consist of a carrier plate, a pitch adaptor, and a four-layer
Kapton flex circuit that carries four Beetle front-end chips [28], some passive SMD components
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Figure 22. Layout of the two types of Kapton interconnect cables assembled from two or three pieces.

and an 80-pin board-to-board connector through which the analog, multiplexed detector signals are
read out and through which control signals, low voltage and bias voltage are provided to the half-
module. Of the four conductive layers of the flex circuit, two are used for digital and analog power
and ground and the other two carry the signal and control lines. Due to mechanical constraints,
three variants of the readout hybrid are used for the three different types of readout sectors. The
Kapton flex circuits for all three variants are identical except for a different overall length, the L,
M and K hybrids being 67 mm, 57 mm and 46 mm long, respectively. These different lengths are
necessary to provide access to the readout connectors on the lower hybrids when the three hybrids
are mounted on top of each other. The carrier plates give mechanical stability to the hybrid and act
as a heat sink for the heat produced by the Beetle chips. The pitch adaptor matches the input pitch
of the Beetle chips to the pitch of the silicon sensors in case of the L hybrid and to the pitch of the
Kapton interconnect cable in case of the K and M hybrids. For the K and M hybrids, the carrier plate
is made from gold-plated copper and the pitch adaptor is a rectangular piece of alumina (Al,03)
with strip lines produced using thin-film technology. The pitch adaptor is glued onto the carrier
plate together with the Kapton flex circuit. The carrier plate for the L hybrid is a precisely machined
AIN substrate that fulfills multiple purposes. It carries the strip lines of the pitch adaptor, produced
using standard thick-film technology. It carries traces and vias to connect the sensor bias voltage
from the Kapton flex prints to the backplane of the half-module. Furthermore, it encorporates laser-
cut holes that permit to fix and precisely position the half-module inside the detector station, and it
defines the thermal interface of the half-module to the cooling plate onto which it is mounted (see
below). Finally, the half-module support rails are glued along the sides of this carrier plate. AIN
was chosen as a material for this piece for its high thermal conductivity of about 200 W/m-K and its
small thermal expansion coefficient of about 4x 10~%/K, which is reasonably well matched to that
of silicon. The Kapton flex circuits were produced by Optiprint AG, Switzerland. The production
of the pitch adaptors and the AIN substrate as well as the assembly and bonding of the hybrids was
done by RHe Microsystems, Germany.

The K and M hybrids are mounted onto the AIN substrate of the L hybrid using spacers made
of 2.5 mm thick blocks of copper. These copper spacers provide the necessary thermal contact
between the K and M hybrids and the AIN substrate of the L hybrid.

The two half-module support rails are 5 mm high and 2 mm thick and consist of a 1 mm thick
strip of carbon-fibre glued against a 1 mm thick fibreglass strip. A small groove that is milled into
the flat side of the fibreglass strip permits to slide the rail over the edge of the seven silicon sensors
and the AIN carrier plate of the L hybrid. It is fixed using an electrically insulating two-component
glue (Araldite) to ensure the necessary electrical insulation between the strip side of the silicon
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sensors (which is on ground potential) and their backplane (which carries the bias voltage of up to
500 V). The mechanical rigidity of the rail is mainly given by the carbon-fibre strip. Whereas the
fibreglass strips span the full length of the half-module, the carbon-fibre strips extend only from the
AIN substrate to the fourth silicon sensor from the hybrids. This permits to join two half-modules
to a 14-sensor long full-module by placing them against each other end-to-end and glueing an
additional carbon-fibre strip to the free sections of fibreglass strip on both half-modules.

Bias voltage is supplied separately for each of the readout sectors on a half-module through
the cable that plugs into the corresponding front-end hybrid. From the hybrid it is connected to
aluminium traces on the AIN substrate, using wire bonds in case of the L hybrids and thin copper
wires in case of the M and K hybrids. From here, the bias voltages are brought to the back of
the half-module through aluminium vias that are embedded in the AIN substrate. Finally, a thin
Kapton flex cable, which is glued along the back of the half-module and carries one copper trace
per readout sector, provides the bias voltage to the backplanes of the silicon sensors. The electrical
connections between the bias voltage pads on the AIN substrate and this cable, and between the
cable and the sensor backplanes, are achieved by wire bonds.

TT Detector Station

Service Boxes
(mounted onto LHCb magnet)

lower support rail

C-frame with half detector box S\l
(retracted position)

Figure 23. View of the TT station mechanics.

An isometric drawing of the station mechanics is shown in figure 23. Its main structural
elements are two large C-shaped aluminium frames, which are mounted onto precision rails and
can be retracted for detector maintenance and bake-outs of the beam pipe. Thermal and electrical
insulation of the detector volume is provided by walls made of a rigid but light-weight aluminium-
clad foam. Mechanical support of the detector modules, as well as cooling of the front-end hybrids
and of the detector volume, is provided by so-called cooling plates, which are mounted horizontally
near the top and the bottom of the detector volume. They incorporate cooling pipes through which
CgF14 at -15°C is circulated as a cooling agent. Additional cooling elements are mounted vertically,
close to the side walls of the detector volume. The detector volume is continuously flushed with
nitrogen to avoid condensation on the cold surfaces. All electrical signals (detector signals, control
signals and supply voltages) are transmitted on Kapton-flex cables through specially designed feed-
throughs in the top and bottom walls of the detector box.
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The two C-shaped support frames are assembled from 15 mm thick aluminium (HABA-35)
plates. They rest on a lower precision rail and are guided by an upper precision rail. The two rails
are aligned parallel to each other with a precision of better than 100 um in order to avoid possible
distortions of the C-frame during insertion or retraction. The outer walls of the detector box are
defined by stiff sandwich plates, consisting of a 30 mm thick aramid honeycomb structure with
1 mm thick aluminium cladding, that are mounted against the inside of the C-frames. For thermal
insulation, 40 mm thick plates of polyetherimide foam (Airex R82.60) are mounted against the
inside of these honeycomb sandwich plates. On the inside, these Airex plates are laminated with
25 pm of aluminium for electrical insulation and 275 um of Kevlar for mechanical protection. The
front and rear panels of the detector box are made of the same material composition as the Airex
plates, except that they are laminated with aluminium and Kevlar on both sides. The front and
rear panels are screwed onto the sandwich plates and can be easily removed for the installation
and maintanance of detector modules. Around the beam pipe, insulation of the detector volume
is achieved by specially machined semi-cylindrical pieces of the same material composition as the
front and rear panels. The wall thickness of this beam-pipe insulation piece is 30 mm, except for
cut-outs at the positions of the detection layers where the wall thickness is reduced to about 5 mm
to minimise the distance between the beam and the innermost detector modules. A clearance of
5 mm between the detector box and the beam pipe is maintained to satisfy LHC safety demands. In
data taking position, the insulating elements of the two half stations close off one large light-tight,
thermally and electrically insulated volume that houses all detector modules.

Figure 24. View of one TT cooling plate with mounted cooling balconies.

There are a total of four cooling plates, one for each detector quadrant. Each cooling plate
is mounted with six pillars made of polyacetal (POM) onto one of the sandwich plates at the
top and bottom of the C-frames. A drawing of a cooling plate is shown in figure 24. It is a
precisely machined plate of 8 mm thick aluminium that measures 897 mm in x and 348 mm along
z. Machined into its outer surface are semi-circular grooves into which two coiled aluminium
cooling pipes with an outer diameter of 10 mm and a total length of about 3.5 m are glued. Its
inner surface, onto which the detector modules will be mounted, is machined to an overall flatness
of better than 100 um.

The mechanical, thermal and electrical interface between the cooling plates and the half-
modules is provided by the cooling balconies. They are made from 5 mm thick aluminium and
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are mounted vertically onto the flat inner surface of the cooling plate where precision pins ensure
their accurate positioning. There is one cooling balcony for each half-module. The half-module
is screwed onto the flat, vertical surface of the balcony, ensuring a large contact surface and there-
fore good thermal contact between the balcony and the AIN base plate of the half-module. The
correct positioning of the module is ensured by precision positioning pins that are embedded in the
balcony. There are two types of balconies: One type for mounting modules vertically (for the x
detection layers) and one type for mounting modules under an angle of 5° (for the u and v detection
layers). Detector modules in the first two detection layers are mounted onto their balconies from
the upstream side of the detector, those for the last two layers from the downstream side of the
detector.

The vertical cooling elements that are installed at both sides of the detector volume consist of
1 mm thick copper plates onto which long, coiled cooling ducts with a rectangular cross section
are soldered.

Detector signals are read out from, and control signals, low voltage and bias voltage supplied
to, the detector modules via 50 cm-long Kapton flex cables that pass through specially designed
feedthroughs in the sandwich cover plates of the C-frames and through dedicated slits in the cooling
plate. There is one such Kapton flex cable per readout sector. At one end it plugs directly into the
board-to-board connector on the readout hybrid, at the other end it connects to an interface PCB
that is mounted onto the outside the detector box. From this patch panel, copper wire cables lead
through a flexible cable chain to so-called Service Boxes (see Sec. 4.2.3), that are mounted against
the front face of the LHCb dipole magnet and in which the signals are prepared for digital optical
transmission to the counting house. There are one flexible cable chain and a stack of six Service
Boxes for each quadrant of the detector.

The common electrical ground for all detector modules is defined by the cooling plates. Thin
copper wires connect ground pads on each of the Kapton flex prints to the metallic screws that are
used to fix the modules onto the cooling balconies.

4.2.2 Inner Tracker

Figure 25. View of the four IT detector boxes arranged around the LHC beam pipe.

Each of the three IT stations consists of four light-tight, thermally and electrically insulated
detector boxes that are arranged around the beam pipe as shown in figure 25. They are mounted
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onto two support frames — one on each side of the beam pipe — that can be retracted for detector
maintenance and bake-outs of the beam pipe. Inside the detector boxes, a temperature below 5°C
is maintained. Each detector box contains four detection layers and each detection layer consists
of seven detector modules. Adjacent modules in a detection layer are staggered by 4 mm in z and
overlap by 3 mm in x to avoid acceptance gaps and facilitate the relative alignment of the modules.
One-sensor long modules are used in the detector boxes above and below the beam pipe (“top” and
“bottom” boxes) and two-sensor long modules are used in the detector boxes to both sides of the
beam pipe (“side” boxes). The resulting layout of one IT detection layer is illustrated in figure 26.

414 cm

125.6 cm

Figure 26. Layout of an x detection layer in the second IT station.

IT Detector Modules

front-end hybrid

two silicon sensors

cooling balcony

Kapton insulation

carbon-fibre / foam
sandwich support

Figure 27. Exploded view of a two-sensor IT module. One-sensor modules are similar except that the
support plate is shorter and carries only one sensor.

An exploded view of a detector module is shown in figure 27. A module consists of either
one or two silicon sensors that are connected via a pitch adapter to a front-end readout hybrid.
The sensor(s) and the readout hybrid are glued onto a flat module support plate. Bias voltage is
provided to the sensor backplane from the strip-side via n wells implanted in the n-type silicon
bulk. A small aluminium insert (“mini-balcony”) that is embedded into the support sandwich at the
location of the readout hybrid provides the mechanical and thermal interface of the module to the
detector box.

Two types of silicon sensors of different thickness, but otherwise identical in design, are used
in the IT. They are single-sided p™*-on-n sensors, 7.6 cm wide and 11 cm long, and carry 384 readout
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strips with a strip pitch of 198 um. The sensors for one-sensor modules are 320 ym thich, those for
two-sensor modules are 410 um thick. As explained in Sec. 4.2.4 below, these thicknesses were
chosen to ensure sufficiently high signal-to-noise ratios for each module type while minimising the
material budget of the detector. The sensors were designed and produced by Hamamatsu Photonics
K.K., Japan.

The IT front-end readout hybrids consist of a four-layer Kapton flex circuit that is very similar
in design and routing to that of the TT hybrids, and a pitch adaptor that is similar to those used for
the M and K hybrids of TT. The only differences are that the Kapton flex circuit for IT carries only
three Beetle front-end chips and that it encorporates an 89 mm long readout tail with straight traces,
at the end of which a 60-pin board-to-board connector is mounted. The pitch adaptor is glued onto
the Kapton flex circuit and the Kapton flex circuit is glued directly onto the module support plate.
The production of flex prints and pitch adaptors as well as the assembly of the readout hybrids took
place at the same two companies as for TT.

The module support plate consists of a 1 mm thick sheet of polyetherimide foam (Airex) sand-
wiched in between two 200 um thick layers of a carbon-fibre composite. The latter are produced
from two layers of carbon fibres of high thermal conductivity (Mitsubishi K13D2U) that are ori-
ented at +10° with respect to the module axis. A 25 um thick Kapton foil is laminated on top of the
upper carbon-fibre layer to electrically insulate it from the backplane of the silicon sensors, which
carries the sensor bias voltage of up to 500 V. The support plate extends by 1 mm over the edges
of the silicon sensors to protect these mechanically. Its edges are sealed with a non-conductive
glue (Araldite) to prevent loose fibres from sticking out and touching the sensors, where they might
cause a short circuit between strip side and backplane. A rectangular cutout at the location of the
readout hybrids permits to insert the mini-balcony into the support plate, to which it is fixed using
thermally conductive glue (Tra-Duct 2902). The mini-balcony is a 70 mmx 15 mm large, pre-
cisely machined rectangular piece of aluminium. It is 1.5 mm thick and its flatness is guaranteed
to be better than 30 um. It contains precision holes for the mounting and exact positioning of the
module in the detector box and it defines the thermal interface of the module to the cooling rod
onto which it is mounted. There are two types of mini-balconies: one for modules that will be
mounted vertically (for the x detection layers) and another one for modules that will be mounted
under an angle of 5° (for the u and v detection layers). The mini-balcony provides a direct heat path
from the Beetle chips to the cooling rod and it brings the cooling rod into thermal contact with the
carbon-fibre sheets of the module support plate. These carbon-fibre sheets form large cold surfaces
that contribute to the cooling of silicon sensors and detector volume. The mini-balconies are pro-
duced by Atelier Mécanique Di Chiara, Switzerland, and the module support plates are produced
by Composite Design, Switzerland.

To avoid the risk of mechanical stress, the silicon sensors are glued onto the module support
plate using thin strips of non-hardening silicone glue (Dr. Neumann NEE-001-weiss). The hybrids
are glued onto the module support plate using a two-component glue (Araldite). Small spots of
conductive silver glue are applied at the location of the Beetle chips in order to improve thermal
contact and to provide a direct ground connection between the Beetle chips and the mini-balcony.

IT Detector Boxes
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Figure 28. View of an IT side box. Top/bottom boxes are similar except that the box is shorter and contains

one-sensor modules.

An isometric view of a detector box is shown in figure 28. Its main structural element is a

honeycomb plate (“‘cover plate”), onto which two cooling rods are mounted. These cooling rods

incorporate cooling pipes through which Cg¢F4 at -15°C circulates as a cooling agent. Printed-
circuit boards (“feedthrough PCBs”) that are inserted vertically through the cover plate serve to

transmit all electrical signals (detector signals, control signals and supply voltages) from and to

the detector modules inside the box. The detector volume is closed by an insulating box that

is assembled from flat sheets of a light but rigid aluminium-clad foam. The detector volume is

continuously flushed with nitrogen to avoid condensation on the cold surfaces.

Cooling rods

|

Figure 29. View of an IT cooling rod with a few detector modules.

An isometric view of a cooling rod is shown in figure29. It is precisely machined out of a

single piece of aluminium and consists of a 3 mm thick central part with 6 mm high and about

70 mm wide mounting surfaces for the detector modules. The accurate positioning of the detector
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modules is ensured by precision pins in these mounting surfaces. Detector modules are mounted
on the cooling rod from both sides, i.e. each cooling rod supports a pair of detection layers, (x,u)
or (v,x). The shape of the cooling rod accomodates the staggering of adjacent detector modules in
each of the two detection layers. Milled into the lower surface of the central part of the cooling rod
is a semi-circular groove into which an aluminium cooling pipe with an outer diameter of 6 mm
and a wall thickness of 0.4 mm is glued. The cooling pipes on the two cooling rods in a detector
box are connected in series using a short U-shaped rubber hose (Nitril).

The two cooling rods are mounted onto the cover plate using carbon-fibre pillars. The cover
plate itself is made out of a 14 mm thick polymethacrylimide foam (Rohacell) sandwiched in
between two carbon-fibre skins.

Four feedthrough PCBs, one for each detection layer, are inserted vertically through the cover
plate. They are four-layer printed-circuit boards. The outer layers carry the bias voltage and the
analog and digital supply voltage, respectively. The two inners layers are used for the differential
signals. At th