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Abstract. This paper presents a handover protocol for wireless ATM networks, which makes use of in-band signaling, i.e., of ATM re-
source management cells, to process network handovers and guarantee the in-sequence and loss-free delivery of the ATM cells containing
user data. The goal of the proposed approach is to minimize the modifications of the ATM signaling standard required to overlay user
mobility onto the fixed network infrastructure, and provide for a gradual upgrade of the fixed network to handle mobility. The proposed
protocol handles both local handovers, in which the connection access point needs not migrate to a new ATM local exchange, and global
handovers, in which the connection access point must migrate to a new local exchange. The handover scheme is devised so as to grant
in-sequence delivery of cells. The performance of the network during handover is analyzed in case of connections requiring loss-free
operation. The considered performance figures are the cell transmission delay introduced by the handover and the cell buffering require-
ments posed to the network. The behavior of the proposed protocol in presence of multiple handovers is studied via simulation, while a
simple analytical method is derived for the performance evaluation of a single handover in isolation.
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1. Introduction

The tremendous growth of cellular systems for wireless mo-
bile telephony is a worldwide phenomenon. The number
of GSM (Global System for Mobile communications) sub-
scribers in Europe is rapidly approaching the number of
fixed Public Switched Telephone Network (PSTN) termi-
nals while in some countries the number of GSM phones
is already larger than the number of fixed phones. Beside
Europe, GSM networks are available in several countries
worldwide, including Australia, China and most of Amer-
ica. Analogous wireless systems in the USA and Japan have
similarly impressive growth rates. This enormous technical
and commercial success of mobile telephony services is con-
sidered to be only the first wave of the personal communica-
tions era, soon leading to an equally strong demand for, and
growth of, multimedia services delivered to mobile users.

Several alternative technologies are being considered for
the provision of narrowband and wideband integrated mul-
timedia services to mobile users, some being just short-
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term solutions. The most promising long-term solution to
integrate Broadband Integrated Services Digital Network
(B-ISDN) multimedia services and wireless networks is the
so-termed Wireless ATM (W-ATM). Evidence of this trend
can be found in the enormous work devoted by the ATM
Forum to this subject. Moreover, specific projects such as
R2067-MBS of the RACE program [1], focused on the de-
sign of the Mobile Broadband System (MBS), a wireless cel-
lular network fully integrated into B-ISDN. The main target
of this project is to provide an end-to-end transport service
of ATM cells to and from mobile users, with the clear ad-
vantage of obtaining an overall homogeneous system, and
the possibility to use standard ATM equipment within the
mobile terminal. Several other research projects like those
described in [2–7] are studying and prototyping large band-
width (up to 25 Mbit/s) cellular networks, integrated within
B-ISDN, shaking the traditional idea that mobile networks
must be narrowband and specialized.

In this paper we take a similar viewpoint, and focus on
a solution that supports the delivery of multimedia services
to mobile ATM user terminals, a goal that is difficult to
achieve due to a number of factors. First of all, integrated
multimedia services require quite high user data rates (from
2 Mbit/s up), that are common in high-speed wired net-
works, but are themselves a problem over a radio interface.
In addition, the integration of mobility within B-ISDN im-
plies dynamic reestablishment of the ATM Virtual Circuit
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(VC) during the time span of the mobile terminal handover.
Notice that this VC reestablishment procedure must ensure
in-sequence and loss-free delivery of the ATM cells contain-
ing user data.

From the architectural point of view, one of the most
demanding challenges of W-ATM with respect to existing
wireless networks is the need for providing effective han-
dover procedures within the ATM network (in this paper
termed network handovers), besides the traditional radio
handovers. A promising solution to this problem is based
on the enhancement of the ATM switches belonging to the
fixed network to handle wireless communications [8–11]. In
particular, some (or all) switches in the ATM network must
be mobility-aware, by virtue of implementing services and
protocols that allow mobility. This approach implies the ex-
tension of the “standard” ATM services all the way to the
mobile terminal with a full integration of wireless and mo-
bility functions into the user, control and management planes
of the protocol stack. This seamless integration of both fixed
and wireless (mobile) connections requires some enhance-
ment in the current ATM signaling protocols, by either up-
grading the ATM Forum UNI 3.1/4.0 and ITU Q.2931, or
finding some valid alternative to standard signaling.

Some initial design work on mobility management in
ATM networks is reported in [10,12,13], and recently the
ATM Forum released a Draft Standard [14]. For instance,
in [8] mobility is achieved with an enhanced ATM signal-
ing protocol termed “Q.2931+”, which incorporates some
advanced functions that are necessary to carry out handover
control and quality of service renegotiation.

This paper focuses on a more recent handover protocol,
originally proposed by the authors in [15], whose objective
is twofold: minimize the required changes in the standard
ATM switches and allow incremental reestablishment proce-
dures [16] to more efficiently serve the mobile user terminal
that undergoes a sequence of network handovers. With the
considered protocol, the wireless ATM segment becomes an
integral part of the wired ATM network while, at the same
time, required enhancements in the signaling protocol stan-
dards and recommendations are kept minimal.

The above objective is achieved through the use of in-
band signaling [17]. In [17] in-band signaling is used to syn-
chronize the transmission of data cells during the network
handover in order to guarantee in-sequence cell delivery over
the connection, whereas the information exchange among
the nodes along the connection path is realized through both
control signaling and in-band signaling. In our proposal,
the handover protocol is entirely based on dedicated cells
that are transmitted with the data flow of the connection.
The dedicated cells, termed Mobility Enhancement Signal-
ing (MES) cells, are Resource Management (RM) cells sim-
ilar to those used in the Available Bit Rate (ABR) and ATM
Block Transfer (ABT) ATM transfer capabilities.

The handover protocol, outlined in [15] and analyzed in
more detail in this paper, is designed to perform both local
and global handovers. In the former case, the mobile termi-
nal is moving to a destination Base Station (BS) that is con-

nected to the same ATM Local Exchange (LE) to which the
current BS is connected. The complexity of the local han-
dover procedure is limited as only one LE is involved and
must switch the mobile connection from the port attached to
the source BS to the port attached to the destination BS. In
the latter case, the mobile terminal moves to a destination BS
that is connected to a LE different from the original LE. Con-
sequently, the connection path over the wired network must
be modified to reach the destination LE. In either case the
connection interruption during the network handover may
be significant and may produce a considerable traffic disrup-
tion.

While [15] was mainly concerned with the description
of the in-band signaling solution to support mobility within
ATM networks, this paper carries out a detailed evaluation of
the impact of the handover duration on traffic disruption and
on the buffering requirements posed to the network. We fol-
low two distinct approaches complementing each other. In
section 4 we present a simple analytical model, that enables
the derivation of the maximum handover duration, as well
as the maximum buffering requirements posed to the net-
work by a single cell loss-free handover. In section 5 the de-
tailed analysis of the global buffer requirements posed to the
network by concurrent handovers is carried out through the
simulation of two different scenarios: one modeling multiple
local handovers and the other modeling multiple global han-
dovers. The handovers are triggered by a number of mobile
terminals that are free to move from one BS to another. Con-
current handover of both terminals exchanging cells over the
same connection is possible in the simulated environment.

As we shall demonstrate, the proposed in-band signaling
technique can be used in conjunction with reasonably short
buffers at the destination BS to guarantee in-sequence and
virtually loss-free cell delivery during both local and global
handovers, even when the user’s offered load approaches
the radio channel capacity. The proposed handover proto-
col does not require handover buffers at the ATM LEs.

2. Architecture overview

As the focus of the paper is on the connection rerouting at
the ATM layer, the details of the radio handover, e.g., the
criteria for initiating the handover, are not considered. This
choice was determined by the explicit objective of designing
a handover procedure that is independent of the underlying
radio technology.

We consider an air interface underneath ATM that allows
mobile terminals to be part of a B-ISDN system by transmit-
ting information in the form of ATM cells. Examples of air
interfaces satisfying these requirements are being developed
as part of the RACE R2067-MBS project [1] or the ACTS
AC085 Magic WAND project [18]. This approach offers the
significant advantage of leading to a simple and homoge-
neous network architecture with end-to-end ATM delivery
between nodes making use of standard ATM service access
points. This means that at the mobile terminal each cell is
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Figure 1. W-ATM scenario.

transmitted over the radio channel (wireless segment) con-
necting the mobile terminal to the wired portion of the net-
work, and the same is subsequently routed through the wired
ATM network (fixed network segment).

As shown in figure 1, a W-ATM network consists of Mo-
bile Terminals (MTs), Base Stations (BSs), that provide the
interface between the wired and the wireless portions of the
network, and ATM switches. ATM switches and BSs are
wired together and form the fixed network segment, whereas
MTs can directly communicate only with BSs. Each BS
communicates with all the MTs in its corresponding macro-
cell (possibly comprising a number of micro-cells and/or
pico-cells). A number of BSs can be connected to the same
ATM switch – in this paper referred to as the Local Exchange
(LE) with respect to the considered MT.

In the protocol stack shown in figure 2, the radio inter-
face between the BS and the MT comprises the Radio Physi-
cal Layer (RPHY), the Radio Multiple Access Control Layer
(RMAC) and the Radio Logical Link Control Layer (RLLC),
globally referred to as the Radio Access Layer (RAL). The
end-to-end virtual channel connection between mobile/fixed
terminals requires AAL Layer functions only at the end ter-

minals. BSs and ATM switches (including LEs) support only
the ATM layer, with the additional capability of extracting
from and inserting into the connection data flow the MES
cells of the handover protocol. The protocol architecture
shown in figure 2 is very general and reflects the common
features of the protocol stacks proposed by different W-ATM
projects and studies carried out in Europe [1,9,18,19] and in
the USA [8,20].

3. Handover protocol based on in-band signaling

We distinguish between two types of handover depending on
the user location. If the MT moves to a neighboring micro-
or pico-cell belonging to the same BS area (i.e., macro-cell),
the handover is managed by the radio interface without any
involvement of the ATM layer. In this case, the procedure
is called radio handover as only a change of radio channel
within the coverage of the same BS takes place. Conversely,
if the MT enters a border micro- or pico-cell, which belongs
to two or more overlapping BS areas, the so-called network
handover must be initiated. In the latter case we further con-
sider two possible scenarios. If both the source and desti-
nation BSs are under the same LE jurisdiction, the network
handover is defined as local, otherwise it is defined as global.
From the viewpoint of the MT there is no difference in han-
dling either network handover.

We recall that the proposed network handover relies upon
incremental reestablishment of the connection path. This
technique is appealing because it requires only the estab-
lishment of a new partial path (without involvement of the
remote host) which connects the MT to a portion of the orig-
inal connection path, thus allowing VCs to be partly reused.
Note that, because of spatial locality in movement, it is very
likely that the reestablished path to the new location of the
mobile user shares most of the VPs in the old path. As a con-
sequence, this technique is expected to be fast and efficient.

The next two subsections describe the proposed han-
dover protocol based on in-band signaling, that guarantees
in-sequence and loss-free delivery of data cells at both end
terminals. As already mentioned, the in-band signaling re-
lies upon special Resource Management cells, named MES

Figure 2. Protocol stack of the fixed and wireless network segments.
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Figure 3. Sequence of messages for the LNH protocol.

cells, that are exchanged by the parties involved in the net-
work handover. The messages exchanged during the han-
dover procedure are listed below. A detailed description of
the proposed format of the MES cells is given in appendix.

Handover Request (HOR): sent by the MT to initiate the
handover procedure. This message includes both the
identifier of the source BS, to which the mobile is con-
nected, and the identifier of the destination BS, towards
which the mobile is moving.

Handover Confirm (HOC): sent by the network to inform
the MT that the handover request has been accepted and
the handover can be executed. After this message trans-
mission, the downstream connection, i.e., the data flow
towards the MT, is switched over the new connection path
towards the destination BS.

End Data Flow (EDF): sent by the MT to terminate the up-
stream transmission (i.e., the data flow from the MT) over
the old connection path.

Start Data Flow Uplink (SDFUP): sent by the MT to the
destination BS indicating the beginning of the upstream
transmission over the new radio link. This message serves
also as a trigger to begin the radio downstream transmis-
sion at the destination BS.

Start Data Flow Downlink (SDFDOWN): sent by the net-
work to the MT to initiate the downstream transmission
over the new wired connection path. The message is
buffered by the destination BS while the radio link is not
available.

UpLink Ready (ULR): sent by the network to the MT
when the incremental (wired) connection path for the up-
stream transmission is ready.

3.1. Local Network Handover (LNH) protocol

Local Network Handover (LNH) takes place when the MT
moves from the macro-cell controlled by the source BS, de-
noted by BS1, to the macro-cell controlled by the destina-

tion BS, denoted by BS2, and both BSs are connected to the
same LE. MES cells are exchanged between the MT, BS1,
BS2 and LE, and their circulation is restricted to the radio
segment and the portion of the fixed network comprising the
two BSs and the LE. The MT user–network interface con-
sists of two transmission queues, one reserved for data cells
and the other reserved for MES cells. Data cells are transmit-
ted only when the queue reserved for MES cells is empty. At
the BSs and LE, data and MES cells are buffered in the same
queue in order to maintain cell flow order. The sequence of
messages exchanged in the LNH protocol is shown in fig-
ure 3. We assume that radio channel c1 is used by the termi-
nal to communicate with BS1 and radio channel c2 is used to
communicate with BS2. To specify on which radio channel
the various messages are transmitted, in figure 3 the MT is
denoted as MT1 and MT2, respectively.

The handover protocol starts with a HOR message sent
by the MT over the connection. While waiting for the HOC
message that confirms the network acceptance to process the
handover, the MT continues to send (receive) data cells over
the original upstream (downstream) connection. Upon re-
ception of the HOR message, the LE attempts to establish the
incremental connection through BS2 (time lapse [T1, T2]).
In this phase network resources are reserved at BS2 to meet
the QoS requirements of the ongoing connection, e.g., the
radio bandwidth necessary to continue the wireless connec-
tion through BS2. If sufficient network resources are not
available at BS2, the handover request is refused with a neg-
ative HOC. This case is not considered in the paper, as it
requires proper counter-actions that are beyond the scope of
our study. Conversely, in case of successful establishment of
the incremental connection, the LE sends a (positive) HOC
to the MT through BS1, and immediately updates the down-
stream routing table. From this moment, downstream cells
arriving at the LE are directly forwarded to BS2. Upon re-
ception of the HOC message, the MT terminates the up-
stream transmission through BS1 by sending the EDF mes-
sage. The EDF message informs the LE that no more up-
stream data cells will arrive through BS1. At this point, the
LE upstream routing table is updated (time lapse [T4, T5]).
Soon afterwards, the ULR message is sent to BS2 to indi-
cate that the upstream transmission on the wired segment
has been reestablished.

Between instants t3 and t4 the radio connection is not
available: the upstream transmission is suspended at the MT
which stores the generated data cells in the transmission
buffer. Similarly, the downstream radio transmission from
BS2 towards the MT is not yet operational, thus, cells arriv-
ing from the network must be stored in the downstream han-
dover buffer at BS2, until the new radio link is established
(time lapse [δ1, δ3]). Once the radio link is established, the
MT sends the SDFUP message and immediately resumes the
upstream transmission. At BS2 the upstream cells sent by the
MT are temporarily (time lapse [δ2, δ5]) buffered in the up-
stream handover buffer until the incremental wired connec-
tion path through the LE is established – this condition is no-
tified by the reception of the ULR message. This mechanism
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Figure 4. Sequence of messages for the GNH protocol.

and the upstream handover buffer are necessary to guaran-
tee that upstream cells sent over the incremental path are re-
ceived by the LE and transmitted to the remote terminal only
after all the upstream cells transmitted over the original path
have been forwarded by the LE to the remote terminal, i.e.,
to guarantee in-sequence cell delivery. The SDFUP message
is the first upstream cell transmitted by the BS2, indicating
that the handover protocol has been successfully terminated.

Notice that in the proposed protocol temporary handover
buffers are required only at the destination BS.

3.2. Global Network Handover (GNH) protocol

In Global Network Handover (GNH) the MT is moving to a
destination BS2 that is connected to a LE, denoted by LE2,
that is different from the original LE, denoted by LE1.

The LNH protocol presented above can be adapted to
handle the GNH with minor changes as shown in figure 4.
Upon reception of a handover request (HOR message), LE1
looks at its table containing all the BSs under its jurisdic-
tion. Since the destination BS does not belong to this set,
the search is further extended to the BSs controlled by the
neighboring LEs, i.e., the set of LEs which are connected
to the BSs adjacent to the BSs under LE1 control. Once
the destination LE2 is identified, a Pivot Node (PN) must be
found along the original connection path, which becomes
the junction switch between the existing path and the in-
cremental path established between the PN and LE2. We
assume that the wired network runs the appropriate algo-

rithm which, given the old path and the destination LE2,
finds the optimal PN and the incremental path connecting
the PN to the destination LE2. The details of this step in
the handover procedure are not considered here, as the PN
search algorithm is out of the scope of this paper. The al-
gorithms described in [21] or any other suitable algorithm
can be adopted to serve this purpose. If necessary the algo-
rithm can be run “off-line” storing the results in a dedicated
lookup table so that the time needed to find the PN is kept
minimal. In GNH, the PN plays the same role as the LE in
the LNH protocol, while the MT and the two BSs behave
exactly as in the LNH. In figure 4 the PN is identified during
time lapse [τ1, τ2]. Once the PN has been identified, upon
reception of the HOR message the PN establishes the incre-
mental connection toward BS2 (time lapse [T1, T2]), sends
the HOC message to MT, updates its downstream routing
table and sends the SDFDOWN message to BS2.

Similarly to what happens in the LNH protocol, upon re-
ception of the SDFDOWN message, BS2 begins buffering the
downstream data cells arriving from the PN. These cells re-
main stored in the downstream handover buffer until the new
radio link is established between BS2 and MT. On the up-
stream transmission path, the MT stores data cells in the
transmission buffer during the radio handover (time lapse
[t3, t4]). As soon as the new radio link is available between
BS2 and the MT, upstream cells transmitted by the MT are
stored in the upstream handover buffer of BS2 until the ULR
message sent by the PN is received.
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It must be pointed out that MES cells exchanged during
the GNH are restricted to the portion of the path connecting
the nodes participating in the handover procedure, i.e., the
MT, the PN, BS1, BS2, LE1 and LE2. ATM switches pos-
sibly located along the connection path between the PN and
the two LEs may ignore the existence of the in-band signal-
ing cells, and handle them as normal RM cells. This unique
feature of in-band signaling allows us to gradually upgrade
the ATM network to handle terminals’ mobility because only
a subset of ATM switches may be upgraded to operate as PN.

4. Analysis of buffer requirements at the destination BS

In this section we evaluate the maximum occupancy of the
upstream and downstream handover buffers as a function of
relevant system parameters. We recall that the upstream han-
dover buffer is the memory space that must be reserved at the
destination BS during the handover in order to store the cells
that are transmitted by the MT before the ATM upstream
path is reestablished. Conversely, the downstream handover
buffer is the memory space needed at the destination BS to
store the cells sent towards the MT in the downstream direc-
tion before the radio link is re-established.

The analysis is based on the assumption that the radio
link makes use of a TDMA protocol, but it can be extended
to other types of access, such as FDMA, CDMA and chan-
nels with contention access, provided that the contention res-
olution protocol ensures a maximum medium access delay.
Moreover, it is assumed that both handover buffers are emp-
tied by a shaper device implemented as a Continuous Time
Leaky Bucket (CTLB) or equivalently as a Generic Cell Rate
Algorithm (GCRA) [22] device, whose parameters are de-
fined according to the connection traffic contract.

The parameters used in our analysis are defined in table 1.
Two additional variables are defined, ψU = max(δ5 − δ2, 0)
and ψD = max(δ3 − δ1, 0). Variable ψU (ψD) represents the
time lapse during which upstream (downstream) data cells
may arrive to the destination BS from the MT (PN), but can-
not be forwarded to the PN (MT).

Since MES cells are generated asynchronously, their
transmission over the TDMA radio link is subjected to a
waiting time represented by a random variables ξMES (the
subscript indicates the actual type of MES cell), whose max-
imum value is one radio time slot, a quantity that is less than
or equal to τSCR. If we consider a stand alone handover
occurring in a network that is not overloaded, i.e., where
queueing delays are negligible, for both local and global
handovers we obtain:

ψU = max
(
Tp +D1 + γPN + TUPD +D2

+ γBS − (TLAT + Tp), 0
)
, (1)

ψD = max
(
Tp +D1 + ξHOC + γMT + ξEDF + TLAT

+ Tp + ξSDFDOWN −D2, 0
)
. (2)

Table 1
Parameters used in the delay analysis.

γPN MES cell processing delay at the PN
γBS MES cell processing delay at the BS
γMT MES cell processing delay at the MT
TLAT radio link disruption time (t4 − t3 in figures 3 and 4)
ξMES time between a MES cell generation (arrival) at the MT

(BS) and its transmission over the radio link (see section 3
for a list of the types of MES cells)

TUPD time required to update the routing tables of the ATM
switch to build the incremental path of the ongoing con-
nection

PCR Peak Cell Rate of the shaper devices, set equal to the radio
link capacity

SCR Sustainable Cell Rate of the shaper devices
τSCR time interval between two consecutive cell transmissions

at the Sustainable Cell Rate (τSCR = 424/SCR)
Lo offered load per connection
Tp cell propagation delay over the radio link
Di cell propagation delay between BSi (i = 1, 2) and PN (or

LE in local handovers)

If we reasonably assume that γPN = γBS = γMT � 0
and we calculate the upper value of (1) and (2) we obtain,
respectively:

ψUmax =D1 +D2 + T max
UPD − T min

LAT, (3)

ψDmax =D1 −D2 + T max
LAT + 2Tp + 3τSCR. (4)

Assuming that during the entire handover transient the
MT and the remote terminal transmit bursts of cells at their
maximum sustainable speed, i.e., at the SCR, the maximum
number of cells that may accumulate in the handover buffers
can be derived from (3) and (4) as described next.

Let us first consider the transient behavior of the upstream
handover buffer. Figure 5 plots the number of cells in the
upstream handover buffer against time for three values of
SCR, namely, 1.8 (solid line), 1.9 (dashed line), and 2.0 (dot-
ted line) Mbit/s, in the case of local network handover with
PCR = 2.0 Mbit/s and offered load Lo = 1.6 Mbit/s.

The three curves are obtained through simulation. On the
shown time scale, time = 0 corresponds to the instant when
the SDFUP message reaches the destination BS (δ2). The
vertical dashed line marks the time instant when the ULR
message reaches the destination BS (δ4), and triggers the up-
stream cell transmission. Before this event occurs, the num-
ber of cells in the buffer grows linearly in all cases while the
effect of the SCR value becomes relevant only after the re-
ception of ULR – when SCR = 2.0, i.e., equal to PCR, the
buffer occupancy remains constant until MT ends the trans-
mission of the cells belonging to the burst (time � 140 ms);
when SCR = 1.9 or 1.8, the buffer occupancy decreases
steadily, thus ensuring that the handover buffer empties in a
finite time under all conditions.

The transient behavior of the downstream buffer occu-
pancy in the case of local handover, as well as the behavior
of both the upstream and the downstream buffers in the case
of global handover, are similar to the one reported above: the
buffer occupancy grows linearly from the SDFDOWN arrival
instant until the SDFUP message reaches the BS.
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Figure 5. Upstream handover buffer occupancy versus time for three values
of SCR and average offered load (Lo) 1.6 Mbit/s and PCR = 2.0 Mbit/s.

Table 2
Maximum occupancy of the upstream and downstream handover buffers for

three values of SCR with PCR = 2.0 Mbit/s and Lo = 1.6 Mbit/s.

SCR 1.8 1.9 2.0

ηUmax 20 21 22
ηDmax 6 6 6

Therefore,

(i) dividing (3) and (4) by τSCR, and

(ii) increasing the result by 1 to take into account the
SDFDOWN cell buffered at δ1 in the downstream buffer
and the SDFUP cell buffered at δ3 in the upstream buffer,

the maximum occupancy of the two handover buffers is, re-
spectively:

ηUmax = D1 +D2 + T max
UPD − T min

LAT

τSCR
+ 1, (5)

ηDmax = D1 −D2 + T max
LAT + 2Tp

τSCR
+ 4. (6)

The above equations are used to validate the simulations
results of a stand alone local network handover. Table 2
shows the maximum occupancies derived through simula-
tion by assuming D1 = D2 = 0.25 ms, the offered load
Lo = 1.6 Mbit/s, and PCR = 2.0 Mbit/s, T max

UPD = 4 ms,
Tp = 8.5 µs, T min

LAT = 17 µs, and T max
LAT = 425 µs. The

simulation results perfectly match with the numerical results
obtained by using (5) and (6).

5. Buffer requirements for simultaneous and repetitive
network handovers

The analysis carried out in the previous section provides
some insight into buffer requirements at the BS during a
stand alone network handover. A detailed performance study
that takes into account the occurrence of multiple handovers
towards the same BS and the concatenation of frequent han-
dovers originated by the same terminal is however manda-
tory and carried out via simulation in this section. Simu-
lation results are obtained by emulating the proposed han-

Figure 6. Simulation analysis setup for local network handover.

dover procedure in CLASS1 [23,24] and observing several
thousand handover procedures.

The setup used for the local handover analysis is shown
in figure 6. The analysis of the system performance is car-
ried out under the following general assumptions. Links
connecting BSs to the LE have capacity equal to 30 Mbit/s,
and links connecting neighboring ATM switches have trans-
mission rate equal to 150 Mbit/s. The propagation delay
between BSs and the LE is 0.25 ms, accounting for a dis-
tance of about 50 km. In each simulation run, 10 MTs per
BS are modeled, and they are free to move at random from
one BS to another. ATM switches are non-blocking with
fixed crossover delay, therefore, such delay does not influ-
ence the handover performance and will not be considered
in the model. The time needed by the PN (or the LE in
case of LNH) to update the routing tables, for both down-
stream and upstream connections, is a truncated exponential
random variable with minimum value equal to 1 ms, mean
value equal to 4 ms, and maximum value equal to 10 ms.
Values measured on small size switches [25] indicate that
the routing table update requires a time that varies slightly
around 4 ms. However, we speculate that in real networks
this value will depend on the switch type and on its work-
load, thus a random variable is a better representative than a
constant value. The radio bandwidth allocated to each MT

1 CLASS is a cell level simulator of ATM networks developed at the Elec-
tronics Department of Politecnico di Torino in cooperation with CSELT
(the research center of Telecom Italia) and the Technical University of
Budapest; CLASS stands for Cell Level ATM network Services Simula-
tor; it is entirely written in C language and portable on most computing
platforms. CLASS is freely available for research and education: in-
formation and instructions on how to obtain it are available at the URL
http://www1.tlc.polito.it/class/.
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(a)

(b)

Figure 7. Histogram of the upstream and downstream handover buffer oc-
cupancy for varying values of the average offered load (Lo) and SCR =

2.0 Mbit/s during local handovers.

is 2 Mbit/s for either upstream and downstream transmis-
sions. The propagation delay on the radio channel is roughly
8.5 µs, which corresponds to a distance between the MT and
the BS of about 2.5 km. The radio handover latency (i.e., ab-
sence of transmission and reception at the MT) is a random
variable uniformly distributed between twice the radio prop-
agation delay (17 µs) and twice the cell transmission time
at the radio interface (425 µs). Every MT generates mes-
sages (i.e., PDUs of a higher layer) which are segmented at
the AAL level – AAL5 is considered for this purpose. Mes-
sages are generated according to a Poisson point process.
The message length is modeled by a truncated geometric
random variable whose mean is 20 ATM cells and whose
truncation value is 100 cells. The average offered load Lo
of each MT is assumed variable in order to study the influ-
ence of this parameter on system performance. The PCR
of the VC between the BS and the LE during the network
handover is equal to the capacity of the radio link, while the
SCR is a varying parameter in the model.

It is assumed that a MT which just finished a handover
might begin a new handover procedure even if the han-
dover buffers at the current BS have not been emptied yet.
The time interval between two consecutive handovers of the
same terminal is assumed to be uniformly distributed be-
tween 0.3 and 3 s. Although nowadays unrealistic, these
small values were chosen to explore the behavior of the
system under the occurrence of highly frequent handovers,
a scenario that may become a reality in next generation
B-ISDN networks.

Figures 7 and 8 show the estimated probability density
function or histogram of the upstream and downstream han-
dover buffer occupancy for two values of SCR (1.9 and

(a)

(b)

Figure 8. Histogram of the upstream and downstream handover buffer oc-
cupancy for varying values of the average offered load (Lo) and SCR =

1.9 Mbit/s during local handovers.

2.0 Mbit/s) and varying values of the average load Lo of-
fered to the connection. Figure 7 shows that for SCR =
2.0 Mbit/s the buffer occupancy distribution has heavy tails,
especially when the offered load approaches the sustainable
cell rate, SCR. Indeed, in this case the MES cells exchanged
during the handover protocol must queue in the handover
buffers at BS1, so that the time intervals [δ1, δ3] and [δ2, δ5]
may arbitrarily increase (see figure 3). The resulting con-
catenation of handovers induces heavy tails of the probabil-
ity distribution. The tail weight grows with the offered load;
however, as shown in figure 8, a negotiated SCR 5% smaller
than the radio link capacity is sufficient to reduce the proba-
bility of two overlapping handover procedures for the same
terminal, thus ensuring that the handover buffers are quickly
emptied even when the value of Lo approaches SCR, and
greatly reducing the weight of the distribution tails. The
analysis of the system behavior in the conditions depicted
in figures 7 and 8 suggests that the SCR parameter negoti-
ated for ATM connections in mobile networks must always
be smaller than the radio link capacity, even when this may
seem wasteful.

Cells queueing in the network does not necessarily imply
that the channel disruption due to the handover procedure is
long: it just indicates that the transfer delay of cells along the
connection is temporarily increased. Cells buffering may in
any case be an annoying side effect for the network, since it
implies that some network entity (base stations in our pro-
posal) need additional buffering capabilities to manage han-
dovers.

The occupancy of the upstream buffer is sensibly higher
than that of the downstream buffer. This behavior, as in-
dicated in (1) and (2), can be explained by observing that,
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Figure 9. Simulation analysis setup for global network handover.

in the case of local handover, time ψD depends mainly on
the radio handover latency, while time ψU is also a func-
tion of the time necessary for updating the routing tables
and the distance between the BSs and the LE. From this fact
stems the consideration that, in order to ameliorate the QoS
provided during network handovers, it is not necessary to
provide ultra fast radio handover procedures, but it is of the
paramount importance to provide fast procedures for the up-
date of the routing tables within ATM switches and to place
the BSs not too far from the LEs.

We now focus on global handovers, showing how buffer
requirements depend on the distance between LEs and the
PN. Figure 9 shows the system setup used to simulate global
handovers. The portion of the wired network affected by
the handover is now wider and comprises the MT, two BSs,
two LEs, and the PN. Since upstream and downstream buffer
occupancies are functions of D1 + D2 and D1 − D2, re-
spectively, we report only the results related to the upstream
buffer, i.e., the most critical. In fact, the downstream buffer
behavior for the adopted global handover scenario is very
similar to the one shown for local handovers, and generally
speaking, it never represents a critical issue in connections
with balanced traffic.

Figure 10 shows the histogram of the upstream buffer oc-
cupancy when SCR = 1.9 Mbit/s and PCR = 2.0 Mbit/s
for values of propagation delay (D1 = D2) ranging from 0.5

(a)

(b)

(c)

Figure 10. Histogram of the upstream handover buffer occupancy in global
handovers for SCR = 1.9 Mbit/s, PCR = 2.0 Mbit/s and varying values of

the average offered load (Lo), D1 and D2.

Table 3
Average handover procedure duration Dho versus the propagation delay be-

tween LEs and the PN in case of D1 = D2.

Di [ms] 0.5 1 2 3 4 5
Dho [ms] 12.2 14.7 19.7 24.7 29.7 34.7

to 50 ms (corresponding to a link length ranging between
100 and 10,000 km). This last value is surely very large if
LEs and the PN are directly connected, but it may become
a reasonable value if we consider that there may be several
intermediate switches between the two. The delay caused by
the pivot search does not influence the presented results since
during this phase the MT is still connected to the source BS.

In general, longer distances between ATM switches
would result in additional buffer occupancy, without sub-
stantial modifications of its qualitative distribution.

It is interesting to note that even in global handovers the
buffer occupancy does not depend significantly on the aver-
age connection load.

Table 3 reports the average handover duration Dho as a
function of the average distance between LEs and PN. We
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only report the case when D1 = D2, but other simulated
cases yielded similar results. The handover duration in-
creases linearly with Di and is dominated by the term 5Di .
Dho is the total handover duration, from the emission of the
first signaling message (t1 in figure 4) to the reception of
the last one (T6 in figure 4). Channel disruptions are signif-
icantly shorter, in particular the uplink channel disruption is
proportional to 2Di as can be evinced from figure 4. Tak-
ing into account that the channel disruption time in GSM
networks can be up to 100 ms, we can conclude that the pro-
posed handover procedure can be safely used for real time
services even when the PN is several hundred kilometers
from the mobile terminal.

Though in this paper we focus on loss-free handovers,
that we deem to be the target for W-ATM networks, it may
be interesting to evaluate the number of packets that ought
to be dropped if the handover duration is larger than a given
target value �t. �t represents a possible delay jitter experi-
enced by the cells during the handover. The cell delay jitter
disappears once the handover buffer is emptied. The delay
jitter allowed on a real time connection is related to the size
of the service playout buffer; hence, a scenario where the
playout buffer is very small poses tight limits on the maxi-
mum handover duration. The number of dropped cells in this
case is directly related to the handover duration. IfDho is the
effective handover duration and�t is the maximum allowed
delay jitter, then the maximum number of dropped cells is
PCR×(Dho−�t). For instance, if we take PCR = 2 Mbit/s,
�t = 50 ms (a value acceptable for conversational services)
and let Dho increase from 50 to 100 ms, the number of
dropped cells grows from 0 to 95.

One last observation on the radically different buffering
requirements posed on the downstream and upstream buffers
is in order. The rationale of the different requirements is ev-
ident if one considers (3) and (4). The upstream buffer oc-
cupancy is proportional to the sum of the propagation delays
of the links connecting the BSs to the PN. The downstream
buffer occupancy is proportional to the difference between
the propagation delay of the link connecting the source BS
to the PN, and the propagation delay of the link connect-
ing the destination BS to the PN. Although in the presence
of balanced bidirectional traffic the resulting average buffer
occupancy of the upstream buffer is higher than that of the
downstream buffer and, consequently, the cell delay jitter
observed during handover may vary considerably between
the two flows, real time services and data applications are
not severely affected as long as the maximum jitter is main-
tained below predetermined acceptable values.

6. Conclusions

This paper presented and analyzed a protocol for handling
network handover procedures in a mobile wireless ATM en-
vironment. Two different types of network handover were
considered, namely local and global. The former handover
type refers to a user movement that does not entail migration

to a new local exchange, but only to a new base station. The
latter handover type refers to a user movement that entails
migration to a new base station and a new local exchange; in
this event, the path followed by ATM cells within the fixed
network must be modified to reach the new local exchange.
The protocol makes use of in-band signaling which imposes
minimal modifications on the ATM signaling standards and
recommendations.

Results obtained through simulation show that multi-
ple terminals’ handovers can be simultaneously performed
while guaranteeing in-sequence and loss-free cell delivery.
This objective is accomplished already with small handover
buffers at the base station. In conclusion, on the one hand
the proposed solution requires minimal enhancement of the
standard ATM signaling, on the other it offers a scalable ap-
proach to handle multiple handovers simultaneously occur-
ring within the same base station and local exchange.

The protocol analyzed in this paper is conceived for han-
dling unicast ATM connections. The extension to multicast
connections or multimedia connection supported by several
ATM VCs is straightforward, though it may pose additional
burdens to the network. In presence of native ATM multi-
cast support, cells duplication is performed directly by ATM
nodes, hence, we can assume that there is only a single VC
on the radio link that is handled as if it was a unicast con-
nection. When several VCs are transmitted over the radio
link, two cases are possible. In the first case all the VCs are
trunked together: the handover procedure is basically identi-
cal to the one described in the paper, apart from the necessity
to keep track of the VC correlation. In the second case, the
network handover is performed on a subset of VCs, while the
others remain active through the source base station waiting
for a postponed handover. This latter case is surely more
complex, as it requires the network to keep track of the cor-
relation between VCs that may enter the network at different
access points. This is a matter for future studies.
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Appendix.
MES cells: a detailed description

In figure 11 the proposed format of the Mobile Enhancement
Signaling (MES) cells is described [24].

The ID field of MES cells must be set to a value consis-
tent with the ITU-T and ATM Forum specifications [22,26]
and that identifies the use of these ATM cells for Mobility
Enhanced Services. Field names and possible values are as
follows.

Header: ATM cell header.
ID: Standard Resource Management cells Protocol Identi-

fier.
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Octet Field Description
7 4 3 0

1–5 Header ATM header
6 ID Protocol Identifier
7 MES_TYPE Message type
8 FLOW_ID Data flow identifier
9 PRI QoS_MOD Priority | Quality of Service modifier
10 PFL N.D. Pivot Flag | Not defined

11–18 S_BSA Source Base Station address
19–26 T1_BSA First Destination Base Station address
27–34 T2_BSA Second Destination Base Station address
35–42 T3_BSA Third Destination Base Station address
44–51 N.D. Not defined

52 N.D. CRC1 Not defined | First part of the CRC code
53 CRC2 Second part of the CRC code

Figure 11. Mobility Enhanced Service (MES) cells format.

MES_TYPE: This field identifies the handover protocol
message carried by the MES cell. Allowed values iden-
tify all the different messages required for the handover
protocol:

• HOR: HandOver Request;

• HOC: HandOver Confirm;

• EDF: End of the Data Flow on the upstream connection
through the source base station;

• SDFDOWN: Start Data Flow on the new DOWNlink
connection;

• SDFUP: Start Data Flow on the new UPlink connec-
tion;

• ULR: New UpLink connection Ready.

FLOW_ID: This field can be used to manage the coordi-
nated handover of several connections. If the value is 0
(zero) the handover of the connection to which MES cells
belong is managed independently from all others.

PRI: 4-bit field indicating how badly the handover is
needed by the mobile terminal; it is used to manage han-
dover priorities in case of network congestion.

QOS_MOD: 4-bit field indicating the possibility of a re-
negotiation of the Quality of Service parameters for the
connection; 0 indicates that no renegotiation is needed or
permitted, other values are still to be defined.

PFL: 4-bit field used to manage the MES cell propagation
depth: depending on its value the MES cell will be re-
moved from the connection by a different entity (e.g., the
Pivot Node or the Destination Base Station).

S_BSA: Source Base Station Address (8 bytes).
T1_BSA: First Destination Base Station Address (8 bytes).
T2_BSA: Second Destination Base Station Address

(8 bytes).
T3_BSA: Third Destination Base Station Address (8 bytes).
CRC: Standard Resource Management cells Cyclic Redun-

dancy Code.

The presence of multiple destination BS fields is optional
(unused fields may be set to zero) and reflects the possibility

for a mobile terminal to indicate more than one possible tar-
get to complete the handover2. The use of multiple destina-
tion BSs increases the probability to successfully complete
the handover in the presence of network congestion.
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