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.-lbstrrrCf - Upcoming IEEE 802.11e standard'aims to support 
Quality of Service (QoS) for multi-priority services, which is not 
yet available in current Wireless Local Area Network (WLAN) 
systems. In this paper, we propose to combine the Enhanced 
Distributed Coordination Function (EDCF) and Point 
Coordination Function (PCF) of IEEE 802.11e protocols. The 
scheme dynamically adds and deletes voice station I D S  in polling 
list, utilizing the talkspurt-silence alternation characteristic of 
speech traffic Meanwhile, the real-time and non real-time traffic 
are also differentiated by means of different EDCF parameters 
during contention period. Extensive simulation results 
demonstrate that the dynamic polling management in 
combinatioii with EDCF is able to achieve satisfying QoS 
diffemntiation. while at the same time significantly improve the 
system performance in terms of throughput and data drop rate. 

I. INTRODUC~ON 
The past few years have seen an explosion in the 

deploynient of Wireless Local Area Networks (WLANs) 
conforming to the IEEE 802.11 standard. Since they dispense 
the restriction of wired transmission medium, W A N s  are 
more convenient to be laid out and extended than Etheniec 
and easier to support users with tenninal mobility. As a.result, 
WLANs are expected to support the Same applications as the 
Ethemet that they are replacing. While Quality of Service 
(QoS) issues in Ethernet have been considered uninteresting 
due to the huge improvements in the physical layer band- 
widths. it is difficult for mmnt W A N s  to aclueve satisfying 
perfonnance when delivering real-time traffic. The reason is 
not only the limited bandwidth allocated to WAN and fading 
cllancteristic of wireless medium, but also the standard itself. 

Legacy IEEE 802.llb Medium Access Control (MAC) 
pro(ocols defined two modes of operalion cllaracterized by 
coordination functions: Distributed Coordination Function 
(DCF) and Point Coordination Function (PCF) [12]. PCF is 
only optional and still not available in products nowadays. 
DCF is contention-based and more suitable for delay 
insensitiw traffic instead of time-bounded sewices, e.g., 
Voice over IP (VoIP). Since the contention among terminals is 
distributed without central control. packet delays are 
unpredicrable. which is not acceptable for real-time services. 
What is more, in those standards each user contends for the 
slwred medium with identical pmneters  (initial contention 
window size. interframe space etc.) during contention period 
(CP). No service differentiation is achieved in the case of 
multiple types of traffic with dissimilar QoS requirements. 

IEEE 802.11e draft specification [I]  is an ' emerging 
supplement to original 802.11b standard to support QoS. It 
provides differentiated channel access to frames with different 
priorities, by setting different contention parameters of 
Enhanced Distributed Coordination Function (EDCF) mode 
[2, 7-11]. 

In our opinioR however. contention-free transmission is 
an important delay guarantee for delay-sensitive traffic_ jn 
particular under the heavy traffic load conditions. As we know. 
PCF is based on centralized polling, where the Access Point 
(AP) acts as the coordinator in charge of forwarding packets 
and contmlling polling process. In an infrastmcture WLAN. 
all delivered packets must pass through AP AP is also 
responsible for managing polling list, initiating and ending 
Contention Free Period (CFP). Nevertheless. original 
standards do not specify how to manage polling list, including 
polling order by which each terminal is polled. exhaustive or 
limited service policy etc. Ziowa er al. proposed to transmit 
voice packets using silence detection for the sake of handling 
more transmissions by PCF [3], but the process of detection 
are not described. The authors of [4] proposed an activity 
detection mechanism called Statistical Activity Detection 
(SAD). It makes AP start polling the voice tenninal whose 
sojourn time of silence state esceeds parameter Trhnrh. 
However. the delay of first voice packet in mlkxpurr state and 
throughput of non-real-time traffic transmitted in CP. become 
a tradeoff that greatly relies on T,hrprh. The optimal wlue of 
T,h& is difficult to find. Activity contention meclEinism using 
DCF and PCF is proposed in [ 5 ] ;  where the first voice packet 
contends for transmission in CP. The method may suffer 
unacceptable delay if the network load is h e a y  Last but not 
least, all the above research work does not considerate the 
appropriate setting of protocol parameters as well as QoS 
differentiation issue. 

802.11e is backward compatible. as 802.11e tenninals are 
still allowed to support PCF [7]..Hence we propose in this 
work to combine EDCF with dynamic mamgement of polling 
list in PCF. to provide QoS differentiation for real-time VoIP 
and non-real-time (FTP, HlTP)  services in an 802.lle 
infrastructure WLAN Wlule voice stations are dynamically 
served in CFP according. to the talkspurt-silence alternation 
characteristics of speech tnffic, FTP and HTTP packets are 
delivered in CP with prioritization. Extensive simulations are 
also carried out to illustrate the influence of PCF parameters. 
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including CFP intend and CFP repetition interval 

The rest of flus paper is organized as follows. In section 11. 
n c  bncfl? introducc tlic 8 0 2 . 1 1 ~  MAC spccifications. Our 
dynaiiuc polling inanageiiient method for transnutting voicc 
traffic is described detailedly in section 111. along with t ie  
differentiation sclieine for FTP and HTTP traffic. Section IV 
depicts our simulation scenarios and analyzes the simulation 
results. Finally. the concliisiom are drawn in section V 

11. IEEE 802.11EMAC 
IEEE 802.11 Task Group E is currently defining 

enhanccnieiits to legacy 802.11 MAC, called 802.11e. which 
introduces EDCF and HCF (Hybrid Coordination Function). 
Stations. wluch operate under tlie 802.11e. are called QoS 
stations (QSTAs) 191. A QoS station. which works as the 
centralized controller for all other stations witlun the sanie 
QBSS. is called the Hybrid Coordinator (HC). A QBSS is a 
BSS (Basic Service Set), wluch includes an 802.11e- 
compliant HC and QSTAs. The HC will vpically reside 
witlun an 802.11e AP In the following. we nuean an 802.11e- 
compliant QoS station by a station for simplicity. 

EDCF is contention-based c l m e l  access mechanism, 
wIuc11 supports differentiated and distributed clmnnel accesses 
for h u e s  witli up to eight dirrerent priorities (from 0 to 7). 
With EDCF. QoS support is realizcd tluough tlie introduction 
of Access Categories (ACs). An 802.11e station shall 
iniplenient Cow ACs. where an AC is an enhanced variant of 
the DCF 0. Each fraine from the higher layer arrives at tlie 
MAC along with a priority valne. Then. each QoS data fraine 
cames its priority value in the MAC frame header. 

Different AC contends for tlie clmnel with different AIFS 
(Arbitration Inter-Frame Space). Cl.Vm,n and CVmm, wlucli are 
referred to as tlie EDCF parameters CIFm," and CbVmr are 
iiiinimiun and niaiiniuin contention window size. respectively. 
AIFS has tlie same meaning with DIFS (Distributed 
Inter-Frame Space) in legacy 802. I1 DCF. The AIFS length of 
AC i is set according to following fonnula: 

r .  

'~AUX, = Tvm + f l . 4 m  xT5,0,n"< 
where the niiniinniii value of d l F S ,  is one. Therefore. the 

miiuniuni setting forr,,= is equivalent to PIFS (Point Inter- 
Fninc Spacc) [ I ] .  

Basically. tlie sinaller AIFS and CM'. the shorter the 
cliaiuiel access delay for the corresponding priority. and hence 
the inore capacity slmre for a given traf€ic condition. All these 
EDCF paraineters are announced by the AP via beacon frames. 
and can be dynanucally adapted by AP depending on network 
conditions. 

In addition to EDCF. IEEE 802.11e temunals are still 
allowed to support PCF 171. The alternation of CFP and CP 
coiistilulcs a superframe. \\hicli is called CFPR (Contention 
Frec Pcriod Repetition) i n t e n d  One tlung to mention is that. 
EDCF is old? a. part of a new coordination function called 
HCF. wlucli combines the aspects of DCF and PCF.~ But tlie 

detailed aspects of the HCF are beyond the scope of this paper. 
so we focus on the EDCF and PCF in our work. 

111. DYNAMIC POLLING MANAGEkIEXT.4" QOS 
DIFFERENTIATION 

In this section we propose to conibine the EDCF and PCF 
to support thee  types of services, wluch are VoIP. FTP and 
HlTP, respectively. Generally speaking, people will regard 
VoIP services as' real-time tr&c. whereas .FTP and HTTP 
services as non-real-time type. For convenience. we term FTP 
and HlTP  as data tnffc .  though the QoS requirements of 
them are different as far as delay is concemed. Basically. 
uses  inay require much less delay for HTTP services. As for 
the FTP services, however. througliput is paramount. 
Consequenlly, we propose.to deliver VoIP packets with PCF. 
while FTP and HlTP  frames are transmitted during CP by 
means of EDCF. Meanwhile, FTP and HTTP services are 
offered prioritized EDCF parameters for the sake of QoS 
diKerentiation. Actually, the priority of HTTP frames is Iuglrer 
than that of FTP 

x a 0 

bl, Talkspurt 
f ..-,*-A 

B 
Fig. 1 Alwo-stale Markov chain voice activity model [4] 

Typically, a voice source alternates between tnlkspurt state 
and silence state. According to the generdl inndel in [SI- the 
voice activity can be described with a two-state Markov 
process as shown in Fig. 1. In this model, tnlh-spurt period and 
silence period are e.xponentially distributed with mean values 
of iia and t i p .  The packet generation rate (1) during rk//<- 
spurt period is usually fixed and,depends on the codec'(Sec 
Table I), whereas tlie packet generation rate is zero dining 
silence period. In other words. a station in rdkspurt generates 
frames periodically. but no .frames are generated in silence 
period. If a certain station is polled when its voice source is,in 
silence state. traditional round-robi*n polling Inethod of PCF 
will cause valuable bandwidth wastes &d incur unneccssan 
delay to other tenninals with packets to transmit. The reasoii 
is .that, AP has to poll every terminal in its polling .list in 
sequence and check if each terminal has packet(s) to.transmit. 
In tlus case, the efficiency of PCF is quite low. As a result. wc 
propose dynainic polling management for uplink VoIP 
transmission according to the talkspurt-silence alternation 
characteristics of speech traffic. That is; AP will dynunucally 
add and delete the voice tenninals in tlie polling list. . , 
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Firstly. if a voice station already in polling list replies the 
CF-Pol/ from AP with NUN frame for consecutive three times, 
AP will remove the station from polling list. Y Kim and Y 
Suh proposed to use. the more-data field in MAC header for 
AP to detect the transition from talkspurt to silence state of a 
voice source [4]. This in-band signaling method may cause 
detection error if AP deletes the terminal from polling list 
once the more-data field is set to zero. Because this field can 
only indicate the queue state at the moment the terminal sends 
t h ~ s  uplink packet, it is very possible tlwt a new voice frame is 
generated after a while but before the next CF-Pull. In this 
case, immediate removing action may cause repeated and 
unnecessary association during CP to incrdse the labor of Ap. 

Secondly. when a voice source transits from talkspurt to 
silence state, the f i s t  packet should contend for transmission 
during CP. Once the packet succeeds in contention AP will 
detect the continuation of the traffic flow and reassign the 
terminal automatically into the polling list. Distinct from [5], 
this packet will be given the highest priority in EDCF mode, 
with smaller AIFS and CW,,,,parameters than FTP and HTTF' 
packets. This is due to the consideration that method in [5] 
could suffer from an unpredictable access delay of the fmt  
packet of each talkspurt. especially when the DCF has a high 
W c  load. Another method for conqarison is SAD in [4]. 
ActUally. the SAD is based on activity prediction. The authors 
of [4] also. proposed HAD (Hybrid Activity Detection) 
method to combine SAD and activity contention method in 
PI. 

IV. SIMUWTIONS AND RESULTS ANALYSIS 

(US) 
cw"6, 1 31 
CW,, I 1023 

A. Sinrulation scenarios 
The WLAN system in our simulation is based on IEEE 

802.11e draft. Both the.AP and all the terminals are QoS- 
capable. Since the overlapping BSS is out of the scope of this 
paper. only one BSS with one AP is assumed. Without loss of 
generality, we also assume that each terminal supports only 
one type of traffic source, so the terminal is denoted according 
to its source type. For instance, a terminal delivering VoIP 
packets is termed as W P  or voice station We assume alto- 
gether twelve terminals in our simulation, among which the 
number of VoIP, FlT and H" stations is the same. That is, 
we have four MIP stations, four FTP stations and four HlTP 
stations in the BSS. 

In our simnlatioa ITU G 711 codec with talkspurt-silence 
alternation is adopted for each V o P  call. The f m w s  are sent 
out every 20 ms and the bit rate of the codec is 64 kbps. The 
mean value of exponentially distributed talkspurt ( i i a )  and 
silence ( u p )  are 0.375 s and 0.625 s, respectively. Further- 
more. we assume each packet only contains one voice frame, 
so the payload is 160 bytes. With respect to the non-real-time 
application, we assume the inter-request time is exponentially 
distributed with mean value one second. The FTP file size is 
constantIy 56 kbytes. Each H T P  page includes two types of 
object. One is constantly 10 kbytes, the other is uniformly 
distributed within 1 kbyte and 3 kbyte. The number of the two 
types is five and two, respectively. 

CW" 
AlFS lime 
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TABLE Ifi COMPARtS3N OF SCHEhGS 

1 I DCF-DP I DCF-FP I HAD-DCF I HAD-EDCF I 
FTP delay (s) 1.0554 0.09445 0.07154 0.03825 2.30597 

Voicz delay(s) I 0.01023 I 0.22785 1 0.00617 I 0.00775 I 0.00602 
FTP Gxoughput (kbps) I 60.80468 I 1.32182 1 1.88181 I 103.86953 I 4.13378 

HTTPdelay (s) 1 0.04772 14.07505 I 13.27845 0.03703 0.06089 

differeutiation is introduced. The voice delay of DCF-DP 
sclieine is much higher than others. This is due to the serious 
contention during CP, which causes large delay for the first 
voice packet in ralkspurr period. 

With respect to the mean throughpiit of each station, 
HAD-DCF scheme works better than our scheme. The former 
pxwidcs high FIP and HlTP  throughput, while at the same 
time guarantees comparable voice throughput as DCF-FP 
does. The FTP and HTI'P throughput of OUT EDCF-DP 
scheme is not so satisfying, but it is much better than 
remaining three schemes. Other three schemes are so poor as 
to depress FTP and HlTP  tluoughput below 10 kbps. 
Therefore, QoS differentiation by EDCF cannot be combined 
with HAD method in tlus case. The reason is that in order to 
avoid large voice delay, T,hmshmust be small. However. small 
TthmJh means short transmission period for non-real-time 
traffic. and thus the poor throughput. The fact can be 
reafiniied by Iugh data dropped rate of HAD-EDCF. Actually, 
n'e also vary T,h,, from 30 to 200 ins when simulating HAD. 
Froiii simulation results. we find that this parameter nearly 
lave no impact on the. delay performance. (Due to the limit 
room hem. the figures a i  omitted.) Finally, from the aspect of 
aggregated WLAN tluoughput and data dropped situation, our 
scheme still performs well, only a little worse than 
HAD-DCF. 

b) liilpact of CFF'R and CFF' interval 
The CFPR and CFP interval are two parameters not yet 

specified in WAN standards, since PCF is optional and their 
d u e  must match the traffic load and QoS requirements. We 
simulate our proposed EDCF-DP scheme in several scenarios 
ndth different combination of CFPR and CFP interval. The 
results are depicted in Fig. 2 -Fig. 5. 

Notice that the delay for FTP is not plotted in Fig. 2 and 3 
so as to clearly show the delay performance of H ~ T P ~ I ~  
VoIP traffic. (FTP delay is much higher than the latter two as 
Table IV lists_ and its trend is similar with Hm.) Fig. 2 
demonstrates that the decrease of CFP in t end  is able to 
reduce all delay. Tlus is due to the appropriate setting of 
CFPR intend, which is the same with inter-arrival time of 
VolP packets (20 nis). Once a VoP station is added into 
polling list, it will be polled periodically every 20 ms. 
Tlterdore. the VoP delay is quite small during CFP, and the 

! 

H"F Lraughpur (kbps) 

Voice lliroughpur (kbps) 
WWV throughput (kbps) 
WmdatadroPped  (kbPs) 

/ / 
i 

32.33191 5.27474 10.05763 47.16267 .3.26479 
29.94192 4.62291 29.77355 29.44873 29.15106 
876.07376 228.86067 350.64545 1304.31 675.50844 
6.91931 246.47716 91.5338 0.08629 572.85819 

EDCF 1 dynsmlc polling K F  

CFPR intsrvali~Z0 mr .. 
' CFP interval (m) 

Fig. 2 lmpacr of CFP interval M tfITp and VoIP delay 

Fig. 3 lmpsct of CFPR interval on tfITp and VoIP delay 

only possible large delay is due to the first packet in ralkspurr. 
Moreover, small CFP interval means long CP period, which 
offers more chance to the contention and benefits all the three 
types of traffic source. However, as Fig. 3 depicts, 25 ms 
CFPR interval is optimal for VoIP traffic if the CFP interval is 
fixed to 15 ms. Reason for decreased HlTP delay is obvious 
as explained above. For VoIP packets, large CF'PR interval 
will inevitably increase the delay again, as the packets may be 
queued and wait for the CF-Poll frame in next CFPR. 

The throughput performance from a single station aspect 
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is illustrated in Fig. 4 and 5.  where CFP and CFPR intervals 
are i-aried. rcspectively. In the case of fixed CFPR interval as 
20 111s. the increase of CFP intend lvill’ decrease the 
iluoughpot of FTP and HTTP station. On the contray. if the 
CFPR imenxl is increased from 20 nis to 40 ins. the FTP and 
HTTP tluoughput will become larger. Note that the 
tluougliput of a single voice sfation is almost constant in both 
cases. It is due lo the contention-free acccss. which guamntees 
nearly zero loss rate for voicc frames. In a word. Ihe longer 
tlic CP. the more transmission chance for FTP and HTTP 
traffic. and thus the lugher tluoughput. The same trend is with 
aggregated WLAN throughput. 

,’ 

,“ EDCF B dynamlc polling PCF 

CFP infewal IS 15 ms / 

.. 
,” 

20 i io U i o  
CFPR interval (m) 

Fis. 5 hnpuct oSCFPR infaval on throughput from a sing16 station 

1’. CONCLUSIONS AVO ITITUKE WORK 

In this paper. we propose the combination of dynamic 
polliiig nianageinent and EDCF. to provide QoS 
dlfferentiation to niultiple types of services. The polling list of 
AP is adaptive to the talkspurt-silence alternation of speech 
traffic sonrce. wluch dynamically addsiremoves the VoIP 
tenninals into/froni polling list. Furthermore. real-time and 
non-1-eal-time EIIXC contend for the shared wireless medium 
during contention period with different EDCF parameters, so 
as to provide prioritization. Extensive simulations deinon- 

strate tllat our EDCF-DP scheme not only guamntees the 
delay requirement of real-time voice service and the 
throughput requirement of non-real-time FTP and HTTP 
services. but also introduces excellent differentiation. The 
aggregated WLAN throughput and data drop rate are also 
satisfying. Moreover, we examine the impact of CFPR and 
CFP interval parameters of PCF by simulation. The results 
sltorv that large CFPR and small CFP value favor non-real- 
time t&ic delivcred in contention period. But it is advisable 
to set CFPR interval equal or a little larger than the inter- 
generation time of VoIP frames. In this case. both the delay 
and tluouglipnt of all traffic can be well guaranteed. 

Actually, the delay perfonnance of VoP traffic is largely 
deteriorated by FTP like traffic that cames large-size packets 
lo WLAN. Because DCF mode in MAC layer of WLAN will 
not initiate a new backoff contention procedure until all 
fragments of a packet froni higher layer are transmitted. large 
size FTP packets (the inax packet length of WLAN is as large 
as around I8 kbytes) are quite possible to obstruct the beacon 
and start of CFP. In next step. we will design a virtual 
“moredata” scheme to restrict the fragments sent out after 
one successful contention. Future work is also needed to take 
HCF of IEEE 802.11e into account. while at the same time 
examine the dynanuc setting of EDCF parameters according 
to the iiehvork load condition. 
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