
A ONE-PASS DECODER BASED ON POLYMORPHIC LINGUISTIC CONTEXTASSIGNMENTHagen Soltau, Florian Metze, Christian F�ugen, and Alex WaibelInterative Systems LaboratoriesUniversity of Karlsruhe (Germany), Carnegie Mellon University (USA)fsoltaujmetzejfuegenjwaibelg�ira.uka.deABSTRACTIn this study, we examine how fast deoding of on-versational speeh with large voabularies pro�ts fromeÆient use of linguisti information, i.e. languagemodels and grammars. Based on a re-entrant singlepronuniation pre�x tree, we use the onept of linguis-ti ontext polymorphism to allow an early inorpo-ration of language model information. This approahallows us to use all available language model informa-tion in a one-pass deoder, using the same engine todeode with statistial n-gram language models as wellas ontext free grammars or re-soring of latties in aneÆient way.We ompare this approah to our previous deoder,whih needed three passes to inorporate all availableinformation. The results on a very large voabularytask show that the searh an be speeded up by almosta fator of three, without introduing additional searherrors. 1. INTRODUCTIONReent work on searh strategies for automati speehreognition (ASR) has been direted towards single-pass deoding, even for large voabulary tasks [8, 3, 5℄.The reasoning behind this researh is the potential ad-vantage of applying all available knowledge soures asearly as possible, whih should make it possible to usetighter pruning thresholds, leading to a more preisebeam searh and therefore to more eÆient deoding.Also, a one-pass deoding strategy is usually advanta-geous with respet to real-time requirements of manyof today's ASR appliations.However, a areful organization of the searh spaeis neessary in order to integrate ross-word aoustimodels and long-span language models (LM) in onesearh pass. These methods ontribute signi�antly toa reognizers performane and must therefore be re-tained when implementing a one-pass searh strategy.Even then, early implementation of full language modelinformation might be harmful (e.g. inaurate mod-els on unmathed domains) on high omplexity tasks,

where multi-pass searh strategies with di�erent lan-guage models an be employed.In this paper, we desribe the results of our ompar-ison between a multi-pass searh strategy and a one-pass searh strategy on di�erent tasks for the JanusASR system. The results show that the proposedonept of polymorphi linguisti ontext assignmentapplied to a re-entrant pronuniation tree is partiu-larly e�etive for deoding with very large voabular-ies. Smaller systems improve, too, albeit not as muhas larger systems, whih are reeiving a lot of attentionin the ontext of unrestrited tasks suh as meetingreognition [4℄.The �rst setion of this paper outlines di�erentstrategies employed for time-synhronous beam searhin speeh reognition. We desribe in detail both multi-pass and single-pass deoding shemes. The next se-tion overs a number of tasks and systems1, that wetested our two deoders on. These experiments aredesribed in the following and summarized in the lastsetion. 2. DECODING STRATEGIESThe two deoding strategies in this paper base on alexion organized as a pronuniation pre�x tree (PPT),where the searh tree is traversed in a time synhronousway. A simple PPT is shown in �gure 1. At eah timeframe, the ative roots, nodes and leafs are expandedinto their hildren and then pruned.The main di�erenes between the two approahesonern the aess of linguisti information during thesearh and the reombination of di�erent hypothesesto eÆiently use linguisti onstrains. These are givenby the language model history in the ase of statistialn-grams or state transitions for ontext-free grammars.A PPT is an elegant and ompat way to expandhypotheses within words. When reahing the end ofa PPT (the leafs) it beomes neessary to extend thesearh to the following word andidates. This an be1By this term, we mean a set of aousti and languagemodels
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IEFigure 1: A simple pronuniation pre�x tree (PPT) fora system using ontext-independent aousti models.done either by reating a opy of the tree or by re-entering the tree and keeping trak of the word history.2.1. Multi-Pass Deoding with delayed LM in-formationThis approah uses a fast �rst searh pass, whih useslinguisti information only in an approximative way toonstrain the searh spae suÆiently to allow for theappliation of more expensive searh algorithms in sub-sequent passes.The ritial part in this approah, whih is used inthe standard Janus deoder, is the path reombinationat the tree leafs. On entering a new tree root, onlythe best loal predeessor word will be onneted tothe starting root node. Sine the word identity is notyet known, the language model annot be applied atthis stage and the best predeessor will be determinedwithout the language model information. To avoid un-reoverable searh errors, wide beams have to be usedand word segmentation will also be a�eted, sine theorret starting point for a word depends on the pre-deessor word, whih will be ignored here.The language model is applied at the tree leafs,where the word identity is known. However, sineonly the loal best predeessor is kept in memory, onean only orretly apply a bigram-LM. For higher-order language models, the bak-pointer table has to betraed bak in order to get the linguisti state (\poor-man's trigrams"). The seond and third searh pass aretherefore used to orret the errors desribed above. Toavoid additional aousti sore omputations in the lat-ter searh passes, the aousti sores from the �rst passan be ahed, whih an require a signi�ant amountof memory. In summary, the searh strategy imple-mented in our old deoder is as follows:1. searh on tree-organized pronuniation lexion� aggressive path reombination at word ends� use linguisti information only approxima-tive� generate a list of starting words for eahframe2. searh on at-organized pronuniation lexion� �x the word segmentation from the �rst pass

3. A-Star lattie re-soring� full use of language model2.2. One-Pass DeoderTo be able to inlude all available information souresin one pass, it is neessary to delay the inlusion of thefull language model information until the word iden-tity is known in the leafs of the tree. Then however,it is also possible to determine the best predeessorwords, or the linguisti state, as we all it. One wayto ahieve this is the tree-opying proess as desribedin [7, 8, 9, 3℄. The idea is to reate a separate opy ofthe PPT for eah surviving linguisti state after pathreombination. Sine the number of di�erent linguististates (= tree opies) an be a few hundred for a long-span language model, eÆient pruning riteria mustbe applied to �t omputing and memory onstraints.The searh is therefore guided by a language modellookahead whih distributes the language model prob-abilities over the PPT to allow a more eÆient beamsearh.In the followingwe desribe an alternative approahto the tree opying proess whih allow a more eÆienthandling of the linguisti states. The underlying idea isto establish a linguisti polymorphism for eah node ofthe PPT similar to the onept desribed in [1, 5℄. Thesearh spae is then based on one single pronuniationpre�x tree only:� one opy of tree with dynamially alloated in-stanes of nodes� early path reombination� full language model lookahead� approah allows easy deoding along ontext-freegrammarsIn eah node of the PPT, we keep a list of linguis-ti morphed instanes. Eah instane stores his ownbakpointer and sores for eah state of the underlyingHidden Markov Model (HMM) with respet to the lin-guisti state of this instane. Sine the linguisti stateis known, we an apply the omplete language modelinformation for these sores, given the possible sues-sor words for that node in the PPT. The LM soreswill be updated on demand based on the ompressedPPT. An example for the linguisti morphed instaneswithin the PPT framework is shown in �gure 2.The advantage of this searh spae organization isthat we an apply a beam and topN pruning strategyfor the list of instanes in a very easy way. This allowsus to overome the subtree dominane problem for thetree-opying approah. If there are two instanes of anode where the linguisti state of one instane ausea worse LM sore for the best possible suessor word
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lct= "much more"Figure 2: linguisti morphed instanes within the PPTframework. (LCT= linguisti ontext)ompared to the LM sore for the worst possible su-essor given the linguisti state of the other instane,the instane an already be eliminated.Additionally, we perform the path reombination(whih is usually done at the word ends) as soon asthe word beomes unique, whih is usually a few nodesbefore reahing the leaf. This is in partiular useful inombination with the use of ross-word models. It isimportant to keep the number of instanes in the leafsas small as possible to redue the omputational e�ortdue the fan-out of the right ontext models.This searh spae organization o�ers also advantagesin terms of memory usage. Only a very tiny tree skele-ton will be reated permanently. The main memoryrequire the instanes whih will be alloated dynami-ally on demand. Sine the number of instanes pernode derease very rapidally with the tree level, thesearh spae an be handled very exible and salable.To run the deoder with arbitrary linguisti knowledgesoures as statistial n-grams, ontext free grammars,or word graphs, we use an abstrat interfae betweenthe deoder and the linguisti knowledge soures. Theinterfae onsists of few funtions to manipulate thelinguisti state. The deoder itself works independentfrom the atual linguisti knowledge soure.2.3. Cross-Word ModelingTo use ross-word models for the tree roots, we applythe same onept that we used to handle di�erent lin-guisti ontexts here now at the HMM state level fordi�erent left phoneti ontexts. However, we do notkeep really a list of di�erent state instanes but onlythe loal best left phoneti ontext. The integrationof ross-word models at the tree leafs needs more om-putational e�ort, sine we have to ompute the soresfor eah possible right phoneti ontext. The numberof di�erent right phoneti ontext instanes an be re-dued by using a dual map between the phoneti on-text and the unique aousti models. Depending on thephones set and the ontext deision tree, the fan-outan be redued by fator of more than two on average.Another redution of the fan out an be ahieved byusing the early path reombination as desribed above.

3. EXPERIMENTAL SETUPThe experiments desribed in this work were ondutedon three tasks, using two di�erent ASR systems forboth English and German.The �rst task is is the �nal test-set of the GermanVerbmobil-II projet (\GSST"); it features onversa-tional speeh on a limited domain under relatively leanaousti onditions. The seond task is read speehfrom the Broadast News (BN) orpus; it onsists oflean, read speeh from a very large domain. The thirdtask is a subset of the Meeting data set [4℄, whih wasreorded at informal group meetings, ontaining veryolloquial speeh reorded through lapel mirophones.Database VM-II BN MeetingSpeaking style onvers. read olloquialTrain speeh data 62h 100hLM orpus 670k 141mVoabulary 10k 40kTest speeh data 65min 20min 55minTable 1: Systems used in the omparison experiment.The aousti and language models we used to de-ode this data were taken from a preliminary ISL sys-tem for the �nal 2000 VM evaluation [11℄ without semi-tied ovarianes and feature spae adaptation in thease of the German data and from a system trained onBroadast News and English Verbmobil-II (\ESST")aoustis and a olletion of text soures2 in the aseof the \Read BN" and \Meeting" tasks. For the Ger-man system, we use 3300 ontext dependent aoustimodels with 167k gaussians and 4000 models with 132kgaussians for the English system. A summary of thesystem harateristis is shown in table 1 and 2.System/ PPT # roots # nodes # leafsGSST 679 36651 11355BN/Meeting 1159 103114 45095Table 2: searh tree size (# = number of)4. EXPERIMENTSOur results are shown in table 3. All timings wereobtained on a standard PC with a Intel PIII/600 pro-essor. No speed-ups suh as the Buket Box Inter-setion Algorithm[6℄ or phoneti fast math were used.The slightly improved error rates for the English sys-tem (0.8% for read BN and 0.3% for the Meeting task)2BN, ESST, Cross�re, Newshour, WSJ.



are a result of a di�erent handling of single phone wordswhih are more important for English than for German.Database VM-II BN MeetingDeoder 3-p 1-p 3-p 1-p 3-p 1-pRTF 6.8 4.0 12.2 4.2 55 38WER (%) 26.9 26.9 14.7 13.9 43.7 43.4Table 3: Comparison experiments between the twoJanus deoders. (RTF = real time fator, 3-p = threepass deoder, 1-p = one pass, single pre�x tree deoder)Besides the real time fators, the number of ativeinstanes is also interesting to get a impression aboutthe ative searh spae. One an see, that the aver-age number of instanes is very moderate. Even fora very omplex meeting task with unmathed aoustiand language models, the number of instanes dropsvery rapidally. The small number of instanes allowsus to avoid any approximations for the language modelrange for the lookahead. In all experiments, we usedthe omplete trigram history for the lookahead tree.Task # roots # nodes # leafsGSST 231 (3.5) 253 (2.2) 19 (1.7)read BN 274 (2.6) 298 (1.7) 17 (1.4)Meeting 845 (8.6) 5037 (2.9) 219 (1.9)Table 4: ative searh spae (# = average number ofmodels (instanes) per 10ms)5. SUMMARYIn this work, we have ompared two di�erent deodingstrategies in the same environment on di�erent tasks.Our results show that the early integration of full lan-guage model information is indeed helpful with respetto overall deoding e�ort on tasks with relatively lowomplexity. The greatest speed-up, lose to a fatorof three, was ahieved on the \Read BN" task with a40k voabulary and lean aoustis. On the \GSST"task with a 10k voabulary and spontaneous speeh,the one-pass deoder runs in 60% of the time of themulti-pass deoder. On diÆult tasks suh as \Meet-ing", the one-pass searh strategy still allows for sav-ings in time and memory. However, the speed-up de-pends strongly on mathed domain onditions.As the importane of language models inreases withtheir early integration in the searh proess, futurework will be direted towards on-line language modeland voabulary adaptation as well as the ombinationof language models and grammars for eÆient deod-ing.
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