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Abstract. Interactive drama is increasingly being used as a pedagogical tool in
a wide variety of computer-based learning environments. However, the effort re-
quired to build interactive dramas is quite significant. We built Thespian, an archi-
tecture that supports faster development of IPDs, open-ended interaction, encoding
of pedagogical goals and quantitative metrics for evaluating those goals. Thespian
uses autonomous agents to control each character and assumes that the starting
point for the design process is a set of standard scripts. A “fitting” algorithm facil-
itates the design process by automatically adjusting the goals of the agents so that
the agents perform their roles according to the scripts. This also ensures the agents
will behave true to their character’s motivations even when the interactive drama
deviates from the scripts. In this paper, we discuss this basic approach in detail and
illustrate its application to the Tactical Language Training System.
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1. Introduction

Interactive drama is increasingly being used as a pedagogical tool in a wide variety of
computer-based learning environments (e.g., [5,6,9,10]). In an interactive pedagogical
drama (IPD), the learner interacts with the characters in a story and the story unfolds
based on those interactions. Ideally, an IPD combines the pedagogical power of drama
with a more active learning experience that allows learners to explore a simulated story
world and see the effect of their actions. The engaging nature of drama and the direct
link between actions and outcomes ideally engages students more, motivates them to
spend more time learning (e.g., to explore possible paths in the story), and appropriately
contextualizes the experience.

However, the creation of interactive pedagogical drama faces several challenges. Up
to now, the effort required to design and build interactive dramas is quite significant
[3,8], potentially requiring man-years of design and implementation. Further, effective
design for relatively open-ended user interactivity is still an open research issue. And
there is often a tension between the goal of interactivity and the goal of creating an
engaging drama with consistent, well-motivated characters. Satisfying both goals can
be a significant technological and creative challenge. For example, writers often do not
have expertise in designing interactive stories, which is still largely a nascent art form.
More fundamentally, in an interactive pedagogical drama, pedagogical goals must also be
achieved. This raises the question of how the pedagogy is embedded in the environment,



how the experience of playing the game leads to desired learning outcomes and what the
metrics are that determine whether pedagogical goals have been achieved.

We have developed an approach that speeds up the development of IPDs, supports
open-ended interaction, achieves pedagogical and dramatic goals and supports quantita-
tive metrics for evaluating the learner’s achievement. We call our system Thespian, due
to its actor-centric approach to realizing IPDs. Thespian’s basic architecture uses au-
tonomous software agents to control each character, with the character’s personality and
motivations encoded as agent goals. The ability of goal-driven agents to autonomously
select actions based on the current state of the world allows them to be responsive to
open-ended user interactions, while staying consistent with their “personality”. We en-
sure that the learner’s experience in the drama is consistent with pedagogical goals by
embedding them in the drama; the world and characters in the world behave in ways
that reinforce the lessons that the IPD is trying to teach. We can then define quantitative
metrics on the achievement of pedagogical goals in terms of what happens in the story.

Thespian assumes that the starting point for the design process is a standard script
or story outline, with possible variations, produced by a writer. This approach is typi-
cally used (e.g., [3]) because it provides a good baseline for creating an experience that
can satisfy dramatic and pedagogical goals. The problem is that going from such linear
script material to an interactive agent-based system is an arduous, time-consuming pro-
cess requiring extensive software skills. We significantly facilitate the process by using
an automated “fitting” algorithm [11] that adjusts agents’ goals so that they are motivated
to perform their roles according to the scripts. This ensures that the agents’ autonomous
behavior can follow the script when the learner’s behavior is consistent with it, but is still
true to their character’s motivations even when the drama deviates from the script.

In this paper, we discuss this basic approach in detail. We also illustrate its applica-
tion to the Tactical Language Training System (TLTS) [4] for rapidly teaching students
the rudiments of a foreign language and culture.

2. Example Domain: Tactical Language Training System

TLTS is comprised of two main compo-
nents that mutually reinforce the learn-
ing experience: a Mission Skill Builder
(MSB), and a Mission Practice Environ-
ment (MPE). We will limit our discus-
sion here to the MPE, a 3D role-playing
interactive drama for learners to practice
using their language skills. In the drama,
the learner takes on the role of an army
sergeant assigned to conduct a civil affairs
mission in a foreign town. The learner
navigates in the virtual world and inter-
acts with virtual characters using spoken
Arabic and gestures. The MPE contains several training scenes, each requiring the learner
to carry out specific tasks within the interactive drama. We focus on the first scene to il-
lustrate our approach to building an IPD. The story begins in a village café. The learner’s
mission is to establish rapport with the local people and find out about their leader. The
learner enters the café and interacts with several of the locals, including an old man and
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Figure 1.Scene 1 from the MPE.



a young man. The difficulty of the mission varies according to the learner’s language
skills. In the novice level, both of the locals are relatively cooperative, while in the expert
level, the young man worries more about the safety of the town than being helpful. He
may accuse the learner of being a CIA agent if he fails to establish trust. If, on the other
hand, the learner uses culturally appropriate behavior, the old man will assist them.

3. Desideratafor IPDs

The design of an interactive pedagogical drama must address several requirements. Fore-
most, the characters should be well-motivated. They should behave according to the
scripts when the learner’s behavior is consistent with it. Additionally, when there are de-
viations from the scripts, the characters should behave consistently with the motivations
implied by their on-script behavior.

Most critically, an IPD needs to encode the pedagogy. There must be some way
for the learner to interact with the system and learn on the basis of that interaction. In
particular, a system that has an explicit awareness of its own pedagogical goals is better
equipped to work toward them in the face of unexpected interactions with the learner.

Characters must also support and maintain the interaction with the learner. Any
dialog-based interactive drama must support social interaction in the form of a dialog
with the learner. In practice, this means that characters should follow social norms, unless
strongly motivated to violate them. By following norms, characters behave consistent
with expectations and provide an incentive to interact with them.

Finally, from a drama designer’s perspective, the design process should be as free of
technical burdens as possible and ideally support reuse of previously developed materials.

4. Thespian

We developed Thespian as a multiagent system for controlling virtual characters in an
IPD. Thespian builds on top of PsychSim, a multi-agent system [7] that controls the
characters. PsychSim provides a framework for goal-driven, social behavior that forms
a sound basis for meeting the requirements of IPDs that we discussed in Section 3. Psy-
chSim agents generate their behavior through a bounded planning process that seeks to
achieve their goals. Thus, the agents will choose only those behaviors that are consistent
with their character profiles. PsychSim agents have a “Theory of Mind” that allows them
to form mental models about other entities in the IPD, including the learner. Thus, we
can potentially encode pedagogical goals as desired conditions on our model of the stu-
dent. These mental models also allow a PsychSim agent to reason about the effects of its
behavior on its relationships with other entities. This social reasoning capability can en-
code the social norms that support and maintain interactions with the user. Finally, Psy-
chSim provides algorithms for tuning model parameters in response to the desired agent
behavior. We can apply such algorithms to simplify the authoring process by ensuring
that characters behave according to the script when the learner’s behavior is consistent
with it. This section describes how we built Thespian on top of these basic capabilities.

4.1. Goal-Driven Behavior

PsychSim represents goals as degrees of achievement with regard to certain state fea-
tures (physical features, relationships, knowledge, etc.). The agents make decisions on
what action to perform or what to say based on their beliefs on the possible effects of
such decisions. Actions change the physical world in some fixed (possibly uncertain)



way. Saying something to another agent changes the beliefs of that agent and of any
other agent that may overhear. The agents project into the future to evaluate the effect
of each option on the state and beliefs of the other entities in the IPD. The agents con-
sider not just the immediate effect, but also the expected responses of the other entities
and, in turn, the effects of those responses. The agent evaluates the overall effect with
respect to its goals and then chooses the action that has the highest expected value. From
a decision-theoretic viewpoint, we can view this decision procedure as a boundedly ratio-
nal variation on the standard solution of a partially observable Markov decision problem
(POMDP) [13]. Thus, every action chosen by an agent is motivated by its goals, although
irrational behavior may still arise due to erroneous beliefs.

We use PsychSim’s basic goal representation to encode the many possible goals that
our Thespian agents may have. We draw from a goal taxonomy from the psychological
literature [2]. Many of these goals will conflict with each other in everyday situations.
The standard “achievement” goals of logical representations are insufficient to resolve
such conflicts because of the ambiguity that arises. PsychSim’s decision-theoretic rep-
resentation allows Thespian to model different character profiles by varying an explicit
relative priority among the set of possible goals. Thus, Thespian models a character pro-
file as its various goals and their relative importance (weight). For example, in the MPE,
the old man has goals of maximizing its safety level and maximizing the level of being
likable, with the latter being weighted as more important. Varying these relative weights
leads to changes in the agent’s behavior, giving us a wide range of possible characters
that will all still act in a consistent fashion with respect to their individual goals.

4.2. Pedagogical Goals

In addition to goals that represent the character profile, our goal representation can en-
code the degree to which the pedagogy has been successful. We currently envision three
approaches to encoding learning goals into Thespian.

First, learning goals can be embedded in the world’s dynamics and the characters’
goals. For example, one of the pedagogical goals in the MPE is for the student to learn to
establish a relationship with the local people, in particular that they trust him/her. We can
encode this pedagogical goal into the dynamics by ensuring that failure to establish trust
will have consequences. At its most severe, distrust can cause irreparable breakdowns in
the relationship. Specifically, in the MPE, if a student fails to achieve even the minimal
requirement for this trust goal, the young man will accuse him of being a CIA agent, and
all characters will refuse to talk to him. Such breakdowns are one extreme. Characters can
also act in ways that help the student. In the MPE, the old man has the goal that he trust
the learner, that he feel safe around him, and at times he deliberately behaves in a fashion
that would elicit behavior from the student that increases trust. Specifically, the old man
can ask the student questions about the student and his mission, which provides more
information and makes the old man feel safer. Although it is not an explicit intention of
the character, its behavior does assist the learner.

However, Thespian can provide characters with the explicit intention that the student
learn. In this approach to encoding the pedagogy, characters have a goal that the learner
acquire skills specified by the pedagogy. A character could then use its mental model of
the learner as a student model to measure the degree to which the pedagogical goals are
achieved. The theory of mind embedded within Thespian forms a subjective view of the
world that includes beliefs about the students’ knowledge and capabilities based on their



behavior. The old man, for example, could have the explicit goal that the student give a
high goal priority of establishing trust. Having encoded such a goal, the old man could
now evaluate a possible action choice using its mental model of the student’s goals to
assess the effect on the student and, in turn, on the pedagogical goals so encoded. Again,
because we have priorities on the goals, we can choose how much a particular character
is driven by pedagogical goals for the learner in relation to its own personal goals.

Finally, a third way to encode the pedagogy is to have a behind-the-scenes director
agent that is directing the drama in pedagogically appropriate ways. In other words, we
could go even further by explicitly encoding the intention to teach in the overall system
through this director agent. The MPE does not employ this technique currently but it is
feasible within Thespian. These three approaches to encoding pedagogy (in the world’s
dynamics, in the character’s intentions and in the system’s intention) provide Thespian
with a rich framework for realizing pedagogical drama.

4.3. Social Norms

While Thespian’s ability to encode pedagogical goals gives the agents incentive to exer-
cise the pedagogy, we also must give the student the same incentive. One of the motiva-
tions underlying IPDs is that the student’s inherent social desires can provide an incentive
for following the pedagogy if the characters are socially interesting entities. As described
in Section 3, characters that are sensitive to social norms can provide such an incentive.

PsychSim provides a general framework for representing states, actions, and the dy-
namics of the world. While such probabilistic models have typically been used in mod-
eling physical systems, Thespian uses them to model social dynamics as well. We con-
structed Thespian’s model of social dynamics by first identifying critical social variables.
We have begun by encoding the trust and liking relationships that exist between entities.
We then defined domain-independent dynamics for these social variables (e.g., increase
your liking of another agent if it does something that helps achieve your goals). Giving
an agent goals on these social variables will give it incentive to be liked and trusted by
the student. We are currently applying this same methodology to expand our set of social
variables to include other key features (e.g., affinity, freedom).

In addition to these more persistent relationship variables, Thespian also uses social
variables to represent more temporary obligations that may exist between agents. In gen-
eral, actions by one agent can impose a type of obligation on another, and a certain set
of responding actions will satisfy the obligation to some degree. We currently use these
obligations to encode a broad set of social norms as pairs of initiating and responding ac-
tions: greeting and greeting back, introducing oneself and introducing oneself back, con-
veying information and acknowledging, inquiring and informing, thanking and saying
you are welcome, offering and accepting/rejecting, requesting and accepting/rejecting,
etc. For example, Thespian’s dynamics for “inquiry” specify that one of its effects is the
establishment of an obligation on the part of the inquiree to satisfy the enquirer (e.g., by
providing the needed information).

By giving the agents goals to satisfy any such outstanding obligations, we give them
an incentive to follow the encoded social norms. In some cases, the agents may already
have an incentive from relationship goals in addition to the obligational ones. For ex-
ample, an agent providing information in response to an inquiry will be helping the en-
quirer achieve its goals, leading to a stronger liking relationship. Alternatively, social
norm goals may conflict with the agent’s other goals, leading to possible violations. For



example, an agent may decide not to satisfy an inquiry obligation, because revealing the
requested information may reveal vulnerabilities, threatening the security of the agent.
The relative priorities among all of these goals reflect the value that the character places
on the corresponding social norms. These values are often culturally specific and can
also vary according to its personality. However, although we vary the relative weights on
the norms from character to character, the underlying mechanism for representing and
maintaining norms and obligations does not change, so we can reuse it across many IPDs.

4.4. Authoring

We have shown how Thespian encodes personalities, pedagogical goals, and social be-
haviors as goals that can drive autonomous agent behavior. Because of this autonomy,
the author of the IPD no longer has to specify all of the possible behaviors of the charac-
ter. However, the character’s behavior now depends on the goal priorities chosen by the
author, so we simply replaced the previous authoring task with a new one. Furthermore,
the process of tuning such quantitative parameters is typically less natural to the author
than writing a script.

Fortunately, PsychSim provides an algorithm for automatically choosing these goal
priorities based on a few instances of desired behavior [11]. Thespian uses this algo-
rithm to take partial scripts, provided by the author, and automatically tune the relative
goal weights among the personal, pedagogical, and social goals of the character. Once
Thespian has fit the character’s goals to this input, the character will always generate
autonomous behavior that is consistent with the given scripts, when applicable. Further-
more, when the learner’s interactions lead them off the scripts, the agent will still act con-
sistently with its goals. In other words, the fitting process extrapolates from the partial
scripts to an exhaustive specification of consistent behavior over all situations. It is as if
we were “teaching” the agent the motivations of its character, as opposed to having them
simply memorize the scripts.

Thespian reduces authoring effort in two ways. First, Thespian’s authoring process
alleviates burden on authors by not requiring them to craft all possible paths through the
story, while still allowing a more natural process than required by hand-tuning parame-
ters. Second, Thespian supports the reuse of characters and environments across IPDs.
Thespian can separate the models of characters from those of the environment they are
in. Dynamics designed for one IPD environment can be reused in another. And after fit-
ting, an agent becomes a character with a certain set of goals. This character can be easily
plugged into other stories to play a similar role. See [12] for further discussion.

5. Resultsand Current Status

Figure 2 provides an excerpt of actual dialog between the (human) student, the student’s
aide and two locals from scene one. Note Figure 2 shows the surface language form, but
this form is mapped by the speech recognizer to an internal speech act representation
that the agents can reason about. Prior to this excerpt, the student has only introduced
his name, but has not introduced the aide or details about their mission. The impact of
having failed to make a proper introduction is that he has not built trust with the locals.
In the first line of Figure 2, the student asks the old man a sensitive question. How-
ever, the young man then seizes the dialog turn because he perceives a potential security
threat by someone he does not trust. Through his mental model of the old man and his



| Speaker [ Addressee || Utterance

Student Old man minu mas uul b-hel-manTaga?

Who is the most important official in this town?

Young man | Old man 9ala keefak! Slow down!

Young man Student u hiyye minu? Who is she? (referring to aide)
Old man Student (silence)

Figure 2. Excerpt from Scene 1 dialog.

lookahead reasoning, the young man can foresee that if he does not stop the old man, the
old man would give the answer to the student, which would hurt his own goal of safety.
If he instead asks the student a question, he can not only stop the old man from giving
the answer, but also gain safety by getting more information from the student. This rea-
soning leads the young man to tell the old man not to answer the question (second line
from Figure 2) and to ask who the aide is (third line from Figure 2). The young man
has both the goal of increasing safety and following social norms. According to the latter
goal, he should keep quiet, because the student is asking the old man a question but he
values safety more than following social norms. So, in this case, he picks the action that
increases his safety, even if it violates social norms. For the old man, following social
norms is the most important goal. He has two obligations. The student’s question to him
imposes an obligation to answer. The young man’s question to the student imposes an
obligation for the old man to keep quiet (i.e., wait for them to finish their conversation).
The more recent obligation receives higher priority. Therefore, he chooses to keep silent.

This rather complex exchange was achieved by the automated fitting process. Fitting
adjusted the characters’ goal weights (of safety and following social norms) to achieve
the behaviors exhibited in this example.

Currently the MPE has three scenes. These scenes have as many as six characters
plus the student’s character. All three scenes are constructed by using automated fitting.
The TLTS system has so far undergone six stages of formative evaluation during the de-
velopment process. We got mostly positive feedback about its effectiveness for language
training. Since April 2004 to January 2005, we have gone through three rounds of testing
with a total of 30 subjects. So far, the overall evaluation of the MPE is that it is successful
in providing an engaging environment, and is an effective assessment tool [1]. Beginning
in March of this year, we will have another round of testing with at least 100 subjects.

6. Conclusion

The promise of interactive pedagogical drama has often been thwarted by the arduous de-
sign and programming tasks facing the creators of such systems. Thespian facilitates the
design process of agent-based IPDs in several ways. It enlists automation in the charac-
ter configuration process to simplify authoring. It also provides multiple ways to support
pedagogical goals. Additionally, Thespian provides a methodology for modeling social
dynamics within a decision-theoretic framework.

Thespian simplifies the authoring process in several ways. Agents are motivated
solely by their goals and their goals are automatically fitted so that they perform ac-
cording to the scripts. Because their behavior is driven by their goals and not simply
scripted, the agents respond to unexpected user interaction in ways consistent with their
motivations. If they do not, the misbehavior can also be fed into the fitting process. In



the MPE, we have demonstrated how to embed pedagogical goals in the dynamics of the
story world and have discussed additional approaches. We believe these techniques can
be applied to other IPDs as well.

Going forward, the vision of Thespian would be for non-technical designers to author
dramas on their own. There are still steps in the process that are impediments to such a
vision, including translating scripted dialog into the formal speech act language that the
agents understand. We plan on addressing such impediments in our future work.
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