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Abstract 
Microcalcification on x-ray mammogram is a 
significant mark for early detection of breast cancer. 
Texture analysis methods can be applied to detect 
clustered microcalcification in digitized 
mammograms. In order to improve the predictive 
accuracy of the classifier, the original number of 
feature set is reduced into smaller set using feature 
reduction techniques. In this paper rough set based 
reduction algorithms such as Decision Relative 
Discernibility based reduction, Heuristic approach, 
Hu’s algorithm, Quick Reduct (QR), and Variable 
Precision Rough Set (VPRS) are used to reduce the 
extracted features. The performance of all the 
algorithms is compared. The Gray Level Co-
occurrence Matrix (GLCM) is generated for each 
mammogram to extract the Haralick features as 
feature set. The reduction algorithms are tested on 161 
pairs of digitized mammograms from Mammography 
Image Analysis Society (MIAS) database.  
 

Keywords: Feature reduction, Rough set, 
Mammogram-Breast cancer. 
 
1. Introduction 
Screen/film mammography is widely used for early 
detection of breast cancer, which has been shown to 
greatly reduce the breast cancer mortality among 
women [34]. Microcalcifications are tiny deposits of 
calcium in breast tissue. The radiological definition of 
clustered microcalcifications is the presence of more 
than three microcalcifications in 1 cm2 area. A given 
cluster of microcalcifications might be associated with 
a malignant or benign case. Distinguishing between 
malignant and benign clusters is a difficult and time-
consuming task for radiologists. This leads to a high 

rate of unnecessary biopsies that can be avoided or at 
least minimized using a computer-based classification 
algorithm. Only 20–30% of breast biopsy cases 
recommended by radiologists turnout to be of 
malignant nature. It is of crucial importance to design 
the classification method in such a way to obtain a 
high level of True-Positive Fraction (TPF) while 
maintaining the False-Positive Fraction (FPF) at its 
minimum level. It has been shown that computerized 
detection and classification methods outperform 
radiologists’ detection and classification [13]. In 
addition, by using the results of Computer-Aided 
Diagnosis (CAD) systems the performance of 
radiologists can be increased [36]. Thangavel et al., 
[34] presented a good review on various methods for 
detection of microcalcifications.  

 
One of the most important steps for the 

classification task is extracting suitable features 
capable of distinguishing between classes. There have 
been great efforts spent on extracting appropriate 
features from microcalcification clusters [7,30,31]. 
Features such as the first-order statistical features 
based on histogram representing the gray-level 
intensity variation and second-order statistical features 
based on co-occurrence matrix representing the global 
textural information have been investigated. 
Classification of malignant and benign clusters has 
been done using texture features from Spatial Gray-
Level Dependence (SGLD) matrices [19] in addition 
to using morphological features and shape features 
[5,7].  
 

This paper proposes rough set based feature 
reduction algorithms for feature selection for 
mammograms. Initially the mammogram image is 
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segmented using Markov Random Filed (MRF) hybrid 
with ACO algorithm. Then the Gray Level Co-
occurrence Matrix (GLCM) is generated to extract the 
Haralick features from the segmented mammogram 
image.  Applying various reduct algorithms based on 
rough set theory and performance analysis studied 
reduces the extracted features.   

 
1.1 Overview of the CAD System 
Feature selection (FS) refers to the problem of 
selecting those input attributes that are most predictive 
of a given outcome; a problem encountered in many 
areas such as machine learning, pattern recognition 
and signal processing. Unlike other dimensionality 
reduction methods, feature selectors preserve the 
original meaning of the features after reduction. This 
has found application in tasks that involve datasets 
containing huge numbers of features (in the order of 
tens of thousands), which would be impossible to 
process further. Recent examples include text 
processing and web content classification. FS 
techniques have also been applied to small and 
medium-sized datasets in order to locate the most 
informative features for later use.  
 

In this paper, initially the mammogram image is 
enhanced using median filtering and the pectoral 
muscle region is removed from the breast region. And 
the segmentation is performed using Markov Random 
Field (MRF), then Ant Colony System hybrid with 
Genetic Algorithm (ACSGA) optimizes the 
Maximizing a Posteriori (MP) probability as discussed 
in [35].  Textural features can be extracted from the 
segmented image to classify the microcalcifications. 
The Gray Level Co-occurrence Matrix (GLCM) [11] 
is used to extract the features from the segmented 
mammogram image to create the feature set. In order 
to improve the classification performance, reduction 
algorithms such as Decision Relative Discernibility 
Reduction, Heuristic approach, Hu’s algorithm, Quick 
Reduct (QR), and Variable Precision Rough Set 
(VPRS) are used to reduce the feature set.  

 
The rest of the paper is organized as follows: The 

preprocessing and segmentation methods are 
presented in section 2. The feature extraction method 
is described in section 3. Feature reduction algorithms 
are presented in section 4. Performance of all the 
reduction algorithms is compared in section 5 and 
section 6 concludes. 

 
2. Preprocessing and Segmentation 
Image enhancement refers to attenuation, or 
sharpening, of image features such as edges, 
boundaries, or contrast to make the processed image 
more useful for analysis. A closer inspection of the 

mammograms reveals several difficulties for the 
asymmetry approach. In this work, initially the 
mammogram images are enhanced by median filter to 
remove the high frequency components (i.e. noise) 
from the image. Median filtering has been found to be 
very powerful in removing noise from two-
dimensional signals without blurring edges. This 
makes it particularly suitable for enhancing 
mammogram images [22]. In median filtering, the 
low-frequency image was generated by replacement of 
the pixel value with a mean pixel value computed over 
a square area of 11x11 pixels centered at the pixel 
location [26]. 
 

Then the pectoral muscle region is removed using 
histogram based thresholding and morphological 
operations. And the mammogram image is segmented 
using MRF hybrid with ACO algorithm. The MRF 
based image segmentation method is a process 
seeking the optimal labeling of the image pixels 
[15,19,32]. A labeling process consists of assigning 
same label to the image pixels with equal intensity 
values. The optimum label is the one, which 
minimizes the MP estimate. To optimize this MRF 
based segmentation, Ant Colony Optimization (ACO) 
metaheuristic; a recent population-based approach is 
implemented. [9,25] The ACO algorithm is 
implemented to select the optimum label; only the 
pixels having this optimum label are extracted from 
the original mammogram to form the segmented 
image [35]. 
   
3. Feature Extraction 
The statistical classifiers assign an unknown object to 
one of two classes, normal or abnormal, based on the 
feature values extracted to represent the object. In this 
thesis, a feature value is a real number in the range 
[0.0, 1.0], which encodes some discriminatory 
information about a property of an object. However, it 
may not always be obvious what type of information, 
or feature, is useful for a particular detection task. 
Additionally, there are potentially many ways to 
describe a particular object characteristic such as 
texture. It may not be obvious which method of 
computation extracts the most useful discriminatory 
information. The performance of the classifiers, i.e. 
the ability to assign the unknown object to the correct 
class, is directly dependent on the features chose to 
represent the object description. The Spatial Gray 
Level Dependence Method is used to extract the 
features from the segmented mammogram image. 
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3.1 Gray-Level Co-occurrence Matrix 
(GLCM) 

Statistical methods use second order statistics to 
model the relationships between pixels within the 
region by constructing Gray Level Co-occurrence 
Matrices. The GLCM is based on an estimation of the 
second-order joint conditional probability density 
functions p(i,j|d,θ) for θ = 0, 45, 90 and 135°. The 
function p(i,j|d,θ) is the probability that two pixels, 
which are located with an intersample distance d and a 
direction θ, have a gray level and a gray level i and j. 
The spatial relationship is defined in terms of distance 
d and angle θ. If the texture is coarse, and distance d is 
small, the pairs of pixels at distance d should have 
similar gray values. Conversely, for a fine texture, the 
pairs of pixels at distance d should often be quite 
different, so that the values in the GLCM should be 
spread out relatively uniformly. Similarly, if the 
texture is coarser in one direction than another, then 
the degree of spread of the values about the main 
diagonal in the GLCM should vary with the direction 
θ. Thus the directionality can be analyzed by 
comparing spread measures of GLCM matrices 
constructed at various distances d and direction θ. The 
estimated joint conditional probability density 
functions are defined as follows [11]: 
 
P (i,j | d, 0°)=# {(k.l), (m,n))∈(Lx×Ly)×(Lx × Ly);     

k=m, |l-n| = d,  
S(k,l) = i, S(m,n) = j } / T(d,0°)             (1) 

 
P(i,j|d,45°)=#{(k.l),(m,n))∈(Lx×Ly)×(Lx×Ly); 

k-m=d, l-n = -d, or k-m=-d, l-n = d 
S(k,l) = i, S(m,n) = j } / T(d,45°)             (2) 

 
P (i,j | d,90°)=#{(k.l),(m,n)) ∈ (Lx×Ly)× (Lx×Ly); 

k-m=d, l=n,  
S(k,l) = i, S(m,n) = j } / T(d,90°)            (3) 

 
P (i,j | d,135°)=#{(k.l), (m,n))∈(Lx×Ly)×(Lx×Ly); 

k-m=d, l-n =d, or k-m=-d, l-n = -d 
S(k,l) = i, S(m,n) = j } / T(d,135°)            (4) 

 
where # denotes the number of elements in the set, 
S(x,y) is the image intensity at the point (s,y), k,l and 
n are the spatial coordinates, Lx and Ly are the 
dimension for GLCM and T stands for the total 
number of pixel pairs within the image which have the 
intersample distance d and θ direction . The features 
are selected for various combinations of distance and 
theta values. In this thesis, the texture features 
proposed by Haralick et al. [16] is evaluated in the 
classification of microcalcifications in digital 
mammograms.  
 

4. Feature Selection 
Feature selection is a problem that has to be addressed 
in many areas, especially in artificial intelligence. The 
main issues in developing feature selection techniques 
are choosing a small feature set in order to reduce the 
cost and running time of a given system, as well as 
achieving an acceptably high recognition rate. This 
has led to the development of a variety of techniques 
for selecting an optimal subset of features from a 
larger set of possible features. These feature selection 
techniques fall into two main categories. In the first 
approach problem specific strategies are developed 
based on the domain knowledge in order to reduce the 
number of features used to a manageable size [8]. The 
second approach is used when the domain knowledge 
is unavailable or expensive to exploit. In this case, 
generic heuristics, essentially greedy algorithms, are 
applied to select a subset “d” of the available “m” 
features. In this paper, a rough set based feature 
reduction algorithms for classification of 
microcalcifications have been studied and analyzed. 
 
4.1 Rough Set Based Feature Reduction 
In 1982, Pawlak introduced the theory of Rough sets 
[27,28].  This theory was initially developed for a 
finite universe of discourse in which the knowledge 
base is a partition, which is obtained by any 
equivalence relation defined on the universe of 
discourse. In rough sets theory, the data is collected in 
a table called decision table. Rows of the decision 
table correspond to objects, and columns correspond 
to attributes. In the data set, a class label to indicate 
the class to which each row belongs. The class label is 
called as decision attribute, the rest of the attributes 
are the condition attributes. Consider that if the data 
set is stored in a relational table with the form Table 
(condition-attributes, decision-attributes). C is used to 
denote the condition attributes, D for decision 
attributes, where C ∩ D = Ф, and tj denotes the jth 
tuple of the data table. Rough sets theory defines three 
regions based on the equivalent classes induced by the 
attribute values: lower approximation, upper 
approximation, and boundary. Lower approximation 
contains all the objects, which are classified surely 
based on the data collected, and Upper approximation 
contains all the objects, which can be classified 
probably, while the boundary is the difference 
between the upper approximation and the lower 
approximation. Hu et al., (2004) presented the formal 
definitions for rough sets theory.  
  
 Let U any finite universe of discourse.  Let R be 
any equivalence relation defined on U.  Clearly, the 
equivalence relation partitions U. Here, (U, R) which 
is the collection   of all equivalence classes, is called 
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the approximation space.  Let W1, W2, W3,…. Wn be the 
elements of the approximation space (U, R).  This 
collection is called as knowledge base.  Then for any 
subset A of U, the lower and upper approximations are 
defined as follows: 
 
 RA = ∪{Wi / Wi  ⊆ A} (5) 
 RA = ∪ {Wi / Wi  ∩ A ≠ ∅} (6) 
 
 The ordered pair (RA, RA) is called a rough set.  
Once defined these approximations of A, the reference 
universe U is divided in three different regions: the 
positive region POSR(A), the negative region  
NEGR(A) and the  boundary region BNDR(A),  
defined as follows: 
 
 POSR(A) = RA (7) 
 NEGR (A) = U – RA (8) 
 BNDR (A) = RA – RA (9) 
 
Hence, it is trivial that if BND(A) = Φ,   then A is 
exact. This approach provides a mathematical tool that 
can be used to find out all possible reduces.   
 

Two kinds of attributes are generally perceived as 
being unnecessary: attributes that are irrelevant to the 
target concept (like the row ID, customer ID), and 
attributes that are redundant given other attributes. In 
actual applications, these two kinds of unnecessary 
attributes can exist at the same time but the latter 
redundant attributes are more difficult to eliminate 
because of the interactions between them. In order to 
reduce both kinds of unnecessary attributes to a 
minimum, feature selection is used. Feature selection 
is process to choose a subset of attributes from the 
original attributes. Feature selection has been studied 
intensively in the past decades [14,16,21,23]. The 
purpose of the feature selection is to identify the 
significant features, eliminate the irrelevant of 
dispensable features to the learning task, and build a 
good learning model. The benefits of feature selection 
are twofold: it considerably decreased the computation 
time of the induction algorithm, and increased the 
accuracy of the resulting mode. 
 

All feature selection algorithms fall into two 
categories: (1) the filter approach and (2) the wrapper 
approach. In the filter approach, the feature selection 
is performed as a preprocessing step to induction. The 
filter approach is ineffective in dealing with the 
feature redundancy. In the wrapper approach [14], the 
feature selection is “wrapped around” an induction 
algorithm, so that the bias of the operators that defined 
the search and that of the induction algorithm interact 
mutually. Though the wrapper approach suffers less 
from feature interaction, nonetheless, its running time 

would make the wrapper approach infeasible in 
practice, especially if there are many features, because 
the wrapper approach keeps running the induction 
algorithms on different subsets from the entire 
attributes set until a desirable subset is identified. We 
intend to keep the algorithm bias as small as possible 
and would like to find a subset of attributes that can 
generate good results by applying a suite of data 
mining algorithms. This paper aims to construct a 
reasonably fast algorithm that can find a relevant 
subset of attributes and eliminate the two kinds of 
unnecessary attributes effectively. 
 

A decision table may have more than one reduct. 
Anyone of them can be used to replace the original 
table. Finding all the reducts from a decision table is 
NP-Hard [20]. Fortunately, in many real applications 
it is usually not necessary to find all of them. One is 
sufficient. A natural question is which reduct is the 
best if there exist more than one reduct. The selection 
depends on the optimality criterion associated with the 
attributes. If it is possible to assign a cost function to 
attributes, then the selection can be naturally based on 
the combined minimum cost criteria. In the absence of 
an attribute cost function, the only source of 
information to select the reduct is the contents of the 
data table [23]. From simplicity, we adopt the criteria 
that the best reduct is the one with the minimal 
number of attributes and that if there are two or more 
reducts with the same number of attributes, then the 
reduct with the least number of combinations of 
values of its attributes is selected.  With these 
considerations, this paper proposes rough set based 
feature selection algorithms in the following sections. 
 
4.2 Decision Relative Discernibility Based 

Feature Reduction 
Peter and Skowron [29] introduced the representation 
of the decision table into discernibility matrix to 
compute the reduct.  Let t = (U, A, C, D) be a decision 
table.  By a discernibility matrix of T, denoted by 
M(T), we will mean the n X n matrix defined as: 
 
Mij={a∑C:a(xi)≠a(xi)^d∑D:d(xi)≠(xi)}, i,j=1,2,..n (10) 
 
The discernibility function is given by taking the 
conjunction of the disjunctive expressions of the 
discernibility matrix. 
 
4.3 Hu’s algorithm 
Hu et. al., [12] claimed that the reduct algorithms 
developed based on the database operations Projection 
and Count are efficient one than the algorithms 
developed based on the traditional rough set models 
[4,10,18,24,27]. The data table, however, may contain 
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inconsistent records. Two records are said to be 
inconsistent if they have the same values on the 
condition attributes, but are labeled as different classes 
(having different valued on the decision attributes).  
Inconsistent records cannot be classified. Thus, the 
inconsistent records should be eliminated from the 
data table before the classification process proceeds. 
Here, it is assumed that the inconsistent records are 
noisy data; otherwise more attributes and values for 
records should be collected further to ensure the data 
table is consistent. The core attributes are selected 
initially to eliminate the inconsistent attributes from 
the data table. The algorithm for finding core 
attributes is as follows: 
 
Algorithm: Selection of Core Attributes 
Input: a decision table T(C,D) 
Output: Core – the core attribute of table T. 
Method: 

(a) Set Core = Ф 
(b) For each attribute A ∈ C  

{ 
If Card(π (C – A + D)) ≠ Card(π(C 
– A)) 
Then Core = Core ∪ A 

        } 
This core attributes are further combined with the 
condition attributes to form a new set of attributes and 
that table of attributes are used to reduce the features. 
The reduction algorithm is as follows: 
 
Algorithm: Compute a minimal attribute subset 
Input: A decision Table T(C, D) 
Output: A set of minimum attribute subset (REDU) 
Method: 
(a) Run the previous algorithm to get the core 

attributes of the table CO 
(b) REDU = CO 
(c) AR = C – REDU 
(d) Compute the merit values for all attributes of AR 

Merit(Cj,C,D)=1-Card(π(C-Cj+D))/Card(π(C+D)) 
(e) Sort attributes in AR based on merit values in 

decreasing order 
(f) Choose an attribute Cj with the largest merit 

values (if there are several attributes with the 
same merit value, choose the attribute which has 
the least number of combinations with those 
attributes in REDU)  

(g) REDU = REDU ∪ { Cj }, AR = AR – { Cj } 
(h) If K (REDU, D) = 1, then terminate, otherwise go 

back to step (d). 
(i) K(REDU,D)=Card (π(REDU + D)) / Card(C + D) 
 
Because all the attributes must be contained in all 
reducts, this algorithm initially calls the core reduction 
algorithm to find all core attributes and initialized the 

reduct with the complement of the core attributes set 
against the condition attributes set. Then the algorithm 
ranks the attributes based on the attributes’ merit and 
adopts the backward elimination approach to remove 
the redundant attributes. When two or more attributes 
have the same merit values, the attribute with the least 
number of possible values is removed. This process is 
repeated until a reduct is generated. 
 
4.4 Heuristic Algorithm For Feature Selection 
In this algorithm, initially the core attributes are 
deducted and used as an initial attribute subset as 
discussed in the previous section. Next select 
attributes one by one from among the unselected ones 
using some strategies, and add them to the attribute 
subset until a reduct approximation is obtained [37]. 
 
The step-by-step procedure of the Heuristic approach 
is detailed below: 

 
(a) Let R be a set of selected condition attributes, P 

be a set of unselected   condition attributes, U a 
set of all instances, and EXPECT an accuracy 
threshold.  In the initial state, we set R = 
CORE(C). P = C  - CORE(C), K = 0.  

(b) Remove all consistent instances: U = U - POSR 
(D) 

(c) If K >= EXPECT,  
where K = γR(D) = card(POSR(D)) / card(U),  
then stop 

(d) Else if POSR (D) = POSC (D),  
return ‘only k = card (POSC (D) / card (U) is 
available’ and stop. 

(e) Calculate γp = card (POS R∪{p}(D)) 
(f) mp = max-size(POS (R∪{p})(D))/(R∪{p}∪D) 

for any p ∈ P 
(g) Choose the best attribute p. i.e. that with the 

largest vp X mp, and set R = R ∪ {p}, P = P – {p} 
(h) Go back to step (c). 

 
4.5 QuickReduct Algorithm 
The reduction of attributes is achieved by comparing 
equivalence relations generated by sets of attributes. 
Attributes are removed so that the reduced set 
provides the same predictive capability of the decision 
feature as the original. A reduct is defined as a subset 
of minimal cardinality Rmin of the conditional attribute 
set C such that gR( D) = gC(D). 

 
 R = {X : X ⊆ C; gX(D) = gC(D)} (11) 
 Rmin = {X : X ∈ R; ∀Y ∈ R; |X| ≤ |Y| } (12) 
 
The intersection of all the sets in Rmin is called the 
core, the elements of which are those attributes that 
cannot be eliminated without introducing more 
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contradictions to the dataset. In this method a subset 
with minimum cardinality is searched for.  

The problem of finding a reduct of an information 
system has been the subject of much research [1,33]. 
The most basic solution to locating such a subset is to 
simply generate all possible subsets and retrieve those 
with a maximum rough set dependency degree. 
Obviously, this is an expensive solution to the 
problem and is only practical for very simple datasets. 
Most of the time only one reduct is required as, 
typically, only one subset of features is used to reduce 
a dataset, so all the calculations involved in 
discovering the rest are pointless. 
 

To improve the performance of the above method, 
an element of pruning can be introduced. By noting 
the cardinality of any pre-discovered reducts, the 
current possible subset can be ignored if it contains 
more elements. However, a better approach is needed 
- one that will avoid wasted computational effort. 
 
QUICKREDUCT(C,D) 
C, the set of all conditional features; 
D, the set of decision features. 
(a) R  ← {}  
(b) Do 
(c)   T ← R 
(d)   ∀ x ∈ (C-R) 
(e)  if gR∪ {x}(D) > gT (D),  
(f)  where gR(D)=card(POSR(D)) / card(U) 
(g)   T ← R∪{x}  
(h) R ← T 
(i) until gR(D) = = gC(D) 
(j) return R 
 
The QUICKREDUCT algorithm attempts to calculate 
a reduct without exhaustively generating all possible 
subsets. It starts off with an empty set and adds in 
turn, one at a time, those attributes that result in the 
greatest increase in the rough set dependency metric, 
until this produces its maximum possible value for the 
dataset. According to the QUICKREDUCT algorithm, 
the dependency of each attribute is calculated, and the 
best candidate chosen.  This, however, is not 
guaranteed to find a minimal subset as has been 
shown in [6]. Using the dependency function to 
discriminate between candidates may lead the search 
down a non-minimal path. It is impossible to predict 
which combinations of attributes will lead to an 
optimal reduct based on changes in dependency with 
the addition or deletion of single attributes. It does 
result in a close-to-minimal subset, though, which is 
still useful in greatly reducing dataset dimensionality. 
In [6], a potential solution to this problem has been 
proposed whereby the QUICKREDUCT algorithm is 

altered, making it into an n-lookahead approach. 
However, even this cannot guarantee a reduct unless n 
is equal to the original number of attributes, but this 
reverts back to generate-and-test. It still suffers from 
the same problem as the original QUICKREDUCT, 
i.e. it is impossible to tell at any stage whether the 
current path will be the shortest to a reduct. 
 
4.6 Variable Precision Rough Sets (VPRS) 
Variable precision rough sets (VPRS) [38] extend 
rough set theory by the relaxation of the subset 
operator. It was proposed to analyze and identify data 
patterns which represent statistical trends rather than 
functional. The main idea of VPRS is to allow objects 
to be classified with an error smaller than a certain 
predefined level. This introduced threshold relaxes the 
rough set notion of requiring no information outside 
the dataset itself. Let X,Y ⊆ U, the relative 
classification error is defined by: 
 c(X,Y) = 1-{ |X ∩Y| / |X| } (13) 
Observe that c(X,Y) = 0 if and only if X ⊆ Y. A 
degree of inclusion can be achieved by allowing a 
certain level of error, , β in classification: 
 X ⊆ β Y iff c(X,Y) ≤ β, 0 ≤ β< 0.5 (14) 
Using ⊆ β instead of ⊆, the β-upper and β-lower 
approximations of a set X can be defined as: 
 RβX = ∪ { [x]R ∈ U/R | [x] ⊆βX} (15) 
 RβX = ∪ { [x]R ∈ U/R | c([x]R,X) < 1-β } (16) 
Note that RβX = RX for β=0. The positive, negative 
and boundary regions in the original rough set theory 
can now be extended to:  
 POSR,β(X) = RβX (17) 
 NEGR,β(X) =U-RβX (18) 
 BNDR,β(X) = RβX-RβX (19) 
Consider a decision table A = (U,C ∪ D), where C is 
the set of conditional attributes and D the set of 
decision attributes. The β-positive region of an 
equivalence relation Q on U may be determined by 
 POSR,β(Q) = ∪ X∈U / QRβX (20) 
where R is also an equivalence relation on U. This can 
then be used to calculate dependencies and thus 
determine β-reducts. The dependency function 
becomes:       
 γR,β(Q) = | POSR,β(Q) | / |U| (21) 

 
It can be seen that the QUICKREDUCT 

algorithm outlined previously can be adapted to 
incorporate the reduction method built upon the VPRS 
theory. By supplying a suitable β-value to the 
algorithm, the β-lower approximation, β-positive 
region, and β-dependency can replace the traditional 
calculations.
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Table 1. Comparative Study on Number of Features Selected by Rough set based Feature Reduction Algorithms 

This will result in a more approximate final 
reduct, which may be a better generalization when 
encountering unseen data. Extended classification of 
reducts in the VPRS approach may be found in 
[2,3,17]. As yet, there have been no comparative 
experimental studies between rough set methods and 
the VPRS method. However, the variable precision 
approach requires the additional parameter β which 
has to be specified from the start. By repeated 
experimentation, this parameter can be suitably 
approximated. However, problems arise when 
searching for true reducts as VPRS incorporates an 
element of inaccuracy in determining the number of 
classifiable objects. 
 
5. Results and Discussion 
In this paper, we considered a database consisting of 
320 images, which belong to three normal categories: 
normal, benign and malign. There are 206 normal 
images, 63 benign and 51 malign.  In this paper, only 
the benign and malign images are considered for 

feature extraction. The decision attribute value for 
benign cases is 1 and 2 for malign cases. The images 
that we used in this work were taken from the 
Mammography Image Analysis Society (MIAS).  

 
The GLCM is generated to extract the Haralick 

features from the segmented mammogram image. The 
14 Haralick features [11] are Angular Second Moment 
(ASM), Contrast (CON), Correlation (COR), Variance 
(VAR), Inverse Difference Moment (IDM), Sum 
Average (SA), Sum Variance (SV), Sum Entropy 
(SE), Entropy (ENT), Difference Variance (DV), 
Difference Entropy (DE), Information Measure of 
Correlation I (IMC1), Information Measure of 
Correlation II (IMC2), Maximal Correlation 
Coefficient (MCC). The following table shows the 
selected attributes from each algorithm. 
 

Table 1. Shows the comparative study of the 
reduction algorithms. The first column refers the 
distance and direction combination for calculating the 
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haralick features from the Gray Level Co-occurrence 
Matrix (GLCM). And the remaining column shows 
the selected features from the original feature set of 14 
haralick features. Comparatively the Decision Relative 
Discernibility based Reduction and Heuristics 
algorithms are reducing the original feature set with 
14 attributes into 2 attributes are ASM, VAR and 
ASM, MCC respectively. So, these two algorithms are 
considered best among the others. Only those two 
features can be assigned to the classifier to classify the 
microcalcifications into benign and malignant. 
 
6. Conclusion 
Rough sets theory has been applied successfully in 
many disciplines. One of the major limitations of the 
traditional rough sets model in the real applications is 
the inefficiency in the computation of core attributes 
and the generation of reducts. In order to improve the 
efficiency of computing core attributes and reducts, 
many novel approaches have been developed. In this 
paper, rough set based reduction algorithms such as 
Decision Relative Discernibility based Reduction, 
Heuristic approach, Hu’s algorithm, QuickReduct 
(QR), and Variable Precision Rough Set (VPRS) are 
used to reduce the mammography features extracted 
using GLCM. The feature selection algorithms 
identify a reduct efficiently and reduce the data set 
without losing essential information. Among the five 
algorithms the Decision relative discernibility based 
Reduction and Heuristics algorithms are reduce the 
feature set into minimal set of attributes when 
compare with other algorithms. So, the features 
selected from these two algorithms can be used to 
classify the microcalcifications. 
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