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Abstract—We describe a database of static images and video clips of human

faces and people that is useful for testing algorithms for face and person

recognition, head/eye tracking, and computer graphics modeling of natural human

motions. For each person there are nine static “facial mug shots” and a series of

video streams. The videos include a “moving facial mug shot,” a facial speech clip,

one or more dynamic facial expression clips, two gait videos, and a conversation

video taken at a moderate distance from the camera. Complete data sets are

available for 284 subjects and duplicate data sets, taken subsequent to the original

set, are available for 229 subjects.

Index Terms—Face database, face recognition, face tracking, digital video.
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1 INTRODUCTION

RESEARCH on computer-based face recognition has been an active

area of study in recent years. This research has applications in

person identification and verification for security systems [1], [2],

facial expression analysis, e.g., [3], [4], [5], [6], [7], [8], and face

classification, e.g., [9]. To date, most of this research relies on static

images of faces and people, taken under relatively controlled

viewpoint and illumination conditions. Further, recognition

matches are generally made between similar kinds of images,

usually facial snapshots taken in close temporal proximity so that

changes in surface aspects of appearance (e.g., hairstyle) are

minimal. Within these constraints, enormous progress has been

made in the past decade in solving the complex problems involved

in face recognition [1], [2].

The most useful current and future applications of face and

person recognition research, however, lie in more naturalistic

contexts. For these applications, algorithms are required to operate

on data from video cameras that capture the natural movements of

people, often in public places [10], [11]. In most of these settings,

the illumination comes from a natural source such as sunlight, for

which the direction and strength of the light varies by time of day,

season of the year, and weather conditions. This problem of

recognition in natural illumination has been identified as an

important area of future research [12]. A further complication is

that target images must be matched to images from a database that

may have been taken months or even years previously.

One reason for the relatively limited amount of research on

recognition in naturalistic settings is the limited availability of

image/video databases that provide large numbers of people in a

diversity of contexts and imaging situations though see [13], [14].

Such databases are needed to test the accuracy of computational

models of face and person recognition when the people (and their

faces) are in motion and when the learning and test images/videos

are of different types. For example, one common application might

be to match a frontal mug shot of a face to a person walking past a

surveillance camera in a public place. Another common applica-

tion is to match videos of people walking in different directions

with respect to the camera. Motion tracking of the person, head,

face, mouth/lips are also important prerequisite steps for many

recognition applications.

In addition to recognition-based applications, there are applica-

tions in human-computer interface design and computer graphics

for a database containing natural face and body movements, e.g.,

[15], [16], [17], [18], [19], [20], [21]. Facial expressions and gestures

provide humans with information relevant for social interaction

and intent. This information is potentially useful in designing

interactive computer systems that adapt their responses to the

needs and desires of a user. Such applications are useful at a

person-based level as well. Being able to categorize the movements

of a person walking as “deliberate,” “aimless,” “rushed,” or

“fatigued,” can be helpful in certain applications.

In this paper, we describe a database of image and video clips

of faces and people. The database was developed for testing the

effects of motion on human memory for faces and people, but it is

also useful for testing automatic systems. In fact, evaluating

automatic face and person recognition systems is best done with

accurate information about human performance on comparable

tasks, e.g., [22]. Parts of this database have been used recently in

the Face Recognition Vendor Test 2002 of 10 commercial and

mature prototype face recognition systems [12]. Publicly available

databases can provide a standard by which the accuracy of

algorithms and human observers can be assessed and compared.

2 DATABASE DEFINITION

The database consists of static digital images and video clips of

faces and people. The static images and facial videos were taken at

close range, under controlled lighting conditions in an indoor

laboratory environment. The video clips of people walking and

conversing were taken under variable illumination conditions and

at moderate and varying distances. Specifically, these videos were

taken in a building foyer with high ceilings, enclosed entirely on

one side with glass windows. This environment approximates

outdoor lighting conditions, while protecting the subjects and the

cameras from the elements. A full session of data includes still and

video images of an individual, as described in the sections below. A

duplicate session includes a full set of these still and video images,

taken between one week and six months subsequent to the original

set. More precisely, the average interval between the first and

second sessionswas 24.1 days and themedian interval was 7.0 days.

More precise filming details, such as camera distance, etc., are given

in the Appendix. Still and video color examples of the data types

can be viewed at our Web site.1

2.1 Still Images

The facial mug shots are high quality static images that approximate

the mug shot style images available in many face databases. The

mug shots provide nine discrete views of the face, ranging from a
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left to right profile, in equal-degree steps (Fig. 1). To assure

comparable views for each subject, numbered markers were

suspended from the ceiling at the appropriate angles to be used

as fixation points by the subject being filmed. Additionally, each

participant wore a gray smock that covered any clothing that was

visible to the camera.

2.2 Videos of Faces at Close Range

The dynamic facial mug shots provide a moving version of the facial

mugs shots just described. In these videos, the head moves in a

natural way through the same nine viewpoints used for the mug

shots.Most subjects appear tobe systematically scanninga room(left

to right) for someone or something. These videos were taken at the

same distance as the mug shots. The subject was instructed to turn

their head pausing briefly at each of the nine angles used for themug

shot images. These clips are 10 seconds in length. To assure

comparable timing for the models, we used a metronome set at

1-second intervals to cue the subject’s movement to the next fixation

marker.

The dynamic facial speech videos capture the rigid and nonrigid

movements we make when we speak. Most faces in the database

include both a “neutral” and an “animated” facial speech clip

(Fig. 1). Animated clips include one or more head motions (tilts,

etc.), facial expressions and eye gaze changes in addition to the

speech movements. In each instance, the subject was filmed while

responding to a series of mundane questions. The sound was

removed from these clips, so the files contain videos of the subjects

speaking without an accompanying sound track. These clips are

10 seconds in length.

The dynamic facial expression clips capture emotions such as

happiness, sadness, and disgust. These are common nonrigid

movements of the face. We employed a simple method to capture

dynamic, natural facial expressions. During filming, the subject

watched a 10-minute video, which contained scenes from various

movies and television programs intended to elicit different

emotions. The digital stream captured during the 10-minute

filming session was scanned subsequently for instances of nonrigid

facial motions that corresponded (by the judgment of the

experimenter coding the data2) to: happiness, sadness, fear,

disgust, anger, puzzlement, laughter, surprise, boredom, or

disbelief (Fig. 1). It is important to note that the expression rating

was not done formally or by rigorous experimental procedures.

Indeed, without making additional assumptions about how to

determine what constitutes a “smile” or “disgust” expression (e.g.,

[23]), there can be no ground truth for the expression videos. Thus,

researchers are advised to carry out psychological expression-

norming procedures prior to making claims about particular facial

expressions found in the database.

On average, three expressions were captured for each indivi-

dual in each session. The expression segments were edited into

5-second video clips. This was difficult because expressions varied

in length. Some occurred over a few frames, others lasted many

seconds, and some spanned the full 5-second standardized clip

time. In cases where the expression duration was shorter than the

clip duration, we centered the expression to the middle of the clip.

In other cases, the clip begins and ends with an expressing face.

We also captured a 5-second ”blank stare” video, containing no

explicit facial motions, but other natural movements of the head

and eye blinks. Fig. 2 shows the number of instances of various

expressions in the database.

The expression clips differ from previously available facial

expression databases in several ways. First, as noted, the facial

expressions have not been verified or normed in a formal sense as

being instances of one the primary expressions defined by Ekman

and Friesen [23]. Second, most of the expressions are more subtle

than those available previously, though see Pantic and Rohkrantz

[24] for a review of the range of face images used in automatic

analysis of facial expression. Third, because these are dynamic

stimuli, head and eyemovements often accompany the expressions.

Finally, some clips containmore than one expression (e.g., a puzzled

expression, which turns to surprise or disbelief, and ultimately

laughter). In these cases, we adapted file-naming conventions to

indicate the presence of multiple expressions in a clip.

Combined, the close-range videos provide test stimuli for face

recognition and tracking algorithms that operate when the head is

undergoing rigid and/or nonrigid transformations. The dynamic

mug shots, speech, and expression videos are likewise useful for

computer graphics modeling of heads and facial animation.
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Fig. 1. Row 1 shows a facial mug shot series with nine still images, varying in pose from left (- 90 degrees) to right (90 degrees) profile in 22.5-degree steps. The second

row contains five still images extracted from a facial speech video. The third and fourth rows contain images extracted from a disgust expression and laughter expression

video, respectively.

2. Multiple experimenters coded different data sets, though only one
experimenter coded each individual video clip.



2.3 Videos of People at Moderate Distances

In the parallel gait video, the subject walks parallel to the line of

sight of the camera, approaching the camera, but veering off to the

left in the final few paces (Fig. 3). These videos capture the subject

from the start point until he/she passes out of view. Thus, the time

varies somewhat for each model, but lasts approximately

10 seconds for most subjects. The perpendicular gait video captures

the subject walking perpendicular to the line of sight of the camera

at a distance (see the Appendix for details). The video begins with

the subject walking out from behind a wall partition and lasts until

the subject passes out of the camera view (4-6 seconds) behind a

second wall partition (Fig. 3).

The conversation video shows a conversation between the subject

and a laboratory staff member. The lab member stands with his/

her back to the camera and the subject faces the lab member. The

camera is placed at a moderate distance from the pair and slightly

overhead (Fig. 3). To capture some natural gesturing in these

videos, the subject was asked to give directions to a building on

campus. These videos last 10 seconds.

3 DEMOGRAPHICS OF THE DATABASE

Students from The University of Texas at Dallas participated as

subjects. More female than male students (Males = 76, Females =

208) volunteered. Most subjects were Caucasians, between the

ages of 18 and 25. Participants described as “other” did not belong

to an ethnic group represented in our database. Subject’s ethnicity

was defined by an optional questionnaire response. The ethnicity

and gender distributions of the subjects in the two sessions were

comparable (Fig. 4).

4 SUMMARY

The database contains a variety of still images and videos of a large

number of individuals taken in a variety of contexts. A second

duplicate session is available for most subjects, allowing for

recognition tests that make use of images and videos in which the

subject may have a different hairstyle, different clothing, and may

be otherwise different in appearance. This database is useful for

testing the performance of humans and machines on the tasks of

face/person recognition, tracking, and computer graphics model-

ing of natural human motions.

814 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 27, NO. 5, MAY 2005

Fig. 2. Facial expressions in the database. There were 284 subjects in the first session and 229 subjects returned for a second session. “Other” refers to expressions not

catalogued in the database, or duplicate examples of expressions already catalogued.

Fig. 3. The first row of the figure contains five still images extracted from a parallel gait video. The second row contains five still images extracted from a perpendicular

gait video. The third row of the figure contains five still images extracted from a conversation video.



APPENDIX

Equipment. The images and videos were collected using a Canon

Optura Pi digital video camera.3 The Optura Pi employs a single

progressive scan CCD digitizer that produces minimal motion-

aliasing artifacts.

Close range face videos. The camera was placed at a distance of

2 meters, directly in front of the participant. The illumination

approximated ambient lighting. Specifically, the photographic set-

up consisted of three4 500 watt, 12 inch flood lights mounted on

stands at a height of 186 centimeters and set apart from each other by

1.7 meters. Each light was 2.3 meters from the participant. Three

EBW no. 2 blue corrective lamps were used with the floods to avoid

the reddish tendencies of standard tungsten lighting. A clip-on

diffusion screenwasmounted on the front of each flood to soften the

light. In addition, a neutral gray background paper wasmounted on

a wall behind the participant. Each participant wore a gray smock

that covered any clothing that was visible to the camera.

Moderate range gait and conversation videos. These videos were

taken in a foyer with large panel windows that allowed for natural

variations in illumination. Camera placement in the parallel videos

was 13.6 meters from the start point to the camera. Thus, the

subject’s distance from the camera varied from 13.6 meters to

approximately 1 or 2 meters, at the point where the subject veered

off to the left of the camera. For the perpendicular videos, the

distance between the camera and the center point of the subject’s

trajectory was 10.4 meters. The conversation videos were filmed

from the top of a short flight of stairs at a height of 3.5 meters,

looking down on the subject and lab member. The distance of the

subject to the camera was approximately 8 meters.
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TABLE 1
Storage Breakdown by Image Type and Duration

3.When the project began, a Canon XL-1 digital video camera was used to
capture the close-range face images, while the Canon Optura Pi was used for
the gait and conversation images. After filming approximately 62 partici-
pants, we elected to switch over to the Optura Pi for all image capturing
because of the Optura Pi’s progressive scanning capability and easier
portability. As a consequence, there is a difference in overall image aesthetic
between our earlier images and those captured after the changeover. Files are
not explicitly marked with the camera used to create them.

4. Because of technical problems during the collection process, only two
of the floodlights were used on certain occasions. The difference in
appearance is minimal and we estimate that such images constitute less
than 5 percent of all images in the database.

Fig. 4. Left: demographics of 208 female subjects. Right: demographics of 76 male subjects.



File Format. Still images were exported from Final Cut Pro (FCP)

to TIFF format at a resolution of 720 by 480 with 32-bit color. The

videos are stored in DV Stream format at the same resolution but

with 24-bit color and 29.97 frames per second (see Table 1).

AVAILABILITY

The database is available from the authors. We maintain a

searchable database in Microsoft Access that will be made

available upon request. We will provide a brief key explaining

the file naming conventions used with the various file types. This

database is for noncommercial use only, as the consent forms

signed by the subjects allow use only for research. A small number

of subjects have additionally granted permission for their faces to

appear in research publications. Requesters of the database will be

required to sign a form agreeing to the terms of use and to

respecting the limits of the subjects’ consent. Given the size of the

database, the requester will be required to supply a 160-gigabyte

hard disk and will be responsible for handling and postage.
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