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Abstract

Snoop-based cache coherence implementations
employvariousforms of speculationto reducecache
misslatency and impr ove performance. This paper
examinesthe effectsof reducedspeculationon both
performance and power consumptionin a scalable
snoop-basedesign.Wefind that significant poten-
tial existsfor reducingenergy consumptionby using
serial snoopingfor load misses.We report only a
minor 6.25% increase for average cache miss
latency for a set of commercial workloads while
finding substantial reductions in snoop-related
activity.

1. Intr oduction

In therecentpast,researcherg bothacademiand
industry have paid a greatdeal of attentionto power
consumptionin computing systems.Much of this
attentionhasfocusedon architecturabndcircuit tech-
niques for reducing on-chip processorpower and
enegy consumptiorvia techniquesuchasclock-gat-
ing [5], memorysubsystenstoragestructureoptimi-
zations [1,3,8,9,10,11,12,13,14], system bus
optimizationg[6,15], pipelinespeculatiorgating [34],
and main memoryaccesq17]. Recently a study by
Moshovos et al. examinedthe potential for filtering
remote snoop requestsby checkingthem against a
small Jetty tableto avoid tag lookupsandreduceon-
chip power consumptioninduced by remote cache
misseq1]. We believe thatapproachesuchasthese,
aswell asmary othersnot mentionedhere,will help
alleviate power consumptionproblemsin future pro-
cessor chips.

At the sametime, theincessantnarket pressurdor
improved performance--particularifor large sener
systems--iglriving designergo build sharedmemory
systemswith large numbersof processorsn them.
The complity andfrequeny of the processointer-
connecthatprovidescachecoherencéo the software
running on thesesystemsis increasingrapidly and

thereby the power consumedby the interconnect.

Drivers for interchip bussesaccountfor as much as
15-20% of total chip power [35].There are several
techniquesthat target coding and information com-
pressionasa meansto reduceswitching activity and
therebyreducepower. However, giventhatthe enegy
to senda paclet over a processcto-processointer-
connectis a function of the interconnectlength,
capacitanceand bus frequeng, it is constantfor a
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given systemand circuit technology Thereforethe
issueof power' consumptiorin the interconnecof a
multiprocessosystemmustbe dealtwith atthearchi-
tecturallevel by eliminatingunnecessargctvity. This
is the primary focus of our investigation.\arious
formsof speculatiorareroutinelyemployedto reduce
thelateny of cachemissesandoverlapdatafetchand
transmissionlateny with checkingfor cachecoher-
ence.This paperpresentsa casestudyof a hypotheti-
calshared-memorgystenthatis similarto two recent
high-endsener systems:the IBM S80[31] andthe
SunFire6800[29]. We find thatopportunitiesexist for
reducing speculationin the cachecoherenceample-
mentationof sucha systemwhile sacrificingverylittle
performance(as measuredby effective cache miss
lateng). The mechanismswe propose reduce the
numberof addresgransactiongor snoopcommands),
datafetches,and datatransmissionghat occurin the
system.

2. Snoop based cohence potocols
2.1. Snooping Mechanism

In this sectionwe explain the principlesof snoop-
basedcachecoherencerotocolsandthe architectural
trade-ofs involvedin thetransmissiorof snooppack-
ets and the subsequentag-arrayaccessesand data
fetch and transmission

In a snoop-basedoherenceprotocol where the
nodesare connectedby a sharedbus (a single set of

1. Throughout this paper, we use the terms power and energy

interchangeably, since we do not vary the time base (i.e. bus fre-

quency) needed to convert from one to the other.
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FIGURE 2. Operations of a snoop transaction.

wires connectinga numberof devices or a network
that is logically equivalent) every node can obsenre
all transactionsn the bus. Coherences then main-
tainedby having all the cachecontrollers*snoop” on
the bus and monitor the transactions.Using the
MOESI coherenceprotocol as an example,we will
explain the sequenc®f eventsthatoccurin response
to a load missin P1 thatis presentin modified(M)
state in P3.

As shavn in Figurel, assoonasP1seeghatit is
unableto satisfythe request,t arbitratesfor the bus
andplacesa snooppaclet on the bus (1). The snoop
paclet hasthe appropriateaddressinformation that
will be usedfor remotetag lookups.The presencef
thesnooppacletsontheshareduspromptsall of the
remotecachecontrollersto performtagarraylookups
(2) to determineif they have a copy of the requested
dataandwhat stateit is in. P2 andP4 determinethat
they do not have a copy of therequestedlataandthe
currenttransactioncompletesfor thesenodesat this
point. P3 determinesthat it has a copy of the
requestedine in modifiedstate(M)andit sendsouta
snoopresponseinforming memoryand other nodes
in the systemthatit will supplythe data(3). P3now
performsa cachedata array lookup to retrieve the
appropriatedataandthentransmitsthis databackto
P1 (4).

The precedingexample shavs that we candivide
every load missinto a seriesof individual operations
thatmustoccurbeforethe requestfor databy a node
is satisfied.

Figure2 shavs theindividual operationghatcom-
bineto make up a snooptransactiorassoonasa pro-
cessomtary nodemakesarequestor data.Thefirst
operatiorthatoccursis alocal tag look up (TL). Only
if the nodedetermineghatit cannotsatisfya request
for datalocally, will it attemptto satisfythe request
from aremotenodeor memory If the requesimisses
in thelocal cache the nodemustsenda snoopon the
bus. The node arbitratesfor the sharedbus and as
soonasit is madethe busmasterthe nodetransmitsa
snoopcommando satisfythe missin its local cache.
Hencethe secondandthird operationghatoccurasa
result of a load miss are Arbitration(ARB) for the
electrically sharedbus and broadcast of the snoop
packet (SN).

Thenext setof operationghatoccurasaresultof a
load misstake placeattheremotenode.On receiptof
the snooppaclet the cachecontroller at the remote
nodeperformsa tag array lookup (TL) to determine
if it hasacopy of therequestediata.Theremotenode
mustcorvey the resultsof the snoopby transmitting
theresponsdo the othernodes(Xmit) in the system.
The combininglogic will combine (CMB) the snoop
responsesind identify the nodethat will supply the
dataor will determinethat noneof the nodesin the
systemhave the datacachedandthatthe datarequest
must be satisfiedfrom memory Once it has been
determinedwhich node will supply the data, the
appropriatenodemustdo a data fetch (DF) from its
cacheto retrieve the dataand then transmit (Xmit)
this data to the node that started the request.

2.2. Architectural Trade-offs

The three distinct stagesthat occur when a data
request cannot be satisfied locally are:

1)Snooping
2)Data Fetch (from remote node or memory)
3)Data Tansmit (from remote node or memory)

Thereis an opportunityfor speculatiorat eachof
thethreestagesandthe degreeof speculatiorat each
stageenablesan architecturaltrade-of betweenper-
formance and p@er consumption.

Snooping: Architectures based on snoop-based
protocols transmit snoop paclets over a broadcast
mechanismo allow all nodesin the systemto seethe
snooppaclet at the sametime. This is obviously in
the bestinterestof performancesincethe arrival of
the snoopat all the nodesat the sametime implies
that the tag-arraylookupswill occurin parallel (an
orderednterconnectlsoeasesheimplementatiorof
sharednemoryconsisteng models).This alsomeans
that the requestingnodewill seeonly a single tag-
array accesdateng while determiningwhich nodes
have a copy of the requestediataandwhich do not.
All thesetag-arraylook upsarespeculatie andoccur
in parallelbecauseéhe remotenodeshave no way of
determining whether they have a copy of the
requesteddata until the lookup has occurred.Our
simulationsfor a 4-way SMP with 4-way setassocia-
tive 8MB L2-cachesindicate that 32% of all load
missgenerategnoopsmissin all remotecachesand
anaverages7%hit in a singleremotecacheandonly
about 3.5% find datain all the other cacheslhese
resultsdiffer from thosereportedby Moshovos et al.
[1] dueto largercachesanddifferentworkloadsstud-
ied, but neverthelessndicatean opportunityfor sub-
stantialpower savings.Every time asnoopis sentto a
nodethat doesnot containthe requestediata,enegy
is wasted,both for the tag-arrayaccessandto trans-
mit the snooppaclet acrossthe bus. Thus, from a
power saving perspectie, a useful alternatve would
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be to serializethe transmissionof snoops.That is,
begin with the nodeclosesto the requestgrandthen
propagtethe snoopto the next successie nodein the
pathonly if previousnodesin the pathhave failedto
satisfy the request.Dependingon which node (or
memoryif all nodeamiss)satisfiegherequesthereis
the possibility for performancedegradationsincethe
requestinghodenow seesadditionallateng for each
accesghatoccursserially Thetotal lateng to satisfy
the datarequestis no longerindependenbf which
nodewill supplythe databut is insteada function of
how far (with respectto whenit recevesthe snoop)
the supplier of the datais from the requestar The
detailsof power savingsandperformancealegradation
associateavith serialsnoopingarediscussedh detail
in Section3.4.

Data Fetch: DRAM accesdateng constituteshe
significant portion of total lateny to satisfy a load
missfrom memory By allowing the memorycontrol-
ler to start its DRAM accessbefore the snoop
responsefrom the remotenodesarrive, someof this
lateny canbe overlappedwith the remotenodetag-
array acceses.Thougthis is advantageougrom the
point of view of maximizingperformanceit contrib-
utes significantly to power consumption,since the
power associatedvith DRAM accesscan be on the
order of 300 mw [17]. This power is wastedevery
time a load missis satisfiedfrom one of the remote
caches. Hence, from a powersaving standpoint,
accessingDRAM non-speculatiely after all the

snoopresponseblave beencombineds the bestsolu-
tion.

The speculatre fetching of data can also be
applied to cachesat the remote nodes.Therds an
opportunityto improve performanceby allowing the
dataarray look-up to occurin parallel with the tag
arraylook-up.Thisallows the datafetch lateng to be
overlappedwith thetag-arrayaccesdatengy expedit-
ing the transmissionof datain the event of a hit.
Speculatre fetchingof the dataprior to determininga
tag-arrayhit or misscanalsoconsumeexcessenegy
when a miss occurs. This is neverthelessa viable
trade-of whenperformances ata premium,asis evi-
dentfrom the factthat speculatre datafetchingtech-
niquesare employed in the IBM S-80[26,31] and
Sun Sunfire6800[29] seners. The casecan also be
madefor doing serialtag and dataarray accessei
commercialseners. Seners basedon both the Intel
Xeonll [2] andthe Alpha 21164[4] fetch dataseri-
ally with thetagaccessewhich leadsto somepower
savings.

Data Transmit: Evenwith a speculatre datafetch
in parallelwith the tag-arraylookup, the requesting
nodemuststill toleratethe lateng of the combining
logic which combinesthe snoopresponseso deter-
mine which nodewill supplythe dataaswell asthe
lateng of theactualtransmissiorof the datafrom the
source node to the requestingnode. To hide this
lateng it is possibleto speculatiely transmitthe data
beforethe snoopresponseombininghastakenplace.
We areunavareof a snoop-basedoherencerotocol
that speculatiely transmitsfetcheddatabut the SGI
Origin2000which implementsa directorybasedpro-
tocol speculatrely transmitsdatato therequestoif it
finds that the directory stateof the requestedine is
exclusive [27]. Therefore, when minimizing the
lateny to satisfy a load missis of primary impor-
tance,speculatre transmissiorof datacan be effec-
tive. The costof doingsois the increasedus power
and bandwidthconsumptioncausedby the unneces-
sarytransmissiorof datapaclets.For the purposeof
our initial evaluationof performanceand powver we
will assume sufficiently large bus bandwidthsothat
contention betweennodesto transmit data can be
ignored.

3. Methodology

In this sectionwe will describethe interconnect
architecturehatwill form the basisof the power and
performance discussions for owarious schemes.

3.1. Memory Subsystem Achitecture
3.1.1. Address Inteconnect

For simplicity of discussionand simulation we
have modelleda 4-way SMP with a single processor
pernode.The proposedschemeshowever, areeasily
scalableandcanbeappliedto architecturesvith mul-



tiple processors per node as well as additional nodes.
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FIGURE 4. Structure of Data Interconnect.

The architecturewe are modelling has separate
dataandaddressnterconnectsWe assumehateach
processors mountedon a separatdoard(in practical
systemgherewould be morethanone processoper
board).Theseboardsarethenattachedria theaddress
and data interconnects through the backplane.

Theaddressnterconnecbf our systemis basecdbn
the interconneciof the SunFire6800systems mem-
ory subsystenj29]. The interconnecforms a tree of
point-to-pointconnectionsandis logically equivalent
to a broadcasbus. In orderto broadcast snoop,the
snooppaclket musttravel to theroot nodebeforeit is
reflecteddown to all of theleaf nodesThisis consis-
tentwith ourassumptiorthatall nodesseea snoopin
the samecycle. Eachtransactioronthe addressnter-
connectneedgo passthroughtwo levels of switches
to getfrom the sourcenodeto the destinationnode.
The physical and logical addressnterconnectstruc-
ture is shawvn in Figure 3. Our systemmodelsthe
memorycontrollerat the root node,which is similar
to the IBM S80design[26] ratherthan connectedo
the leaf nodes li& the SunFire6800 [29].

Each link representshe delay to go from one
block (either a node or a switch) to another We
assumethe link delay equalto a single bus cycle of
7ns.We alsoassumea single bus cycle to transmita
paclet acrossa switch chip. Theseassumptionsare
roughly equivalentto the designassumption®of the
SunFire6800 [29].

3.1.2. Data Inteconnect

Thedatainterconnecalsoformsatreeof point-to-
point links. Eachboardhasa board-lerel switch that
links each processoron board to the backplane
switch. The backplaneswitch connectghe individual
boards.In our model eachboard hasonly a single
processorand so a board-leel switch may seem
unnecessaryowever, in anattemptto modelalarge-
scalesystemwe include a board-level switch in our
lateny and power calculationssincein larger com-
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mercialsystemgherewill be morethana singlepro-
cessorper board. The datainterconnecis illustrated
in Figure 4.

Like the addressnterconnectwe assumea single
bus cycle (7ns)link latengy anda singlebus cycle to
be switched across a board or backplawel lswitch.

3.2. Types of Speculation

Our discussion on the architectural trade-ofs
involved in snoop-basedoherencerotocolsimplies
threedegreesof freedomin their design:Snooping,
data fetch and data transmission.Snoopingcan be
doneeitherseriallyor in parallel.Parallelsnoopings
straightforvard and simply implies that the snoop
paclets are broadcastherebyarriving at every node
in the systematthe sametime. In serialsnoopingthe
shooppacletis sentto asinglenodeat atime serially,
startingwith the node nearestto the requestorand
proceedinguntil therequesis satisfiedor until all the
nodes have been snooped. This is adwantageous
becausehe nodeclosesto the requestosuppliesthe
datawhen available but more importantly power is
never wasted,from either speculatie tag and data
array look-ups or to transmit unnecessarysnoop
response paclets and data. As discussed in
Section2.2, non-speculatie datafetch is doneby a
nodeonly afterthe supplierof the datais determined
by combiningthe snoopresponsesvhile speculatie
datafetch involves performingthe dataarray lookup
in parallelwith thetag-arraylookup. Lastly, specula-
tive transmissionof dataallows the transmissionof
datato the requestoreven before the resultsof the
shoopresponsehave beendeterminedby the com-
bining network while serial datatransmissiondisal-
lows this. Note thatwe considerserialsnoopingonly
for readoperations Serial snoopingof write-related
commandshas consisteng model implications that
arebeyondthe scopeof this paper[28]. Serialsnoop-



ing of readsdoesnot violate weak consisteng mod-
els like the PaverPC consisteng model [30]. By
speculatingor serializingtheseoperationgo different
degreeswe will getvaryingresultsfor powerandper-
formance.Figure5 summarizesthe various design
choices Eachupward branchindicatesthatan opera-
tion is performedspeculatrely or in parallel,while a
downward branchindicatesthat the operationis per-
formed serially. Configurationsmarked with an ‘X’
arenotinterestingfor our study sincea non-specula-
tive datafetch implies a non-speculatie datatrans-
mission.Figure 5 indicatesseveral interestingcases
thatusevarying degreesof speculatiornin the snoop,
data fetch and data transmissionstages.Themost
aggressie approachis to perform all of the opera-
tions speculatiely: i.e. parallel snoop, speculatre
fetch and speculatie datatransmit while the most
conserative is to completeeachoperationnon-spec-
ulatively. Case#t and5 arespecialcasef the most
conserative approach(case6) whereonly the mem-
ory controller(andnot the otherprocessors$pecula-
tively fetches and transmits data.

3.3. Rarallel Snoop Potocols

We will now presenta detailedanalysisof eachof
theseconfigurationshighlighting the power and per-
formance trade-&d in each case.

3.3.1. Rarallel Snoop, Speculatre Data Fetch, Specula-
tive Data Transmit (PS/SF/ST)

This is the mostaggressie implementatiorof the
snoopbasedcoherenceprotocol. Snooppaclets are
broadcasto all nodesso that the tag-arraylookups
for every nodeoccurin parallel. Nodesaccesgheir
taganddataarrayssimultaneoushgothatin theevent
of a hit the datais ready for transmissionto the
requestar The latenciesinvolved to satisfy a data
request that misses in the local cache can be
explainedwith thehelpof Figure6. Thediagramuses
a timeline to indicatethe latenciesinvolved in com-
pleting variousoperationsand also shows the opera-
tions that occur serially and in parallel.

To explain the parallel snoop, speculatie data
fetchandspeculatie transmitconfigurationconsider
a read by P1 that missedin its local cacheand is
found in M state in P3.

We assumethe start of the snooptransactionas
time O sincewe areinterestedn knowing the lateng
betweenthe time the snoop is sent out by the
requestomndthetime whenit is satisfiedeitherby a
remotenodeor memory At time 0 P1sendsts snoop
paclet out on the addressinterconnect.Since the
interconnects logically equivalentto abroadcasbus,
the snooprequesimusttravel to the root nodebefore
beingreflecteddown to all of the branchesFigure 6
shawsthatthe paclet passeshrough2 switchesand3
links to getto the memorycontroller while it must
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Each node kgins tag-array look-up and data access in parallel
56:Tag check completed.Snoop responsslable at remote node.
63:Data fetch complete. Dataadlable in case of a hit.
91:Results of combining snoop responseslable to memory controller
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FIGURE 6. PS/SF/ST Coheence piotocol.

passthrough 3 switchesand 4 links to getto each
remotenode.Sinceeachlink aswell aseachswitch
hasa single bus cycle lateng, the snooprequestis
available at the memorycontrollerat 35ns(5 cycles)
and at the remote node after 49ng/(Tes).

As soon as the snoop requestis available, the
memory controller begins the DRAM accesswhich
hasa 70 nslateny (we assumea slightly more con-
senative accesdateny than [17]). Similarly when
the snoopreachesthe remote nodes,the tag-array
look-up andthe data-arrayaccessare startedsimulta-
neously We assumea single bus cycle for a tag-look
up anda 2-cycle lateng for a data-fetchoperationto
complete At 56 nsthe snoopresponsesire available
ateachremotenodeandthey mustbesentto thecom-
bininglogic. Thecombiningof thesnoopresponseis
doneat the root nodeandthe processof combining
incurs one bus cycle. The combininglogic decides
which nodewill supplytherequestediataor whether
it will comefrom the memory Sinceit takes 3 bus
cyclesto sendresponsefrom theremotenodesto the
root nodeanda cycle to performthe combining,the
resultof the snoopss availableat 84ns.They take an
additionalcycle to betransmittedbackto the memory
controllerand 3 additionalcyclesto be sentbackto
theremotenodesThereforeafter 105nstheresultsof
thesnoopsareavailableat all the nodes.Thisis simi-
lar to the snoopresponsdateny of 100nsreported
for the SunFire6800[29] whichis consistentvith the
fact that the addressnterconnectstructuresin both
systems areery similar

Reviewing our datainterconnecstructuredefined



in Section3.1,thedataneeddo traverse4 links and3
switchesto travel from the sourceto the requestar
Thedatatransmitis alsodonespeculatiely. Hence,7
cycles later, at 112ns,data from the remote nodes
reachesP1. Note that if multiple nodesattemptto
transmitdatain paralleltherewill be contentionon
thebus.For the purposeof this studywe areassuming
a sufficiently large bus bandwidthso that contention
issuescanbeignored.Also notethatwhencacheline
sizesare larger than the width of the databus inter-
connectsthen multiple datapaclets mustbe sentin
responsdo a single snooprequest.To simplify our
analysis,all our discussionson latengy and power
accountonly for the critical packet from a remote
nodeor memoryto be transferredo the requestoiin
order to satisfy the load miss. The remaining data
paclets will be transferred non-speculatiely and
thoughtthey will contrituteto the overall power con-
sumption their contritutionwill bethesamefor all of
the schemesSincewe are performinga comparatie
study betweendifferent versionsof the snoop-based
coherenceprotocol rather than trying to estimate
absolutevaluesof power, thesenon-criticalwordscan
be excluded without affecting our relative compari-
sons.

Sincethe resultsof the snoopreachP1 at 105nsit
knows in adwancethatit will acceptdatafrom P3and
discarddatafrom othernodes.Figure 6 shavs thatif
the requesteddatais presentin ary of the remote
nodes then the snoop requestcan be satisfied in
112nslf noremotenodehasacopy of thedatathenit
takes an additional 28nsto satisfy the requestfrom
memory It is importantto notethatmemoryspecula-
tively fetchedts databut it is never requiredto specu-
latively transmitits data.Thisis becauséheresultsof
the snoopare available to the memory controller at
91ns,beforethe DRAM accesscompletesat 105ns.
This schemeoffersthebestperformancdout alsocon-
sumesthe mostpower becausef the high degreeof
speculation imolved.

To look at the overall pover consumptionof this
configurationwe examinescenarioshatwill yield the
worst casepower consumption. Thgpover consump-
tion of the variousoperationghatareperformeddur-
ing a snoop transaction are representedby the
following symbols:

Plin: Power consumed to send a packet across a link in the
address or data interconnect.

Psy: Power consumed to route packets across a switch

Piag: Power consumed to do a tag-array |ookup

Pcache: Power consumed to fetch a block from cache

Prem: Power consumed to access DRAM

The power consumptiorof this configurationis as
follows:

Xmit Shoop: 8 Pjjp + 4Pgy

Remote node Tag access+ Snoop response Xmit:

3*(Pag + 2Pjink + Pgy) *+3Pjinct 2Psy
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0: Data request misses in the local cache and a snoop is initiated
35: Snoop pack reaches memory controller
49: Snoop paak arrves simultaneously at all remote nodes.

Each node lins tag-array look-up and data access in parallel.
56:Tag check completed.Snoop responsalable at remote node.
63:Data fetch complete.
91:Resultsof combiningsnoopresponsesvailable to memorycon-

troller.
105:Resultof combiningsnoopresponsesvailableto remotenodes
and chosen node gi@s to transmit data.Memory access also completes.
140:Data from memorwvailable to requestor

FIGURE 7. PS/SF/NT Coheence Potocol.

Remote node Data Fetch and Xmit:
3*(Pcache+ 4Py + 3 Psw)
Memory access: Ppem
If a remote processor node supplies the data:
Ptotal nglink"' 18Psw+ 3Ptag + 3Pcache"'Pr'r\er'n
If a memory supplies the data:
Piotar: 20Pjink + 11Pgy + 3Pag + 3Pcache + Prmem
3.3.2. Rarallel Snoop, Speculatre Data Fetch, Non-
Speculative Data Transmit (PS/SF/NT)

This configuration differs from the first
(PS/SF/ST)in that remotenodesspeculatiely fetch
datain parallelwith the tag-lookupbut they do not
transmit data until the snoop responseshave been
combinedandit is known which nodewill supplythe
data. By transmitting data non-speculatiely the
lateny to satisfy a requestfrom a remotenode is
increaseddy 42nsbut if the requests satisfiedfrom
memorythereis no performanceoss.Thisis intuitive
sincethememorycontrollerrecevestheresultsof the
shoop combining before it completesits DRAM
accessandthereforeit doesnot have to speculatrely
transmitdataeven in the mostaggressie configura-
tion (PS/SF/ST).

Figure 7 indicatesthat if this configurationis
emplgyedit is prudentto satisfyrequestdoundin the
S statefrom memoryratherthanthrougha cache-to-
cachetransferfrom aremotenode.This configuration
is more power efficient becauset doesnot specula-
tively transmitdata,and thereforethereis no power
wastedto transmituselesglatapacletsover the data
interconnect.
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The paver consumption for this configuration is:
Xmit Snoop: 8Pjink + 4Psy
Remote node Tag access+ Snoop response Xmit:

3 (Prag + 2Pjink + Paw) +3Pinct 2Pgy
Remote node Data Fetch and Xmit:

3*(Pcache)+ 4P+ 3 Psw
Memory access: Pypem
If a remote processor node supplies the data:
Piotai: 21Pjink + 12Pgy + 3Piag + 3Pcache + Prmem
If a memory supplies the data:
Ptotal Zoplink"' 11Pg, + 3Ptag+ 3Pcache+Prnem

3.3.3.Parallel Snoop,Non-Speculative Data Fetch, Non-
Speculative Data Transmit.(PS/NF/NT)

This schemeis less aggressie than the previous
two schemesinceit disablesspeculatie accesgrom
memoryanddatacache Datafetch occursonly after
snoopresponsediave beencombinedand the node
that will satisfythe requesthasbeenidentified. The
result of the reduced parallelism is an increased
lateny for both requestssatisfiedby remote node
cache-caché&ransfers(168ns)aswell asthosesatis-
fied from memory(196ns).The reducedspeculation
leadsto significant power savings. This is because
thereis no power wastedby nodesthatwill not sup-
ply data to perform data cache accesses.

The power consumptiorfor this configurations as
follows:
Xmit Snoop: 8 Pjjp+ 4Pgy
Remote node Tag access+ Snoop response Xmit:
3* (Prag + 2Piink + Psw) *3Plinict 2Pgy

Memory
4 switch2
3 4
switchl switchl
1 \ 2 5/ "\6
1 2 3 4
FIGURE 9. Serial Snoop Mechanism.

Remote node Data Fetch and Xmit:
Pcache"’ 4P|ink+ 3 I:)sw
Memory access. Prem
If a remote processor node supplies the data:
Piotai: 21Pjink + 12Pgy, +_ 3Piag * Pcache
If a memory supplies the data:
Ptotal Zoplink"' 11Pg, + 3Ptag +Prem
3.4. Serial Snoop Potocols

In all the configurationswe have presentedso far
we have assumedhat snoopsare broadcaston the
addressinterconnectWith this broadcastechnique
snooppacletsaretransmittedon every link sinceall
nodesmust seethe snooppaclet simultaneouslyA
more ‘power-aware’ methodologyfor snoop-based
coherencerotocolsis serialsnooping.Thebasicidea
is to prevent wasting power unnecessarilyoy trans-
mitting snooppacletsto nodeghateitherdo nothave
a copy of the dataor nodesthat have a copy but are
notresponsibldor sourcingthe dataastheresultof a
snoop.

Serial snoopingworks by initially transmittinga
snooppacletonly to theneareshode.This hodethen
doesa tag comparisonand if it finds the requested
block in M, S or E stateit sourcesthe datato the
requestorand snooptransactionendswithout either
the memoryor ary of the otherremotenodesseeing
the transaction.On the other hand, if the ‘nearest
neighbor’is unableto satisfythe requestjt forwards
therequesto the next level in the treehieracly. Fig-
ure 9 shavs the sequenceén which a snoopinitiated
by P1 travels throughthe addressnterconnectlt is
first sentto P2 (1,2) which forwards the snoopto
switchl and subsequentlyto the root node(3). The
snoopis thensentsimultaneouslyo the memorycon-
troller andto switchl of the other sub-tree(4). The
next nodeto receve the snoopis 3 (5) andin the
eventof amissthe snoopis sentbackto switchland
on to P46)l

This snoopingmethodologymakesthe assumption
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0: Data request misses in the local cache and a snoop is initiated
21: Snoop pack reaches P2.Data fetchgines at P2

28: Tag array look-up completes at P2

35:Data is non-speculaély transmitted to P1

49:Snoop response reaches P1

56:P15 request is satisfied

FIGURE 10. Serial Snoop: Load miss satisfied in P2.

that the switchesin the datainterconnectare slightly
moreintelligentandareableto forward snoopgo the
appropriatenodes Note again, thatwe considerserial
snoopingonly for readoperationavhich doesnotvio-
late the rules of the R@rPC consisterycmode.

Therearethreeserialsnoopingconfigurationghat
are more conserative in terms of speculationbut
offer significantopportunitiesfor power saving. The
configurations are serial snhoop/speculate data
fetch/speculatie transmit (SS/SF/ST), speculatie
fetch/nonspeculate transmit (SS/SF/NT and non-
speculatre fetch and transmit(SS/NF/NT). We will
discusghelateny andpower issuedor a snoopiniti-
atedby alocal missin P1andsatisfiedoy P2 (Section
3.4.13.4.1.),P3 (Section3.4.2), P4 (Section 3.4.3),
and Memory (Section 3.4.4).

3.4.1. Requested data is soced by P2

The snoopinitiated by P1 takes three cycles to
traversetwo links anda switchto getto P2. Thetag
accesompletesand the resultsare availablein the
samecycle sothatthe dataaccessanbegin. Hence,
in spiteof thefactthatthe tag-checkanddataaccess
occurserially, they appeato betakingplacein paral-
lel in Figure10. Theresultsof the snoopreachP1lin
49 nsandthe datawhich is non-speculatiely fetched
andtransmittedreached”1in 56ns.The snoopnever
reacheghe root nodeandthereforememoryis never
accessedThus,if a snooprequests satisfiedwithin
the samesubtreeby the nearestneighbor thereis a
performance gin as well as poer saings.

The paver consumption for this configuration is:

Xmit Shoop: 2Pjinkt Psw

P2 Tag access+ Shoop response Xmit:

Ptag+ 2PIink+ Psw

P2 Data Fetch and Xmit:

Pcache"' ZPIink"' Psw

Piota: 6Pjink * 3Paw + Piag+ Peache

TL ~ SNP P1
A% ) 5T .
[ I I T |
77 84
TL Xmitl33 P3
" DFgl Xmit 140 P3
63 133, 168

Memory Access | Xmitl

| 1
Memory

~
Cdd
Time Line

0: Data request misses in the local cache and a snoop is initiated

21: Snoop pack reaches P2.

28: Tag array look-up completes at P2

49:Snoop response reaches switchl and isdi@®d to root node.

63:Snoopesponseeachesoot nodeandis forwardedto memorycontroller
and to switch 1 of the opposite subtree.Memory controller begins DRAM
access.

77:Snoop reaches P3, Itgies tag-array access

84:Tag-check completed.Response sent back to P1

91:Data access completed. Data is non-specelgtiransmitted to P1

133:Snoop response aes at P1.DRAM access completes.

140:Data arxies at P1

168:Data from Memory reaches P1

FIGURE 11. Serial Snooping: Load Miss satisfied in P3.

3.4.2. Requested data is soced by P3

This exampledescribeghe scenarioof what hap-
penswhenP2is unableto satisfytherequesfrom P1.

P2 forwardsthe requesto switchlwhich routesit
to theroot nodeandfrom thereto memoryandback
down the tree to P3. P3 receves the snoop 8 bus
cyclesafterit reachedP2 which is the lateng for P2
to do a look up andre-transmitthe snoop.P3 deter-
minesthat it hasa copy of the requesteddataand
transmitsthe snoopresponsendthe databackto P1
at 140ns.The snoopreacheshe memorycontroller2
cycles after it reacheghe root node (63ns after the
transactiorbegan). In this examplewe have assumed
that the memorydoesa speculatie accesgo avoid
the significantlateny penaltyif the datais not found
in ary of the caches.In Section3.4.4 we presenta
scenariowhere the memory accessis done serially
after all the remotenodeshave failed to sourcethe
requested data.

This configurationobviously expendsmore power
than the configurationof Section3.4.1 becausethe
snooprequestravelsto morenodesbut it is still sig-
nificantly more power-efficient than the parallel
snoop configurations

The power consumptiorof this configurationis as
follows:

Xmit Shoop: 6PIink+ 4PSN

P2 and P3 Tag accesses and Xmit snoop resp:

2Ptag* 6Pjinc + 3Pgy



0 21
TL  Xmit P1
21_ 28 49 63 77
ITL | RSPI | | P2
I | | | |
77_84 10
TL Xm P3
P4
105 112 161
%’L RSP ’
P4
105 119
| DFI 14|7 Xmit 1|68
[ I | |
168
Memory Access 1|33 Xmltl Spec-Memory
|
1 182
Memory Access 3;3 |147 Xmit ?
|| |
117 Memory Access 2|17 Xmit IZSO
! ! Non-Spec-l\I/Iemory
g
Iime Line i

0: Data request misses in the local cache and a snoop is initiated

21: Snoop pacit reaches P2.

28: Tag array look-up completes at P2

49:Snoop response reaches switchl and isafiated to root node.

63:Snoopresponsaeachesoot nodeandis forwardedto memorycon-
troller and to switch 1 of the oppositesubtree.Memory controller begins
DRAM access.(speculag case)

77:Snoop reaches P3, Itdies tag-array access

84:Tag-check completed.Request fanded to switchl

105:Request forarded to P4.dg look up bgins

112:Tag check completed.Response transmitted to P1.

119:Data fetch completes.Data transmitted to P1

133:Memory access completes (specutatiase)

147:Snoopresponsevailableto memorycontrollerDatatransmittedto
memoryif required.lfmemoryis fetchingdatanon-speculatiely thenmem-
ory access lgns

168:Data from P4 reaches P1.

178:Data wuld reach P1 if speculagly transmitted by memory

182:Data from memory reaches P1 if aswfetched speculagly

217:Non-speculate fetching of data from memory completes

250:Data fetched and transmitted non-speculatiely from memory
arrives at P1.

FIGURE 12. Serial Snooping: Load Miss satisfied in P4.

P3 Data Fetch and Xmit:
IDcache"' 4F)Iink + 3Psw
Memory: Prrem

If Memory does not speculaély fetch the data:
Ptotar: 16Pjink + 10Pgy + 2Piag + Peache

If Memory fetches data speculatly:

Ptotal: 16PIink+ lopsw"' 2Ptag+ Pcache+ Pr’r‘eﬂ

3.4.3. Requested data is soced by P4

Figurel12 describes scenariovheretheload miss
by Plis satisfiedoy P4or memory Only afterP2and
P3 have determinedhat they do not have a copy of
the requestediatadoesthe snooprequestreachP4.
Therefore,15 cycles (105 ns) after the snooprequest
originatedfrom P1, P4 performsa tag look-up to
determineif it hasa copy of the requestediata.P4

thentransmitsthe datato P1. Datafrom P4 arrivesat
the requestorl68nsafterthe transactiorstarted.This
is the maximumlateny to satisfyaload missfrom a
remotecachelf thesnooprequesmmissedn all of the

remote nodes then it must be satisfied from memory

3.4.4. Requested data is soced from Memory

The lateny to satisfy a load miss from memory
dependson the degree of speculationused by the
memorycontroller If the memorycontrollerfetches
dataspeculatrely it beginsits DRAM accessat 63ns
evenbeforeP3hasdeterminedvhetherit experienced
a hit or a miss. If the memorycontrolleralso trans-
mits its dataspeculatiely thenthe lateny to satisfy
the load miss is 168ns,.which is the sameas the
lateny for dataobtainedfrom P4. The dravback of
this schemads thatthe power to performthe DRAM
accessaswell asto transmitthe datapaclet on the
busis wastedif either P3 or P4 experiences hit. If
the memory controller only performsa speculatre
datafetchbut doesnottransmitthedataspeculatiely,
no power or bus bandwidthis wastedto transmit
unnecessarpaclets but the load missis satisfiedin
182ns.If the focus of the designis on conserving
power thenthe memorycontrollerwould not perform
its DRAM accessuntil it has determinedthat the
snoopmissedin all 4 remotenodes.In this casethe
load miss latencis 250ns.

The pover  consumption for
cases(SectioB.4.3 &Sectior8.4.4) is:

Xmit Shoop: Pjink + 5Psy

P2 ,P3 and P4 Tag accesses and Xmit snoop resp:

3Ptag + 5Pjink + 3Pgy

these

P3 Data Fetch and Xmit:
Pcache"' 4PIink + 3PSN
Memory: Prem

If Memory does not speculaély fetch the data:

Ptotar: 18Pjink + 11Pgy + 3Ptag + Peache

If Memory fetches data speculatly:

Protal’ 18F)Iink+ 11Pg, + 3Ptag+ Peache + Pmem
_ If Memory fetches and transmits data specula-
tively:

Ptotal’ 2]-F)Iink"' 13Psw+ 3P’[ag"' Peache + Pmem

If the snoopmissesin all remotenodesand mem-
ory supplies the data:

Ptotar: 17Pjink + 10Pgy + 3Piag + Prem

4. Simulation Results

We usean augmentedrersionof the SimOS-PPC
[32] full systemsimulator-which is a PaverPC/AIX
port of the SimOSsimulator[33]--to collectstatistics
on load misses.We studied the behaior of load
missedn four benchmarksraytracefrom the Splash-
2 Benchmarksuite[25],specweb9919], specjbb2000
[19] andtpc-w[18] on a 4-way SMP with a4-way set
associatie 8MB L2 cache with 128 byte lines.
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FIGURE 13. Average Latency to satisfy Load Misses.

Figurel13 shaws a plot of averagelatenciedo sat-
isfy aloadmissfor thesix configurationslescribedn
the paperstartingwith the mostaggressie (Parallel
Snoop,Speculate Fetch, Speculatre Transmit or
PS/SF/ST)and ending with the most conserative
(Serial Snoop,Non-speculatie Fetch,Non-Specula-
tive Transmit or SS/NF/NT).

Figure 13 shavs thatthe mostaggressie configu-
rationhasthelowestlateng to satisfyaload missbut
the mostconserative configurationdoesnot have the
worst performanceThis is becausehe effectiveness
of the serial snoopdependsuponhow mary timesa
load miss can be satisfiedby its nearestneighbor
Whenthis is the casethe lateng to satisfy the load
missis 56nsascomparedo 112nsin themostaggres-
sive case(PS/SF/STand168nsin themostconsera-
tive casewith parallelsnoop(PS/NF/NT).Evenwhen
the snooprequestis satisfiedby the next bestnode
usingtheserialsnoopingechniquethelateng to sat-
isfy a nodemissis 140nswhich is still lessthanthe
latenciesfor both parallel snoopcaseswith lessthan
maximum speculation (i.e. PS/SF/NT and
PS/NF/NT).

The latencies of serial snoop configurations
dependon the locationwherethe load missis satis-
fied. Figure14 shows that on average31% of load
missesaresatisfiedby the nodenearestherequestar
21% are satisfiedby the next nearesnode,20% are
satisfiedby the farthestnode, and 26% of all load
misses are satisfied by memory

In larger systemswith more processorsve ervi-
sion serial snoopingbeing performedby forwarding
snoop paclets betweensub-treesconnectedto the
sameboard-level switch ratherthan individual pro-
cessorandthereforewe expectour resultsto scalein
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Neighbour
40 Next Nearest

% of load misses satisfied

10

%

2

0
raytrace specweb tpc-w

specjbb

FIGURE 14. Load Miss Distribution.

asimilar fashionevenfor alargenumberof nodes Of

course,whetheror not our resultsscalecan only be
determinedby simulation of systemswith a large
numberof processorsWe leave this effort to future
work. Figurel3 gives a clear indication that serial
snoopperformsworsethanonly the mostspeculatie

configurationand the lateny penaltyis on average
6.25%with the bestcasebeingonly 2.6%in raytrace.
The performancepenalty for the most conserative

configuration(SS/NF/NT)which would yield maxi-

mumpower savingsis on average23%andin thebest
case8.7% (alsoin raytrace).This indicatesthatserial
snooping configurations provide opportunities for

power savings andstill performbetterthansomepar-
allel snoop configurations.

It is intuitive that the power savings will increase
asthe dggreeof speculations reduced We quantify
the power sarings in termsof the reductionin activ-
ity; actwvity is representetly symbolictermsthatcor-
respondto the different types of actiities that are
includedin the equationgpresentedn Section3. We
arecurrentlyunableto substituteactualenegy mea-
suresfor the symbolictermsdueto the unavailability
of empiricalmeasurement®r someof the actities
(€.9-Pjink Psw)- The power consumedor eachof the
six configurationss basedon statisticsfrom our exe-
cution-driven simulationandis shavn asa weighted
sum of eachof the differenttypesof actiities. The
weights are determinedaccordingto the load miss
distributions presented in Figure 14.

It is clearthatthereis opportunityfor significant
savingsin power consumptionAccuratelymodelling
multiprocessorinterconnectpower dissipation and
switch and driver power dissipationare the focus of
ongoingandfuture researchTo establishpower sa-
ings we will compareeachof the suggestedonfigu-
rationswith the mostspeculatre configurationwhich



consumes the most ywer.

The following equations summarize the total
power for eachof the six casesaswell asthe sarings
relative to the baseline case (PS/SF/ST):
PSISFISTPiotar 26.5Rnk + 16.1Ry,+ 3Ptag+ 3Feache +Pmem
PS/SFINT
Piotal: 20.7Pjin + 11.7Pgy+ 3Piag + 3Peache + Pmem
Psave: 5'8P|ink+ 4'4PSN
PS/NF/NT
Protal: 20.7Pjjnc + 11.7Pgy+ 3Piaq + 0.732Pcacne + 0.26%Pmem
Peve 5.8Pjink+ 44Pgy+ 2.26Pacher 0.73rem
SS/SFIST
Protal: 14.2Pjjnyc + 8.41Pg,, + 2.16Piq + 0.74Pcacne + 0.6Pem
Psave: 12.9Pjin+ 7.69Pg,, + 0.84Pysq + 2.26Pcache + 0.31Pmem
SSISFINT
Protal: 13.51Pjjn+ 7.73Pgy + 2.16Piaq + 0.74Pcache +0.6%Pmem
Psave: 12.9Pjjny + 8.37Pgy + 0.84Pyaq + 2.26Pcache + 0.31Pppem
SS/NF/NT
Protal: 13.51Pjjp+ 7.73Pgy + 2.16Piaq + 0.74Pcache + 0.26P e
Psave: 12-9PIink+ 837P5N+ 084Ptag + 2.26Pcache+ 074Pmem

Figure 15 also shaws the contribution of the vari-
ous actiities to the overall power consumptionfor
eachof the six configurationgresentedn the paper
The power consumptionof eachactiity is basedon
theweightsof the correspondingctivity in the power
equations presentedabore and normalized with
respectto the PS/SF/STconfigurationwhich con-
sumesthe most power.The relative power consump-
tion due to Py ,PswPag and Peache decrease
significantly as the degree of speculationdecreases
from parallelsnoopingconfigurationgo serialsnoop-
ing configurationslt is worthwhileto notethe oppor-
tunity for power savings achieved by checkingthe
nearesheighboreforeforwardingarequesto mem-
ory asis evidentby thedropin Py,eyin Figurel5. It
is obvious from Figure 15 that maximumpower sav-
ings are achiezed with no speculationin snooping,
data fetch and data transmit. However, it is more
interestingto notethatthesesavings areonly slightly
morethanthe savings obtainedby usingserialsnoop-
ing with full speculatiorfor memory This technique
is a clearwinner with substantiabower saszings and
minimal performance dgadation.

5. Conclusions and Futue Work

The use of speculationto reducelateny is an
importantarchitecturaconsideratiorwhile designing
cohereng protocolsfor modern SMP systems.We
have conductedh preliminaryperformanceindpower
analysisfor varying degreesof speculatiornin a scal-
able snoop-baseaohereng protocol modeledafter
thelBM S80andSunFire6800systemsWe conclude
that thereis significant potential for power savings
without severe performancedegradationby reducing
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the degree of speculationin certainoperationsSpe-
cifically, we find that employing serial snoopingfor
readcommandswith speculatie datafetchandtrans-
mit from memory provides substantialreductionin
power consumptionwithout significantperformance
overheadonly 6.25%lateng increase¥or the setof
workloads studied.

We plan to develop a detailed, execution-drven
power modelthat accountdor all eventsin a coher-
enceprotocolandis empiricallyvalidatedagainstreal
designs. Such a model will allow us to conduct
detailed tradeof analysis for poweraware cache
coherencemechanismsincluding additionaladdress
and datatopologiesbeyond the onesdescribedhere,
moreadwancedcoherencerotocols,aswell asadap-
tive mechanismshat adjustprotocolpolicy basedon
load criticality or other measures.
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