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Abstract — Traditionally, QoS has been addressed by using network measurements (e.g., loss rates and delays), and little attention has been paid to the quality perceived by end-users of the applications running over the network. Here, we address the issue of integrating speech quality subjective scores and network parameters measurements, for designing control algorithms that would yield the best QoS that could be delivered under a given communications network situation. First, we build a neural network based automaton to measure speech quality in real time, at the style of a group of human subjects when participating in an MOS test. We consider the effects of changes in network parameters (e.g., packetization interval, packet loss rate and their pattern distribution) and encoding on speech signals transmitted over the network. Our database includes transmitted speech signals in different languages. Then, we outline a control mechanism which, based on the application performance within a session (i.e., MOS speech quality scores generated by the neural networks), dynamically adjusts parameters (codec and packetization interval). Finally, we analyze preliminary results to show two main benefits: first, a better use of bandwidth, and second, delivery of the best possible speech quality given the network current situation.

Index Terms — Voice over IP, Packet Switched Networks, Speech Quality Assessment, Neural Networks and End-to-End Control Mechanisms.

I. INTRODUCTION

Recent studies on real-time multimedia applications \cite{14,20,23,30} involving the transmission of voice over packet switched networks have emphasized the difficulties of having a best-effort Internet service model. It introduces variable delays and loss distribution patterns that greatly decrease audio quality. This best-effort delivery policy will not change for a long time; thus, in order to get acceptable Quality of Service (QoS) levels, it has become extremely important to develop control mechanisms that eliminate, or at least minimize, the effects of network parameters on the quality of audio signals as perceived by users at destination points \cite{2}. In fact, the quality perceived by end-users may define the scope of applicability \cite{20}, or, furthermore, the final acceptance of real-time multimedia services \cite{28}. For example, the QoS delay constraint could be mitigated when using Internet telephony on a local or metropolitan basis.

Several approaches have been developed to address this issue, including:

a) forward error correction (FEC) algorithms have been developed to minimize the effect of packet loss, by sending additional information to aid in packet recovery \cite{2,23,25};

b) control mechanisms working at destination points to minimize the effect of delay variations between successive packets \cite{3,8};

c) adapting scalable bit-rate codec and prioritized transmission algorithms, at the network layer, to get a smooth degradation of quality during network congestion periods \cite{1};

d) equation-based control algorithms to reduce congestion for unicast applications \cite{12}.

Traditionally, control algorithms to improve QoS have been designed based on measurements of a wide range of parameters, the most commonly used being: network parameters (packet loss rate, packetization interval, arrival jitter, loss distribution, and end-to-end delay); parameters related to the ability of codecs to encode or compress original speech signals without losing significant information (codec algorithm, sampling rate, and number of bits per sample); and other parameters like the echo (which may occur due to long end-to-end delay), the crosstalk effect (when two or more persons start talking at the same time), and the number of participating sources in the multiparty conferences \cite{18,21}. Here, we focus only on unidirectional communication processes.

Even though the main concern for QoS is to maximize the quality of the data delivered at the destination point, most of the current discussion is concentrated on finding a way to keep within certain limits some of the network parameters (e.g., packet loss rate (LR) and delay variation), and little attention has been paid to the quality perceived by the end-
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users on the application running over the network. Although the average perceived quality at the destination points has been used to analyze how changes in network parameters, due to the action of control algorithms, improve speech quality [2], it has not been used to actually design the control algorithms.

Other authors have shown the advantages of including an application’s semantics in the design of that application protocol, like in Application Level Framing (ALF) [5], and in the Scalable Reliable Multicast (SRM) framework [11]. Thus, in a similar fashion, in order to obtain the best QoS that can be offered given a particular network situation, we propose to develop a control mechanism that takes into account the assessment of speech quality itself, as would be perceived by users at the destination point during the execution of a specific application. However, before this can be done, the issue of speech quality assessment in real time needs to be tackled. The main difficulty is that, although there are two types of methods to measure speech quality, both involve time-consuming procedures, which makes it impossible to implement them in a real-time application. The first method is objective quality assessment, in which speech quality assessment is carried out based on mathematical analyses that compare original and distorted samples [9][10][13][24]. The second method is subjective quality assessment, where a group of people, acting as users at the destination point, give a measure of an application performance by rating speech signals distorted by different situations of the network over which they are transmitted [17][19][20].

Based on the fact that, so far, the best way to evaluate speech quality is subjective listening tests [29], in a preliminary study [20] we showed how neural networks could be used to model humans’ subjective assessment of speech quality during a Mean Opinion Score (MOS) listening test. In this paper, our aim is to continue the development of a neural networks based automaton to measure speech quality in real-time, by including a more robust database to train the neural networks. The data was gathered by conducting MOS listening tests with groups of people assessing speech quality in different languages (Spanish, Arabic and French).

An additional motivation of our work is to lay the basis for designing control mechanisms that integrate measurements of network parameters with the subjective speech quality scores generated by the neural networks. These mechanisms should work in real time, and they should integrate the neural networks quality score with other network parameters (e.g., encoding, packetization interval, packet loss rate and their pattern distribution) and other control mechanisms (e.g., FEC, congestion control), in order to guarantee the best possible speech quality given the communications network current situation.

Our paper is organized as follows: in Section II, we describe the testbed used to measure and select the important parameters and their ranges in order to train the neural network. Section III addresses the collection of the Mean Opinion Score database and the result analysis. Section IV exhibits the training phase of the neural network and shows the ability of the neural network to reproduce the MOS scoring. Finally, Section V proposes a new real-time control mechanism where TCP-Friendly congestion control is combined with the neural network to obtain better speech quality and to save additional bandwidth.

II. MEASURING NETWORK PARAMETERS IN A TESTBED

This section presents the testbed that we used to identify the most relevant parameters and their ranges for real-time transmission of speech. In addition to the parameters mentioned in the introduction, we noticed that real-time audio in general and speech in particular are sensitive to other factors that, when combined with the network behavior, give a different resulting perceived quality. One of these parameters is the spoken language [19]. A series of tests with different languages showed in fact that they do not equally tolerate the losses. More refined analysis that was not however taken into account in our development showed that the speaker speech style is also an important parameter in the comprehension tests. For these reasons, all our MOS experiments were done for three languages.

A simple survey on IP telephony users today showed that they generally fall into the following categories. A first category concerns telephony nationwide. We did for that reason, three series of measurements between Rennes (ENST-B) and peers laying respectively in Rennes (Irisa) (2 Km distance), Brest (300 Km) and Sophia Antipolis (1300 Km). The second category is related to international phone calls and for that reason tests were accomplished between Rennes and Mexico City (Mexico). The number of hops, minimum, average, and maximum one-way delay in ms between Rennes (ENST-B) to the other sites are shown in Table 1.

The third category of communications in a LAN was not considered because it was difficult to find a real practical situation where a 10Kb/s IP flow does not easily find its way through a 10Mb/s or even a 100Mb/s LAN.

Each session consists of sending a 160-byte packet every 20 ms as real-time traffic carried by RTP protocol. The duration of the session is 10,000 packets. The receiver reports the total number of packets, the total loss rate, and

<table>
<thead>
<tr>
<th>Site</th>
<th>Hops</th>
<th>Min. delay</th>
<th>Av. delay</th>
<th>Max. delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irisa</td>
<td>6</td>
<td>4.2</td>
<td>11</td>
<td>70</td>
</tr>
<tr>
<td>Brest</td>
<td>7</td>
<td>7.1</td>
<td>43.3</td>
<td>117</td>
</tr>
<tr>
<td>Sophia</td>
<td>12</td>
<td>24</td>
<td>35</td>
<td>60</td>
</tr>
<tr>
<td>Mexico</td>
<td>28</td>
<td>149</td>
<td>159</td>
<td>221</td>
</tr>
</tbody>
</table>
percentage rate of each \( n \)-consecutively-lost packets. The destination considers any packet that arrived after the playback threshold as lost. This is to avoid the jitting problem. In fact, there are several algorithms to choose the best value of the playback threshold in order to minimize the percentage loss rate and to avoid the jitting problem [8].

For each site, we repeated (50 times for each site) the tests in working-day hours and in different days. Then we selected the results that give the maximum and minimum percentage loss rate. By varying the playback time length, the percentage loss and the loss distribution change accordingly. Fig. 1 depicts the minimum and maximum percentage loss rate. As expected, the loss rates decrease when we increase the playback buffer length of the receiver and the number of hops. In Fig. 2 and Fig. 3 we plot the rates of consecutively lost (CL) packets against the buffer size. The first figure shows minimum values and the second shows maximum ones. The two figures show the frequency of \( n \)-consecutively lost packets where \( n \) varies from one to ten.

As it is clear from these two figures, in national sites, the three consecutive loss pattern is considered the limit. While in the international case, five consecutive losses is the limit.

The same approach was taken in [4] (with almost the same paths for tests), however the number of years separating the two experiments clearly show an improvement in delay and loss bounds.

The tests that we described were intended only to give a realistic figure on the average values taken by the parameters that we use in the neural networks training. Therefore, the databases that will be used to train the neural network are as close as possible to real network situations.

Based on the statistics collected from the above experiment, we have selected values for the network parameters as follows:

1. Loss rate: 0, 5, 10, 20 and 40 %. In fact, the loss rate depends on the bandwidth, network load, congestion and the choice of a strict playback time. For more details about packet loss dynamics, see [23].
2. Loss distribution: we have chosen the number of consecutively lost packets as the loss distribution, which varies from 1 up to 5 packets dropped at a time. Of course in some situations, there may be more than 5-consecutively-lost packets. However, for the sake of simplicity, we consider them as multiple of 5-consecutively-lost packets.
3. We have chosen the values of the packetization intervals as 20, 40, 60 and 80 ms. In fact the majority of the existing real-time applications use one or more of these values.
4. For the speech encoding algorithms, we have selected PCM (64kbps), G726 ADPCM (32kbps) and GSM-FR (13.2kbps). The corresponding packet size is 160, 80, and 33 bytes for a 20 ms packetization interval. From the literature [15], the corresponding subjective MOS quality rates are 4.4, 4.1 and 3.6 respectively. These values correspond to an absolute score that evaluates the codec with non-distorted samples.

Of course, one can use any mechanism of FEC [7] to reduce the amount of total loss but on the cost of extra delay, which in turn controls the loss rate if strict playback time mechanism is used. In networks employing some kind of QoS mechanisms like IP DiffServ or ATM, one can control the amount of losses to achieve a certain level of audio/speech quality [1].
A. Other Effects

The delay will map to loss if a strict playback time mechanism is used. Moreover, when a dejittering buffer [8] is implemented, the effect of jitter will be masked and it will map to loss. In one-way sessions, there is no echo effect [7]. However, when two-way sessions are used, one should use a mechanism to control the echo effect, like echo suppression or echo cancellation. For a complete discussion for packet loss, delay jitter and the recovering mechanisms, see [14].

III. A MEAN OPINION SCORE (MOS) DATABASE FOR DIFFERENT LANGUAGES

In building neural networks applications, the first step is data collection. Here, we collected a database conformed by a set of samples of distorted speech signals, according to network parameters variations as described in Section B, and their associated quality score given as the average opinion of a group of human subjects.

The quality scores were obtained through a series of MOS experiments, which were carried out following an ITU-recommended method [17]. It should be noted that some authors [28] have questioned the suitability of these methods to assess speech and video quality when transmitted over packet networks. However, in our approach, whenever a better method to evaluate speech quality becomes a standard, in order to update our system it will only be required to repeat the MOS experiments and to retrain the neural networks with the new database.

Distorted speech signals were generated by using an IP network testbed, comprised by a sender, a router, and a receiver. The sender controls the packetization interval, the selection of the encoding algorithm and the sending rate. The router controls the loss rate, and the loss pattern distribution. Finally, the receiver stores the received signals, decodes them, substitutes lost packets by silence periods, and it calculates the loss rate and number of consecutively lost packets. Of course, one can substitute lost packets by comfort noise, waveform substitution, etc. For simplicity we chose silence insertion.

Each sample consists of speech material sent from the sender to the receiver according to a given combination of network parameters values obtained in Section B and in data from the literature. In addition, it has been established that coders performance shows language dependency [19]. Thus, language type is another variable included in our database. We conducted MOS tests in three different languages: Spanish, Arabic and French. During the tests, groups of human subjects (15 in the Spanish and Arabic tests, and 7 in the French test) were asked to indicate the quality of the speech they heard on a 5-point MOS scale.

Our results show that speech quality degrades in all languages as the packet loss rate increases, regardless of the packetization interval, language and codec (see Fig. 4 and 5).

In addition, under certain situations, speech quality language dependency was also observed. That is, given the same network parameter variations, the MOS scores differ according to the languages. For example, when encoding with PCM, using a packetization interval of 20 msec., and having a packet loss rate of 5%: a) in Spanish the MOS tends to improve as the number of consecutively lost packets increases, it varies from 3.58, for 1 packet lost at a time, to 4.37 for bursts of 5 consecutively lost packets; b) in French, it shows almost no variation and goes down a little bit, 4.06, 4.04, 4.04 and 3.95 for bursts of 1, 2, 3, 4 and 5 packet lost, respectively; and c) in Arabic, MOS also shows small changes, although its level is lower than that in French (see Fig. 6).

In this way, we generated the database of distorted speech signals and their corresponding quality scores. These scores are given as the average opinion of a group of human subjects, to train a neural network to assess speech quality. The neural network reproduces scores at the style of the group of human subjects that participated in the MOS tests. It must be pointed out that we included variations in network parameters that cover a wide range of combinations. Once the neural network is correctly trained it can evaluate the MOS for new network situations other than those described in Section II.
In this paper, we only aim to show the viability of developing a neural network based automaton that may assess in real-time the quality of speech signals transmitted in a packet network. Thus, future work could include not only the implementation of our system in the environment described in Section B, but also the addition of new parameters (echo effect, two-way sessions,...) and more refined databases.

IV. ASSESSMENT OF SPEECH QUALITY WITH NEURAL NETWORKS

Based on the language dependency result obtained in Section C, when finishing the MOS tests we ended up with one set of samples for each language:

\[ S_e = \{(x_{e1}, q_e), (x_{e2}, q_e), \ldots, (x_{el}, q_e)\} \]
\[ S_a = \{(x_{a1}, q_a), (x_{a2}, q_a), \ldots, (x_{al}, q_a)\}, \text{ and} \]
\[ S_f = \{(x_{f1}, q_f), (x_{f2}, q_f), \ldots, (x_{fl}, q_f)\} \]

Where the input vectors \( x_i \)'s are conformed by values of network parameters (i.e., packet loss rate, packetization interval, number of consecutively lost packets) and the encoding algorithm. The speech quality scores \( q_i \)'s were calculated as the average opinion of the human subjects in the MOS tests.

Thus, our neural networks based automaton has the architecture shown in Fig. 7. A three-layer feedforward neural network for each set of samples (language), and an output unit to generate a single output for the overall architecture.

A commercial simulator (Neuroshell Predictor version 2.0) was used to train the neural networks, which uses Backpropagation [26] as the learning algorithm. The database sizes for Arabic, French and Spanish are 100, 65 and 100 samples respectively.
We trained the neural network with the first 80% of database samples for each language. The remaining samples were used to test the trained neural network. By comparing the real quality scores against the neural networks predictions, the training and testing samples are plotted in Figures 8, 9 and 10. From these figures, we can see two important results. First, the neural network has the ability to learn very accurately the evaluation of the MOS for a given set of input parameters (Section III). This is clearly shown in the first 80% samples. Second, it is able to have a very precise estimation of the MOS for any new values of the input parameters. This is shown in the last 20% of the results in the curves. The statistics are:

- for Spanish: Correlation coefficient =0.998, \( r^2 =0.9965 \), and Average error =0.03;
- for Arabic: Correlation coefficient =0.994, \( r^2 =0.9876 \), and Average error =0.06; and
- for French: Correlation coefficient =0.985, \( r^2=0.97059 \), and Average error =0.10.

As can be observed, the results are very encouraging, the neural networks approach allowed us to get a very good model of a nonlinear mapping that resembles the way human subjects assess speech quality.

Regarding the updating frequency of the input parameters (loss rate, codec, packetization interval,…); if the control protocol used to carry the feedback information is RTCP, one has to update the inputs one time every 5 secs at the sender side. So the subjective speech quality can be calculated every 5 secs at the sender side. While the receiver has all the information instantaneously, all the inputs can be updated as the user prefers, but the minimum interval is the time of the packetization interval, which is 20 ms in general.

Regarding the diversity of languages in the world, it is not so difficult to carry out the MOS experiment for the majority of languages, and in this case, for the rest of languages, we can take the average of the tested languages as a references. We believe that by taking the average the accuracy of the non-supported languages will be within \( \pm 0.5 \) which is tolerable in the ITU-T 5-point scale; while maintaining complete accuracy in the supported languages.

Communication networks characteristics are changing rapidly, thus neural networks adaptability is one of their greatest advantages. Neural networks can be re-trained as frequently as necessary, based on the network conditions or when different databases are gathered (based on MOS tests with different phrases, different people, or by the development of new methods for assessing speech quality, etc.). In this way, this approach allows us to ensure that speech quality assessment can be done with a nonlinear mapping that best resembles the end-users perception of speech quality signals given the current communications network situation.
V. TOWARDS A “HYBRID” CONTROL MECHANISM
INTEGRATING NETWORK PARAMETERS MEASUREMENTS AND
SPEECH QUALITY SUBJECTIVE SCORES

It is very likely to see a progressive adaptation of most of the multimedia RTP/UDP/IP based protocols to the proposed TCP-Friendly algorithm. Although this is required to avoid the congestion collapse of the global Internet, it can drastically reduce user-perceived quality.

In [12], a TCP-Friendly Rate Control (TFRC) mechanism is proposed to control the rate of real-time applications such as audio and video conferencing.

Using TCP-Friendly like mechanisms to adapt audio applications is a way to behave as a TCP connection and hence to be less aggressive than UDP open loop flows. A TCP-Friendly sender is able to adapt its bandwidth according to network conditions. This means that it will send less data than a normal open loop UDP application. It means also that adapting the flow to the current measured network conditions will be benefic to the global Internet but may reduce dramatically the perceived quality [27]. Once the sender is obliged to decrease its bandwidth, it has to take a decision on how to decrease it. This is the goal of our control mechanism.

We propose to use the neural networks that we presented in the previous sections in order to decide on the best adaptation a sender could use when it receives congestion control information from the network. We show that the usage of the neural networks will help saving additional bandwidth in the sender and will help in improving the MOS results under the same network conditions. As shown in Section III, the same MOS scores can be obtained by several combinations of input parameters. For example, for a given bandwidth one can choose the most suitable codec that gives the best quality. On the other hand, for a given MOS score one can choose the best input parameters to reduce the required bandwidth. By changing the packetization interval (and hence changing the packet rate sent to the network), one may improve the loss ratio. Reducing the sending rate by choosing a different codec (smaller packet size), adding or removing FEC, changing the packetization interval are decisions that can change the MOS in the receiver under the same congestion circumstances and may reduce the bandwidth required by the application to deliver the real-time speech signals from the sender to the receiver.

The new control mechanism, shaded parts in Fig. 11, is composed of three parts:

1. The first part is a TFRC that periodically calculates the suggested sending rate. It receives feedback from the receiver using, in our case, RTCP extensions. The periodicity of the calculation can depend on RTCP recommendations (5 seconds and not more than 5% of the data traffic) or can be like the TFRC implementation (every Round Trip Time).

2. The second part is the neural network trained at the receiver side to measure in real time the MOS based on the network conditions. It sends feedback information to the sender. When RTCP is sent back with network statistics, we use an additional field to code the MOS result evaluated in the receiver.

3. The third part takes these results and based on internal rules, decides on the new parameters to be used. The internal rules for the moment are very simple and simply change the codec. Additional complexity can be added to integrate more parameters and to decide on the frequency of the switches. A compromise between parameters stability and bandwidth utilization should be calculated.

In order to test this control mechanism, we used an RTP/RTCP stack (the implementation goal is only for the validation of the new concept) that we upgraded with the Equation-Based Congestion Control implementation (TFRC)[16]. The network topology prepared for the tests is composed of a sender implementing TCP-Friendly, RTP and RTCP protocol necessary for the feedback information.

We used only one parameter (the codec type) to demonstrate the advantage of the new control mechanism. Adding other parameters can improve even more the MOS result and will generally depend on the nature of the application.

A local development (bypass software developed at INRIA Sophia Antipolis) in the router simulates a bottleneck that happens after a minute of normal operation. In addition to the bottleneck, a delay is applied to packets going through the router.

In Fig. 12, we plot the behavior of the calculated bandwidth as suggested by TFRC and the saved bandwidth when the receiver decides to change from PCM (64Kbps) to GSM (13.2Kbps) codec based on a decision taken by the sender to maintain a good quality. We can see that when the bottleneck is detected, the sender adapts its rate to even less than the available bandwidth.

In Fig. 13, we compare the two measured MOS at the receiver side for the case when the sender follows our control mechanism by changing the codec and the case when the sender blindly follows what TFRC suggests and hence continues using the PCM codec in the bottleneck periods. Clearly, the MOS is improved even in presence of congestion. The decision to change the codec, that is usually taken manually by an expert user (he has to understand all “advanced features” of the conferencing software) when he/she starts to suffer from the network conditions is taken automatically by our new controller.

Moreover, our control mechanism may also be helpful in the absence of congestion by deciding the best combination of the parameters by which the end-user will receive the best quality.
Finally, by using this control mechanism, and to maintain a certain level of quality, the sender can decide to use the exact bandwidth required by the application in the absence of congestion and not to give only an upper bound. This is shown in the first part in Fig. 12.

![Fig. 11. Architecture of the proposed hybrid control mechanism.](image)

In this paper, we have presented a new mechanism that combines an automated real-time subjective speech quality assessment with a TCP-Friendly rate controller. It helps in delivering the best speech quality and in saving any superfluous bandwidth for a given network situation. The controller decides, based on the subjective quality and on the network conditions (TCP-Friendly rate controller suggestions), which parameters that should be modified to achieve this task.

We use the neural network to learn the human evaluation of the perceived quality of degraded speech signals when transmitted on the network. We take into consideration the effect of language, codec type, packetization interval, loss rate, and loss distribution.

We showed that the neural network reproduces very accurately the subjective evaluations. It is also capable of evaluating the subjective quality in presence of new sets of network parameters’ values. In this way, one can automatically measure in real time and with good confidence the subjective speech quality.

In order to build the database used for training and testing the neural network, we carried out a series of field tests. This helped us in the choice of the mentioned parameters and their ranges.

The future trends may be in the enhancement of the controller by taking into account all the possible parameters. We suggest to investigate new parameters for the network, the language, the session type (one way, two way and conferences), the echo, etc.

We focused the study on speech whereas the overall method could be applied to audio and video when transmitted in real time over any kind of packet-switched network.

![Fig. 12. Rates suggested by tcp-friendly and the saving using control rules.](image)

![Fig. 13. MOS values with and without our control.](image)

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a new mechanism that combines an automated real-time subjective speech quality assessment with a TCP-Friendly rate controller. It helps in delivering the best speech quality and in saving any superfluous bandwidth for a given network situation. The controller decides, based on the subjective quality and on the network conditions (TCP-Friendly rate controller suggestions), which parameters that should be modified to achieve this task.

We use the neural network to learn the human evaluation of the perceived quality of degraded speech signals when transmitted on the network. We take into consideration the effect of language, codec type, packetization interval, loss rate, and loss distribution.

We showed that the neural network reproduces very accurately the subjective evaluations. It is also capable of evaluating the subjective quality in presence of new sets of network parameters’ values. In this way, one can automatically measure in real time and with good confidence the subjective speech quality.

In order to build the database used for training and testing the neural network, we carried out a series of field tests. This helped us in the choice of the mentioned parameters and their ranges.

The future trends may be in the enhancement of the controller by taking into account all the possible parameters. We suggest to investigate new parameters for the network, the language, the session type (one way, two way and conferences), the echo, etc.

We focused the study on speech whereas the overall method could be applied to audio and video when transmitted in real time over any kind of packet-switched network.
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