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\textbf{A B S T R A C T}

Blind identification (BID) of mixtures of quasi-stationary sources (QSS) is a vital approach for blind speech or audio source separation, and has attracted much interest for more than a decade. In general, BID-QSS is formulated, and then treated, under either the parallel factor analysis or joint diagonalization framework. This paper describes a Khatri–Rao (KR) subspace formulation of BID-QSS. Like subspace techniques founded in sensor array processing, the KR subspace formulation enables us to decompose the BID problem into a per-source decoupled BID problem. By exploring this new opportunity, we derive an overdetermined BID algorithm that solves BID-QSS in a successive and algebraically simple manner. Analysis shows that under an ideal data setting, the decoupled solutions of the proposed overdetermined BID algorithm yield very fast convergence. We also tackle the underdetermined case by proposing a two-stage strategy where the decoupled solutions are used to warm-start another BID algorithm. Simulation results show that the proposed BID algorithms yield competitive mean-square error and runtime performance in comparison to the state-of-the-arts in BID-QSS.
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1. Introduction

In this paper, our interest lies in blind identification (BID), or blind source separation (BSS), of a linear instantaneous mixture of quasi-stationary sources (QSSs). This problem is important, both fundamentally and practically. In terms of applications, the major driving force for the investigation of BID-QSS is blind speech or audio source separation in microphone arrays [2–5]. The idea of BID-QSS is to utilize the statistically time-varying characteristics of QSSs to identify the unknown system mixing matrix. Roughly speaking, BID-QSS amounts to a problem where, given a set of data matrices $R_1, \ldots, R_M \in \mathbb{C}^{N \times N}$, we are required to find a matrix $A \in \mathbb{C}^{N \times K}$ and a set of diagonal matrices $D_1, \ldots, D_M \in \mathbb{C}^{K \times K}$ such that

$$R_m = AD_m A^H, \quad m = 1, \ldots, M. \quad (1)$$

Or, alternatively, we seek to find an appropriate approximation of (1) through certain formulations. The problem arising in BID-QSS, or (1), has attracted much interest in the signal processing community. There are two major frameworks for the problem. One is to pose (1) as a three-way tensor decomposition problem, which is commonly known as parallel factor analysis (PARAFAC) [6].\footnote{Note that PARAFAC is also called canonical decomposition (CANDECOMP) in the literature.}

In PARAFAC, there are elegant algebraic results regarding the unique decomposition conditions of (1) [6–8] (also the references therein), which translates into the key aspect of unique blind identifiability in BID-QSS. Simply stated,
these analysis results suggest that fundamentally, BID-QSS is capable of handling rather underdetermined mixing cases, i.e., a lot more sources than sensors. In terms of implementation, PARAFAC often formulates (1) as a least-squares data fitting problem. From this we have the now popularized trilinear alternating least squares (TALS) [6,9] and alternating-columns diagonal-centers (ACDC) [10] algorithms; see also [3,11–13] for other important endeavors.

The second major framework is based on the class of joint diagonalization (JD) techniques, where the aim is often to find a matrix V such that $\mathbf{V}_m \mathbf{V}^H$ are diagonal (or approximately diagonal) for all $m$. In this context, the development is more on the algorithm side, where now there exists a plethora of JD algorithms, e.g., [14–17]. Some algorithms worth mentioning are Pham’s JD [14] and fast Frobenius diagonalization (FFDIA) [16]. In [14], a connection between JD and maximum-likelihood estimation (under some mild assumptions) is also shown.

It is also worthwhile to notice that while many existing algorithms can be identified as either PARAFAC or JD based, sometimes the line between the two can be blurred. In uniformly weighted exhaustive diagonalization with Gauss iterations (UWEDGE) [18], the formulation can be seen as a combination of JD and PARAFAC criteria. While the principle of JD constrains itself to the overdetermined mixing case only, in second-order blind identification of underdetermined mixtures (SOBIUM) [8], the authors consider PARAFAC and devise a special kind of bilinear mapping to convert an underdetermined problem to a virtually overdetermined problem, which in turn enables application of JD in the underdetermined case. We also refer the readers to the literature [12,18] for a recent coverage of the various PARAFAC and JD formulations.

PARAFAC and JD are considered dominant frameworks, where most existing algorithms may be regarded as being originated from them. In this work, we take inspiration from direction-of-arrival (DOA) estimation and sensor array processing to develop an alternative formulation for BID-QSS. Specifically, we adopt a Khatri–Rao (KR) subspace formulation [19]. As will be shown, the advantage of KR subspace is that we can decouple the BID problem into a per-source BID problem, the latter of which exhibits a much simpler problem structure (relative to a complete BID formulation) and may be solved more efficiently. While this decoupled approach also has its own challenge, namely, on how one may stitch the decoupled results to yield a complete BID, we will study methods for overcoming this issue. We will propose two BID-QSS algorithms based on KR subspace, and their performance and complexity will be compared to those of the state-of-the-arts using simulations. The contribution of this paper lies in deriving highly efficient, algebraically simple, algorithms for per-source decoupled BID, and in using the former to construct BID-QSS algorithms that will be numerically shown to be competitive.

This paper is organized as follows. Section 2 describes the problem formulation. Section 3 establishes criteria of the KR subspace approach. Section 4 develops algorithms for per-source decoupled BID, while Section 5 considers all-sources BID-QSS based on the results in Section 4. Section 6 compares the performance and complexity of the proposed algorithms and several benchmarked algorithms. The paper is concluded in Section 7.

Notation: We largely follow the conventional notation in signal processing. In addition, $\text{Diag}(\mathbf{x})$ denotes a diagonal matrix whose diagonal elements are $x_1, ..., x_n$; $\text{vec}(\cdot)$ is a vectorization operator, where, for $\mathbf{X} = [x_1, ..., x_m] \in \mathbb{C}^{n \times m}$, we have $\text{vec}(\mathbf{X}) = [x_1^T, ..., x_m^T]^T \in \mathbb{C}^{nm}$; $\text{vec}^{-1}(\cdot)$ represents the inverse operation of $\text{vec}(\cdot)$; $\otimes$ is the Kronecker product; $\odot$ is the Khatri–Rao product, where, given $\mathbf{A} = [a_1, ..., a_k]$ and $\mathbf{B} = [b_1, ..., b_k]$, we have $\mathbf{A} \otimes \mathbf{B} = [a_1 \otimes b_1, ..., a_k \otimes b_k]$; $\mathcal{R}(\mathbf{X})$ denotes the range space of $\mathbf{X}$; $\lambda_{\text{min}}(\mathbf{X})$ and $\lambda_{\text{max}}(\mathbf{X})$ denote the magnitude-wise smallest and largest eigenvalues of $\mathbf{X}$, respectively; $||\mathbf{x}||_0$ is the zero norm, which counts the number of nonzero elements in $\mathbf{x}$; $||\mathbf{x}||_2$ and $||\mathbf{x}||_F$ are the vector 2-norm and matrix Frobenius norm, respectively; $\mathbf{X}^\dagger$ denotes the Moore–Penrose pseudo-inverse of $\mathbf{X}$; $\mathbf{X}_{1:k}$ denotes a submatrix of $\mathbf{X}$ that consists of the first $k$ columns of $\mathbf{X}$.

2. Background

In this section we give the basic problem formulation of BID-QSS and KR subspace.

2.1. Physical signal model

We follow a standard BID-QSS formulation wherein the physical signal model is that of linear instantaneous mixtures

$$\mathbf{x}(t) = \mathbf{A}s(t) + \mathbf{v}(t), \quad t = 1, 2, \ldots$$

where we denote $\mathbf{x}(t) = [x_1(t), ..., x_N(t)]^T \in \mathbb{C}^N$ to be an $N$-sensor received signal vector, $\mathbf{s}(t) = [s_1(t), ..., s_K(t)]^T \in \mathbb{C}^K$ to be a source signal vector, with $K$ being the number of sources, $\mathbf{A} = [a_1, ..., a_K] \in \mathbb{C}^{N \times K}$ to be a mixing matrix, and $\mathbf{v}(t) \in \mathbb{C}^N$ to be noise. It is assumed that

(A1) The source signals $s_k(t), k = 1, ..., K$, are statistically independent of each other.

(A2) Each $s_k(t)$ is zero-mean wide-sense quasi-stationary; to be specific, $E[|s_k(t)|^2]$ generally changes with $t$, but is fixed within every local time interval $[m-1)L + 1, mL]$, for some window length $L$ and for any $m = 1, 2, \ldots$

(A3) The noise vector $\mathbf{v}(t)$ is wide-sense stationary with mean zero and covariance $\sigma_v^2 I$, and is statistically independent of $\mathbf{s}(t)$.

Under the setup above, we consider the local covariances of $\mathbf{x}(t)$, which is defined as

$$\mathbf{R}_m = E[\mathbf{x}(t)\mathbf{x}(t)^H], \quad \text{for } t \in (m-1)L + 1, mL.$$  

Note that, in practice, $\mathbf{R}_m$ can be estimated by local covariance sampling, e.g., $\mathbf{R}_m = (1/L) \sum_{t = (m-1)L+1}^{mL} \mathbf{x}(t)\mathbf{x}(t)^H$. From (2) and its associated assumptions, it is readily shown that $\mathbf{R}_m$ adheres to the model

$$\mathbf{R}_m = \mathbf{A}\mathbf{D}_m\mathbf{A}^H + \sigma_v^2 \mathbf{I},$$

where $\mathbf{D}_m$ are the local covariances of $\mathbf{s}(t)$ and are given by

$$\mathbf{D}_m = \text{Diag}(\mathbf{d}_m), \quad \text{in which } \mathbf{d}_m = [d_{m1}, d_{m2}, ..., d_{mK}]^T, \quad d_{mk} = E[|s_k(t)|^2] \quad \text{for any } t \in (m-1)L + 1, mL.$$
2.2. Local covariances model and Khatri–Rao subspace

Suppose that we have measured a number of $M$ local covariances of $\mathbf{x}(t)$, or $\mathbf{R}_1, \ldots, \mathbf{R}_M$. Our interest lies in exploiting the subspace characteristics of $\mathbf{R}_1, \ldots, \mathbf{R}_M$ for blind identification of $\mathbf{A}$. To put into context, let us assume a noise covariance-free scenario

$$\mathbf{R}_m = \mathbf{A} \mathbf{D}_m \mathbf{A}^H, \quad m = 1, \ldots, M. \quad (5)$$

It will be reviewed in the next subsection that the noise covariance $\sigma^2 \mathbf{I}$ can be removed from (4) using a simple preprocessing procedure. Consider the vectorization of $\mathbf{R}_m$ in (5)

$$\mathbf{y}_m \triangleq \text{vec}(\mathbf{R}_m) = (\mathbf{A}^* \mathbf{A}) \mathbf{d}_m \in \mathbb{C}^{N^2}, \quad (6)$$

where $\mathbf{A}^* \mathbf{A}$ is a self-Khatri–Rao product of $\mathbf{A}$ and takes the form

$$\mathbf{A}^* \mathbf{A} = [\mathbf{a}_1^* \otimes \mathbf{a}_2, \ldots, \mathbf{a}_N^* \otimes \mathbf{a}_N] \in \mathbb{C}^{N^2 \times K}. \quad (7)$$

Note that to arrive at the right hand side of (6), we have used the matrix result $\text{vec}(\mathbf{AB}^H) = (\mathbf{B}^* \otimes \mathbf{A}) \text{vec} (\mathbf{D})$, where $\mathbf{D} = \text{Diag}(\mathbf{d})$ [6,9]. There is an interesting observation with (6), which has sparked interest in some recent DOA estimation studies [19,20]—Eq. (6) is virtually identical to a linear instantaneous mixture signal model, with a mixing matrix $\mathbf{A}^* \mathbf{A}$ and a source vector $\mathbf{d}_m$. Hence, the insight is that one may exploit the self-Khatri-Rao product structure of the virtual mixing matrix $\mathbf{A}^* \mathbf{A}$ to identify its physical counterpart, $\mathbf{A}$, blindly.

There are more than one ways to utilize the structure of $\mathbf{A}^* \mathbf{A}$ for blind identification. For example, in the popularized TALS and ACDC algorithms [9,10], a least-squares fitting formulation for (6) is used. This work considers a subspace formulation. The following assumptions are made.

(A4) The mixing matrix $\mathbf{A}$ has full Kruskal rank; or, equivalently, any $\min(K, N)$ columns of $\mathbf{A}$ are linearly independent.

(A5) Let $\Psi = [\mathbf{d}_1, \ldots, \mathbf{d}_M]^T \in \mathbb{C}^{M \times K}$. The matrix $\Psi$ has full column rank.

From (A4), it is readily deduced that

**Fact 1.** Assume (A4). The matrix $\mathbf{A}^* \mathbf{A}$ has full column rank if $K \leq 2N - 1$ [6].

Moreover, (A5) means that the source local variances, captured by $\mathbf{d}_m$, are assumed to be sufficiently time-varying and different in their variations, thereby satisfying the full column rank assumption on $\Psi$. Also, note that (A5) implies $M \geq K$. Now, let us denote

$$\mathbf{Y}_m = [\mathbf{y}_1, \ldots, \mathbf{y}_M] = (\mathbf{A}^* \mathbf{A}) \mathbf{\Psi}^T \in \mathbb{C}^{N^2 \times M}. \quad (7)$$

Since $\mathbf{A}^* \mathbf{A}$ and $\mathbf{\Psi}$ are of full column rank (assuming $K \leq 2N - 1$, for the former), basic matrix analysis leads us to the following results. First, $\mathbf{Y}$ has rank $K$, and admits a compact singular value decomposition (SVD)

$$\mathbf{Y} = \mathbf{U} \mathbf{\Sigma} \mathbf{V}^H, \quad (8)$$

where $\mathbf{\Sigma} \in \mathbb{R}^{K \times K}$ is the nonzero singular value matrix, and $\mathbf{U} \in \mathbb{C}^{N \times K}$ and $\mathbf{V} \in \mathbb{C}^{M \times K}$ are the associated left and right singular matrices, respectively. Second, we have

$$\mathcal{R} (\mathbf{U}_m) = \mathcal{R} (\mathbf{A}^* \mathbf{A}). \quad (9)$$

The subspace $\mathcal{R} (\mathbf{U}_m)$ or $\mathcal{R} (\mathbf{A}^* \mathbf{A})$ will be called the Khatri-Rao (KR) subspace in the sequel. Our endeavor will be focused on using the KR subspace identity in (9) for blind identification of $\mathbf{A}$.

2.3. Preprocessing

Before proceeding to the main development in the next sections, we should briefly describe two preprocessing procedures for the sake of self-containment. The first procedure is noise covariance removal, where we return to the noise covariance-present model in (4). It is well known that $\lambda_{\min} (\mathbf{R}_m) = \lambda_{\min} (\mathbf{A} \mathbf{D}_m \mathbf{A}^H) + \sigma^2$, and that $\lambda_{\min} (\mathbf{A} \mathbf{D}_m \mathbf{A}^H) \geq 0$ (see, e.g., [21]). Moreover, for $N > K$, i.e., more sensors than sources, we have $\lambda_{\min} (\mathbf{A} \mathbf{D}_m \mathbf{A}^H) = 0$. Hence, for this strictly overdetermined case, we can estimate $\sigma^2$ via

$$\hat{\sigma}^2 = \min_{m=1,\ldots,M} \lambda_{\min} (\mathbf{R}_m), \quad (10)$$

and then subtract $\hat{\sigma}^2 \mathbf{I}$ from $\mathbf{R}_m$. It should be noted that this noise covariance removal procedure has been previously suggested, e.g., in [3]. Interestingly, under a mild assumption, the noise removal procedure above also works for the case of $N \leq K$.

**Fact 2.** If there exists an index $m$ such that $\|\mathbf{d}_m\|_0 < N$, then (10) correctly estimates $\sigma^2$.

**Fact 2** is a direct consequence of $\lambda_{\min} (\mathbf{A} \mathbf{D}_m \mathbf{A}^H) = 0$ for any $m$ that satisfies $\|\mathbf{d}_m\|_0 < N$, i.e., the active number of sources at time window $m$ is less than $N$. Physically, this means that if the sources exhibit a mild amount of local sparsity, then (10) may also estimate $\sigma^2$ reliably in the underdetermined case.

The second procedure is prewhitening [22,23], which will be used in one of our algorithms to be developed. The goal is to transform the problem such that $\mathbf{A}$ becomes unitary. The procedure works only for the overdetermined case $N \geq 2K$, and is described as follows. Assume that the noise covariance has been removed, and consider the time-averaged global covariance

$$\bar{\mathbf{R}} = \frac{1}{M} \sum_{m=1}^{M} \mathbf{R}_m = \mathbf{A} \mathbf{D} \mathbf{A}^H, \quad (11)$$

where, by (5), we have $\bar{\mathbf{D}} = (1/M) \sum_{m=1}^{M} \mathbf{D}_m$. Since $\bar{\mathbf{D}}$ is, without loss of generality, a positive definite matrix, we can apply a square-root factorization $\bar{\mathbf{R}} = \mathbf{B} \mathbf{B}^H$, where $\mathbf{B} \in \mathbb{C}^{N \times K}$ has full column rank (for $N \geq K$). The prewhitening operation is given by

$$\bar{\mathbf{R}}_m = \mathbf{B} \mathbf{R}_m \mathbf{B}^H, \quad m = 1, \ldots, M. \quad (12)$$

From (5) and (12), the prewhitened local covariances $\bar{\mathbf{R}}_m$...
can be written as
\[ \mathbf{R}_m = \mathbf{A} \mathbf{D}_m \mathbf{A}^T, \quad m = 1, \ldots, M, \]  
(13)
where \( \mathbf{A} = \mathbf{B}^T \mathbf{D}^{1/2} \in \mathbb{C}^{K \times K} \) is the transformed mixing matrix, and \( \mathbf{D}_m = \mathbf{D}^T \mathbf{D}_m \) the transformed source local covariances. It can be verified that \( \mathbf{A} \) is unitary. Moreover, Eq. (13) follows the same problem structure as in the basic local covariance model (5).

3. KR subspace criteria

BID-QSS aims at estimating the mixing matrix \( \mathbf{A} \) from the observed local covariances \( \mathbf{R}_1, \ldots, \mathbf{R}_m \), given knowledge of the number of sources \( K \). Following the subspace formulation in Section 2.2, we consider BID based on the KR subspace matrix \( \mathbf{U}_i \). From the KR subspace identity (9), we see that any column \( \mathbf{a}_k \) of the true mixing matrix \( \mathbf{A} \) satisfies \( \mathbf{a}_k^H \otimes \mathbf{a}_k \in \mathcal{R}(\mathbf{U}_i) \). This observation leads us to the following criterion for blind identification of \( \mathbf{A} \):

**Criterion 1:**

\[ \text{find } \mathbf{a} \in \mathbb{C}_N \text{ such that } \mathbf{a}^H \otimes \mathbf{a} \in \mathcal{R}(\mathbf{U}_i). \]

Criterion 1 suggests a column-decoupled BID approach—solving Criterion 1 amounts to finding one of the \( \mathbf{a}_i \)'s, assuming unique identifiability which will be discussed shortly. We should note that Criterion 1 is reminiscent of the criterion leading to MUSIC and some other subspace algorithms in the context of DOA estimation; see [21,24] and the references therein. Like the development in subspace-based DOA estimation, it is essential to prove the theoretical identifiability conditions of Criterion 1. To be specific, while any \( \mathbf{a}_k \) is naturally a solution of Criterion 1, is it also true that a solution of Criterion 1 must be an \( \mathbf{a}_k \), and no others? Consider the following theorem:

**Theorem 1.** Assume (5), (A4), and (A5). A sufficient and necessary condition for \( \mathbf{a} \) to satisfy Criterion 1 is \( \mathbf{a} = \mathbf{a}_k \) for some \( k \) and constant \( \mathbf{c} \in \mathbb{C} \) if \( K \leq 2N - 2 \).

The proof of Theorem 1 is shown in Appendix A. Theorem 1 confirms that Criterion 1 is a sound criterion, when the number of sources does not exceed approximately twice the number of sensors. It also means that Criterion 1 can operate in the underdetermined case.

As we will show in Section 4, a significant advantage of the column-decoupled BID criterion in Criterion 1 is that we can develop efficient algorithms for it. However, the decoupled nature of Criterion 1 does not tell how all the columns of \( \mathbf{A} \) can simultaneously be identified. Section 5 will study how the column-decoupled BID solutions can be used to estimate the whole \( \mathbf{A} \). In doing so, we will consider the following alternative criterion:

**Criterion 2:**

\[ \text{find } \mathbf{A} \in \mathbb{C}_N^{N \times K}, \ \mathbf{\Theta} \in \mathbb{C}_N^{K \times K} \text{ such that } \mathbf{U}_i = (\mathbf{A}^H \otimes \mathbf{A}) \mathbf{\Theta}. \]

The rationale behind is that from (9), it holds true that any column of \( \mathbf{U}_i \) lies in \( \mathcal{R}(\mathbf{A}^H \otimes \mathbf{A}) \). Note that Criterion 2 is reminiscent of a subspace fitting criterion in DOA estimation (25). Moreover, if we replace \( \mathbf{U}_i \) in Criterion 2 by \( \mathbf{Y} \), and expand the dimension of \( \mathbf{\Theta} \) from \( \mathbb{C}_N^{K \times K} \) to \( \mathbb{C}_N^{K \times M} (M \geq K) \), then the criterion is essentially no different from that of PARAFAC. Hence, Criterion 2 may alternatively be regarded as a dimension reduced PARAFAC. This relation in addition means that the PARAFAC unique identifiability results, which are well established [6,7,26], apply to Criterion 2. For example, using the standard result [26, Theorem 1], we can easily deduce that Criterion 2 uniquely identifies the true \( \mathbf{A} \) (subjected to scalings and permutations) if \( K \leq 2N - 2 \).

4. Column-decoupled blind identification

In the last section, we have proposed a column-decoupled BID criterion, namely, Criterion 1. This criterion possesses a relatively simple structure when compared to other BID-QSS criteria, e.g., Criterion 2. In this section, we will exploit such structure to derive efficient column-wise BID algorithms.

4.1. Alternating projections

To implement Criterion 1, it is natural for one to formulate it as an optimization problem:

\[ \begin{align*}
\min_{\mathbf{a} \in \mathbb{C}_N} \ & (\mathbf{a}^H \otimes \mathbf{a})^H \mathbf{P}_i (\mathbf{a}^H \otimes \mathbf{a}) \\
\text{s.t. } & \|\mathbf{a}\|_2^2 = 1,
\end{align*} \]

(14)
where \( \mathbf{P}_i = \mathbf{I} - \mathbf{U}_i \mathbf{U}_i^H \) denotes the orthogonal complement projector of the KR subspace \( \mathcal{R}(\mathbf{U}_i) \). In words, we aim at minimizing the projection residual of \( \mathbf{a}^H \otimes \mathbf{a} \) on \( \mathcal{R}(\mathbf{U}_i) \). Problem (14) is a quartic polynomial optimization problem. Rather than dealing with its fourth-order multivariate polynomial objective directly, which may be difficult, our approach is based on an alternative formulation of (14) that will lead to a simple iterative algorithm. We claim that problem (14) is equivalent to

\[ \begin{align*}
\min_{\mathbf{a} \in \mathbb{C}_N, \mathbf{h} \in \mathbb{C}_N^{K \times N}} \ & \|\mathbf{a}^H \otimes \mathbf{a} - \mathbf{h}\|_2^2 \\
\text{s.t. } & \mathbf{a} \in \{ \pm 1 \}, \quad \|\mathbf{a}\|_2^2 = 1, \quad \mathbf{h} \in \mathcal{R}(\mathbf{U}_i).
\end{align*} \]

(15)
The equivalence of problems (14) and (15) is shown as follows. Fixing \( (\mathbf{a}, \mathbf{h}) \), the optimization of (15) over \( \mathbf{h} \) is a linear projection problem, whose solution is easily shown to be

\[ \mathbf{h} = \mathbf{U}_i \mathbf{U}_i^H (\mathbf{a}^H \otimes \mathbf{a}). \]

(16)
By substituting (16) into (15), problem (15) can be reduced to

\[ \begin{align*}
\min_{\mathbf{a} \in \{ \pm 1 \}} \ & \|\mathbf{h} - \mathbf{U}_i \mathbf{U}_i^H (\mathbf{a}^H \otimes \mathbf{a})\|_2^2 \\
= & \min_{\mathbf{a} \in \mathbb{C}_N} \ (\mathbf{a}^H \otimes \mathbf{a})^H \mathbf{P}_i (\mathbf{a}^H \otimes \mathbf{a}).
\end{align*} \]

(17)
which is exactly the same as problem (14).

Problem (15) has an interpretation of finding a pair of closest points in two sets, namely, \( \mathbf{h} \in \mathcal{R}(\mathbf{U}_i) \) and \( (\mathbf{a}, \mathbf{h}) \in \{ \pm 1 \} \times 2^N \), where \( 2^N = \{ \mathbf{x} \in \mathbb{C}_N^N : \|\mathbf{x}\|_2^2 = 1 \} \). Moreover, the formulation in (15) enables us to apply alternating projections (APs) [27], or alternating optimization, conveniently.
Essentially, the idea of AP is to fix \((a, a)\) and solve (15) with respect to \((w.r.t.)\) \(h\) at one time, and then fix \(h\) and solve (15) \(w.r.t.\) \((a, a)\) at another time. For the partial optimization of (15) over \(h\), we have seen that the solution is (16). Let us examine the partial optimization of (15) over \((a, a)\) at another time. By denoting \(H = \text{vec}^{-1}(h) \in \mathbb{C}^{N \times N}\), problem (15) can be re-expressed as

\[
\min_{a \in \mathbb{C}^N} ||aa^H - H||_F^2
\]

s.t. \(a \in \{ \pm 1 \}, ||a||_2^2 = 1, \text{vec}(H) \in \mathcal{R}(U)\), (18)

where we use the property \(\text{vec}(aa^H) = a^T \otimes a\) to turn (15)–(18). For any \(a \in \{ \pm 1 \}\) and ||a||_2^2 = 1, the objective function of (18) yields

\[
||aa^H - H||_F^2 = 1 - 2a \text{Re} \left( a^H \text{Ha} \right) + ||H||_F^2 \\
\geq 1 - 2||a^H \text{Ha}||_F + ||H||_F^2,
\]

where equality in (19) holds when \(a = \text{Re} \left( a^H \text{Ha} \right) / ||a^H \text{Ha}||_F\). Moreover, the second term in (19) is minimized when \(||a^H \text{Ha}||_F\) is maximized, and the latter is achieved when \(a\) aligns to a magnitude-wise most significant eigenvector of \((H + H^H)/2\) (note that \(\text{Re}(a^H Ha) = aa^H(H + H^H)a\)). Hence, the partial optimization of (18) \(w.r.t.\) \((a, a)\) has a closed-form solution given by

\[
a = q_{\text{max}} \left( \frac{1}{2}(H + H^H) \right), \quad a = \frac{\lambda_{\text{max}} \left( \frac{1}{2}(H + H^H) \right)}{\lambda_{\text{max}} \left( \frac{1}{2}(H + H^H) \right)}.
\]

where \(\lambda_{\text{max}}(X)\) denotes the largest eigenvalue of \(X\) (magnitude-wise), and \(q_{\text{max}}(X)\) denotes a unit-2-norm eigenvector of \(X\) associated with \(\lambda_{\text{max}}(X)\).

Our implementation of the AP method is shown in Algorithm 1. We can see that the algorithm is simple to implement.

**Algorithm 1.** AP algorithm for problem (15).

**Input:** the KR subspace matrix \(U_j\).

1: \(H = \text{vec}^{-1}(U_j, \xi) \in \mathbb{C}^{0 \times 1}\) (random initialization);

2: repeat

3: \(a = q_{\text{max}} \left( \frac{1}{2}(H + H^H) \right), \quad a = \frac{\lambda_{\text{max}} \left( \frac{1}{2}(H + H^H) \right)}{\lambda_{\text{max}} \left( \frac{1}{2}(H + H^H) \right)}.
\)

4: \(H = \text{vec}^{-1}(U_j, H^H a \otimes a)\);\n
5: until a stopping criterion is satisfied.

**Output:** \(a\) as an estimate of a column of the mixing matrix.

### 4.2. Nuclear norm regularization

While the AP algorithm derived in the last subsection is simple, we found that empirically, AP generally exhibits slow objective value convergence. In this subsection, we consider a modified AP algorithm for improving convergence. Our approach is to apply regularization to the BID problem (14). To be specific, we consider the equivalent AP formulation (18) and add a regularization term on it to obtain

\[
\min_{a \in \mathbb{C}^N} ||aa^H - H||_F^2 + \gamma \text{rank}(H)
\]

s.t. \(a \in \{ \pm 1 \}, ||a||_2^2 = 1, \text{vec}(H) \in \mathcal{R}(U)\), (21)

where \(\gamma > 0\) is a regularization parameter. It can be shown that

**Fact 3.** Suppose that the unique identifiability premises in Theorem 1 hold. Then, for any \(\gamma < 1\), problem (21) is equivalent to problem (18) in the sense that their optimal solutions are the same.

**Proof.** Let \((a^*, a^*, H^*)\) denote an optimal solution to problem (18). Under the unique identifiability premises in Theorem 1, \((a^*, a^*, H^*)\) must take the form \((a^*, a^*, H^*) = (a, a, a^* a^H)\) for any \(a \in \{ \pm 1 \}\) and any true mixing matrix column \(a_i, i = 1, ..., K\). We seek to prove that any optimal solution of problem (21) must also be \((a^*, a^*, H^*)\). Let

\[
f(a, H) = ||aa^H - H||_F^2 + \gamma \text{rank}(H)
\]

be the objective function of problem (21). For any feasible \((a, a, H)\) with \(\text{rank}(H) \geq 1\), we have

\[
f(a, H) \geq \gamma \text{rank}(H) \geq \gamma.
\]

Moreover, the equalities above are achieved if and only if \(H = aa^H\); this is possible only when \((a, a, H) = (a^*, a^*, H^*)\). In other words, \((a^*, a^*, H^*)\) is optimal to problem (21) if the case of \(\text{rank}(H) = 0\) does not lead to an objective value lower than \(\gamma\). Let us consider \(\text{rank}(H) = 0\), which is equivalent to \(H = 0\). For any feasible \((a, a, 0)\), we have

\[
f(a, H) = ||aa^H - H||_F^2 = ||a||_2^2 = 1.
\]

Consequently, for \(\gamma < 1\), any feasible \((a, a, 0)\) is not optimal to problem (21).

The reason for studying problem (21) is with AP. Suppose that AP is applied to problem (21) in the same way as before. Then, for the partial optimization of (21) \(w.r.t.\) \(H\), i.e.

\[
\min_{\text{vec}(H) \in \mathcal{R}(U)} ||aa^H - H||_F^2 + \gamma \text{rank}(H)
\]

s.t. \(\text{vec}(H) \in \mathcal{R}(U)\), (22)

the term \(\gamma \text{rank}(H)\) would provide an incentive for (22) to yield a lower rank optimal solution \(H\). Subsequently, we may push \(H\) closer to a rank-one solution, thereby helping AP to converge faster.

To implement AP for problem (21), the key question lies in solving the partial optimization problem (22). Unfortunately, problem (22) is unlikely to be tractable, since \(\text{rank}(H)\) is nonconvex. Hence, as a compromise, we replace \(\text{rank}(H)\) in (22) by its convex envelope, namely, the nuclear norm

\[
\min_{\text{vec}(H) \in \mathcal{R}(U)} ||aa^H - H||_F^2 + \gamma \|H\|_*
\]

s.t. \(\text{vec}(H) \in \mathcal{R}(U)\), (23)

where \(\|H\|_* = \sum_{i=1}^{r} \sigma_i(H)\) is the nuclear norm, with \(\sigma_i(H)\) denoting the \(i\)th nonzero singular value of \(H\) and \(r = \text{rank}(H)\). We should note that the notion of using the nuclear norm to approximate the rank function was proposed in low-rank matrix recovery [28,29], a topic that has recently drawn much interest. A significant advantage of problem (23) is that it is a convex tractable problem—it can be reformulated as a semidefinite program [30] and then conveniently processed by a general-purpose interior-point algorithm [31]. Alternatively, one can custom-build simple first-order optimization methods for problem (23),
a representative one of which is the augmented Lagrangian method of multipliers (ADMM) [32]. In this paper, we will choose ADMM. Our derivation of the ADMM for problem (23) is described in Appendix B.

To summarize, the nuclear-norm AP (NAP) algorithm proposed in this subsection has its routines identical to Algorithm 1, except for line 4 where the solution \(H\) is obtained by solving (23) via ADMM. The pseudo-code of NAP, with the ADMM routines included, is shown in Algorithm 2.


\begin{enumerate}
\item \(H={\text{vec}}^{-1}(U,g), \ p={\text{CAV}}(0,1), \ G=Z=0\) (initializations);
\item repeat
\item \(a={\text{vec}}^{-1}\left(\frac{1}{2}H+H^T\right); \ c={\text{vec}}^{-1}\left(\frac{1}{2}H-H^T\right)\);
\item \(H=\frac{1}{\rho} \text{vec}^{-1}(U, U^T, 2a^*a + \rho \text{vec}(G-Z));\)
\item compute the SVD \((U, \Sigma, V)\) of \(H+Z;\)
\item \(d_i=\max(0, \Sigma_i-\gamma/\rho), \ i=1,\ldots, K;\)
\item \(G=\text{UDAG}(\delta V^T;\)
\item \(Z=Z+(H-G);\)
\item until a stopping criterion is satisfied.
\item until a stopping criterion is satisfied.
\end{enumerate}

\textbf{Output}: \(a\) as an estimate of a column of the mixing matrix.

To demonstrate whether NAP can improve convergence, we herein show a numerical example. A realization of the local covariances \(R_1, \ldots, R_n\) is synthetically generated according to the basic model (5), where we set \(K=5, N=6, M=200\). The parameter settings of NAP are \(\gamma=0.5, \rho=1\). Fig. 1 plots the projection residuals \((a^*a)b^* P^* (a^*a)\) of AP and NAP against the iteration numbers. Notice that reaching a projection residual of \(-300\) dB indicates almost errorless BID of a column of \(A\). We can see that AP is indeed slow in convergence, while NAP exhibits a significantly improved convergence speed.

4.3 Convergence for unitary mixing matrices

The NAP algorithm in the last subsection uses a rank regularized methodology as the way to improve the convergence of AP, which subsequently requires us to solve a nuclear-norm optimization problem for each AP iteration. The nuclear-norm problem is convex and can be efficiently handled by ADMM, but solving them inevitably incurs a higher per-iteration complexity. While we will employ NAP, especially in the underdetermined case, an alternative perspective is to understand the convergence of the original simple AP by analysis, and see how or when convergence may be improved. In general, analyzing AP convergence for general \(A\) can be a formidable task—the main challenge lies in the nonconvex constraint \(|a|^2=1\). However, for the case of unitary \(A\), an AP convergence result can be established:

\textbf{Theorem 2.} Assume (5), (A4), and (A5), and consider unitary \(A\). With probability one and within one iteration, the iterate \(a\) of Algorithm 1 equals \(a=ca_k\), for some \(c\neq 0\) and \(k\in\{1, \ldots, K\}\).

The proof of Theorem 2 will be given by the end of this subsection. Theorem 2 reveals that the AP convergence for unitary \(A\) is drastically different from that of general \(A\). While we have numerically illustrated in Fig. 1 that AP exhibits slow convergence for a general \(A\), Theorem 2 indicates that the AP convergence for unitary \(A\) is within one iteration. The idea behind the proof of Theorem 2 is that for unitary \(A\), there is a strong connection between \(A\) and the eigendecomposition of \(H\). Consequently, we can exploit that connection to obtain the within-one-iteration claim.

It is important to discuss the practical utility of Theorem 2. In general, \(A\) is supposed to be non-unitary. However, for the overdetermined case \((N\geq K)\), we can employ prewhitening (see Section 2.3) to transform \(A\) to a unitary matrix. Hence, we can take advantage of the fast AP convergence for unitary \(A\) by performing BID on prewhitened local covariances. Once the prewhitened mixing matrix is estimated, we can “post-dewhiten” the
In the previous section, we have developed two efficient column-decoupled BID algorithms (specifically, NAP and pretrained AP). However, as we have previously noted, they alone do not complete the task of blind identification of the whole mixing matrix \( A \). In this section, we turn our attention to this aspect. We will further devise algorithms that use the column-decoupled BID solutions to perform complete BID.

5.1. KR subspace fitting

Let us consider Criterion 2 in Section 3, which is a complete BID criterion. From Criterion 2, an optimization formulation one may have in mind is the least-squares fitting

\[
\min_{A \in \mathbb{C}^{K \times K}, \Theta \in \mathbb{C}^{K \times K}} \| U - (A^* \Theta^*) \|^2_F. 
\] (27)

Problem (27) is fundamentally a hard optimization problem—its objective is a sixth-order multivariate polynomial w.r.t. \((A, \Theta)\). Moreover, problem (27) is structurally no different from the least-squares data fitting formulation used in PARAFAC, although the former aims at fitting the subspace, rather than the data \( Y \). In this regard, we should note that there exists pragmatic algorithms, like ACDC and TALS, that have been empirically found to produce reasonable estimates for problems in the form of (27). ACDC and TALS are alternating optimization algorithms that require initialization of \( A \). In particular, poor initializations are likely to slow down convergence, or lead to unsatisfactory estimates. Our empirical experience with applying ACDC to problem (27) is that for randomly generated initializations (which is a common initialization scheme), the number of iterations required may be very large. On the other hand, NAP can effectively identify columns of \( A \). Hence, we can consider a two-stage approach where we run NAP multiple times to find some columns of \( A \) (or, if lucky, all), and then use them to initialize ACDC or TALS. It will be demonstrated by simulations in the next section that this two-stage approach can reduce both the number of iterations and the estimation errors.

The detailed implementation of the two-stage approach is given in Algorithm 3. In the algorithm, ACDC is employed to process problem (27). NAP is run multiple times, and we keep only distinct estimates outputted by NAP. They are used to form part of the initialization of \( A \) (or all, if all the columns of \( A \) are successfully identified by NAP), while the rest are randomly generated. The algorithm will be called NAP-initialized subspace ACDC.

Algorithm 3. NAP-initialized subspace ACDC

**Input:** local covariance matrices \( R_1, \ldots, R_M \); a maximum number of NAP \( J \), and a validation parameter \( \epsilon \).

1: compute the SVD \((U, \Sigma, V)\) of \( Y = [\text{vec}(R_1), \ldots, \text{vec}(R_M)] \); \( U_t = U_{1:k} \);
2: run Algorithm 2 to obtain \( \hat{a}_1 \), and set \( k = 2 \);
3: for \( j = 1 : J \) do
4: run Algorithm 2 to obtain \( \hat{a}_j \);
5: if \( |a_1^* \overline{\hat{a}_j}| < \epsilon \) for \( \forall \neq k \) then
6: \( \hat{a}_k = \hat{a}_j \) and set \( k = k + 1 \);
7: end if
8: if \( k > K \) then goto step 10;
9: end for
10: run ACDC to (27) with \( A_0 = [\hat{a}_1, \ldots, \hat{a}_1, a_{K+1}, \ldots, a_K] \) as an initialization to obtain \( \hat{A} \), where \( a_r \sim \mathcal{CN}(0, I) \), for \( r = k, \ldots, K \);

**Output:** \( \hat{A} \) as an estimate of the mixing matrix.

5.2. Successive optimization for unitary \( A \)

The NAP-initialized subspace ACDC algorithm in Algorithm 3 is derived for blind identification of general \( A \), both overdetermined and underdetermined. However, for the overdetermined case, we can develop a much more efficient algorithm in place of Algorithm 3. A crucial component lies in prewhitening again, which, as described earlier, enables us to transform \( A \) to a unitary matrix.

Let us focus on the case of unitary \( A \). Recall from Criterion 2 that \( U_t = (A^* \Theta^*) \) is desired. When \( A \) is unitary, we have shown in the proof of Theorem 2 that \( \Theta \) is unitary. For this reason, we consider a modified form of the KR subspace fitting formulation (27):

\[
\min_{A \in \mathbb{C}^{K \times K}, \Theta \in \mathbb{C}^{K \times K}} \| U - (A^* \Theta^*) \|^2_F
\]

s.t. \( \Theta \Theta^H = I \). (28)

where we incorporate the unitarity of \( \Theta \) as a constraint. Our interest lies in reformulating problem (28) to a form that will enable us to derive a divide-and-conquer strategy.
for handling problem (28). To do so, let $Q = \Theta^H$. By the rotational invariance of $\| \cdot \|_F$, we can rewrite (28) as
\[
\min_{A, Q} \| U_Q - (A^* \Theta A) \|_F^2 \\
\text{s.t. } Q^H Q = I.
\]  
(29)

In addition, by substituting $h_k = U_k q_k \in \mathbb{R}(U_k)$, where $q_k$ is the $k$th column of $Q$, problem (29) can be equivalently expressed as
\[
\min_{A_1, \ldots, A_K} \sum_{k=1}^{K} \| h_k - a_k^* \otimes a_k \|_2^2 \\
\text{s.t. } h_k \in \mathbb{R}(U_k), \quad k = 1, \ldots, K, \\
\quad h_k^* h_k = 0, \quad \forall k \neq \varepsilon, \\
\quad \| a_k \|_2^2 = 1, \quad k = 1, \ldots, K.
\]  
(30)

Let us slightly modify problem (30) by replacing the constraints $\| h_k \|_2^2 = 1$ with $\| a_k \|_2^2 = 1$:
\[
\min_{A_1, \ldots, A_K} \sum_{k=1}^{K} \| h_k - a_k^* \otimes a_k \|_2^2 \\
\text{s.t. } h_k \in \mathbb{R}(U_k), \quad k = 1, \ldots, K, \\
\quad h_k^* h_k = 0, \quad \forall k \neq \varepsilon, \\
\quad \| a_k \|_2^2 = 1, \quad k = 1, \ldots, K.
\]  
(31)

With the formulation in (31), we are ready to describe the proposed optimization strategy. A key observation is that problem (31) can be expressed as (32), shown at the bottom of the page where
\[
\mathcal{H}_k(h_1, \ldots, h_{k-1}) = \{ h \in \mathbb{R}(U_k) : h_k^* h_k = 0, \varepsilon = 1, \ldots, k-1 \}.
\]  
(33)

The expression in (32) suggests that we can apply a successive optimization strategy. To be specific, we decouple (32) into $K$ sequentially processed stages. At stage $k$, we aim at solving
\[
(a_{k, h_k}) = \text{argmin}_{a_{k, h_k}} \| h_k - a_k^* \otimes a_k \|_2^2 \\
\text{s.t. } \| a_k \|_2^2 = 1, \quad h_k \in \mathcal{H}_k(h_1, \ldots, \hat{h}_{k-1})
\]  
(34)

where $h_1, \ldots, \hat{h}_{k-1}$ are the decisions in the previous stages $1, \ldots, k-1$. Moreover, it can be shown that since $h_1, \ldots, h_{k-1} \in \mathbb{R}(U_k)$, the subspace $\mathcal{H}_k(h_1, \ldots, \hat{h}_{k-1})$ takes an explicit form
\[
\mathcal{H}_k(h_1, \ldots, \hat{h}_{k-1}) = R(P_{h_{k-1}}^H U_k)
\]  
(35)

where $\hat{h}_{k-1} = [h_1, \ldots, h_{k-1}], \quad P_{h_{k-1}}^H = I - H_{1:k-1} (H_{1:k-1} H_{1:k-1})^{-1} H_{1:k-1}$. Now, we can see the following connection: problem (34) is equivalently the AP problem (15), with the original subspace matrix $U_k$ being replaced by $P_{h_{k-1}}^H U_k$. As a result, problem (34) can be readily handled by applying AP (Algorithm 1). It is also interesting to note that if the previous stages $1, \ldots, k-1$ have perfectly identified some of the mixing matrix columns, say, $h_1 = a_1^* \otimes a_1, \ldots, h_{k-1} = a_{k-1}^* \otimes a_{k-1}$, then, by the orthogonality of $A^* \Theta A$ (implied by the unitarity of $A$), we can show that
\[
\mathcal{H}_k(h_1, \ldots, \hat{h}_{k-1}) = R([a_1^* \otimes a_1, \ldots, a_k^* \otimes a_k]),
\]
in which the previously found columns are removed from the subspace. Consequently, at stage $k$, problem (34) will identify a new mixing matrix column.

The AP-based successive optimization method proposed above is summarized in a pseudo-code form in Algorithm 4. The algorithm is named as the prewhitened alternating projection algorithm (PAPA) for convenience. There are two major advantages of PAPA compared to the previous subspace ACDC algorithm. First, PAPA deals with $KAP$ problems only. Second, since $A$ is unitary, the AP convergence is expected to be fast according to Theorem 2. These two merits make PAPA a computationally very competitive algorithm, as our simulation results will demonstrate. However, we should reiterate that PAPA is for the overdetermined case only. It is also interesting to note that the successive operation in PAPA shows a flavor reminiscent of that in deflation-based FastICA [33] (and the references therein), where they both estimate source components in a one-by-one manner.

**Algorithm 4.** Prewhitened alternating projection algorithm.

**Input:** local covariance matrices $R_1, \ldots, R_m$.

1: $\Sigma = \frac{1}{m} \sum_{m=1}^{M} R_m$;
2: compute a square-root factorization $\Sigma = B^H B$;
3: $R_k = B^H R_k B$, $m = 1, \ldots, M$ (prewhitening);
4: compute the SVD $(U, \Sigma, V)$ of $Y = [\text{vec}(R_1), \ldots, \text{vec}(R_m))]$, $U_k = U_k x$, and set $k = 1$;
5: run Algorithm 1 with $P_{h_{k-1}}^H U_k$ as the input to obtain $(a_k, \hat{h}_k)$, where $H_{1:k-1} = [h_1, \ldots, \hat{h}_{k-1}]$;
6: set $k = k + 1$ and goto step 5 until $k > K$;
7: $A = [\hat{a}_1, \ldots, \hat{a}_k]$; (post-whitening)

**Output**: $A$ as an estimate of the mixing matrix

### 6. Simulations

We provide simulations to demonstrate the advantages of the proposed algorithms compared to some other benchmarked QSS-based blind identification algorithms. The simulation settings are described as follows. We consider real-valued mixtures and sources. The mixing matrix $A \in \mathbb{R}^{N \times K}$ is randomly generated at each trial with columns being normalized to unit 2-norm. We use speech recordings as our source signals. We have a database of 23 speech signals, and at each trial we randomly pick $K$ of them as the source signals. In order to obtain more local covariances under limited signal length, we employ 50% overlapping frames in acquiring $R_k$s, i.e., $R_k = (1/2) \sum_{l=0}^{0.5m-0.5} X(l)X(l)^H$. Noise received signals are assumed. The noise covariance removal procedure described in Section 2.3 is applied to the estimated $R_m$s. For our proposed algorithms, we adopt a standard stopping criterion, specifically,

\[
\min_{a_{k, h_k}} \left\{ \| h_1 - a_1^* \otimes a_1 \|_2^2 + \min_{a_2, \ldots, a_{k-1}} \| h_2 - a_2^* \otimes a_2 \|_2^2 + \cdots + \min_{a_k, \ldots, a_{k-1}} \| h_k - a_k^* \otimes a_k \|_2^2 \right\}.
\]

(32)
\[ f^{(n)} - f^{(n-1)} < \epsilon = 10^{-6}, \] where \( f^{(n)} \) is the objective value of the algorithm at the \( n \)th iteration.

The performance measure employed here is the average mean square error (MSE), defined as

\[
\text{MSE} = \min_{\pi \in \Pi} \frac{1}{K} \sum_{k=1}^{K} \frac{1}{2} \left\| \mathbf{a}_{k} - \mathbf{a}_{j(k)} \right\|_2^2
\]

where \( \Pi \) is the set of all bijections \( \pi : \{1, \ldots, K\} \rightarrow \{1, \ldots, K\} \); \( \mathbf{A} \) and \( \hat{\mathbf{A}} \) are the true and estimated mixing matrices, respectively. The MSE performance results to be shown are averages of one thousand independent trials. All algorithms are run on a computer with i7 2.8 GHz CPU and 16 GB RAM, with all the codes written in MATLAB. The signal-to-noise ratio (SNR) is defined as \( \text{SNR} = \frac{1}{2} \sum_{t=1}^{T} E[\|\mathbf{a}(t)\|_2^2] / E[\|\mathbf{w}(t)\|_2^2] \).

### 6.1. The overdetermined case

We first consider an overdetermined case where we set \( N, K = (6, 5) \) and \( (M, L) = (399, 200) \). PAPA (Algorithm 4) is used. The algorithms we benchmark against are FFDIAG [16], UWEDGE [18], BGWEDGE [18] and Pham's JD [14]. All the algorithms are run on the same set of noise covariance-removed and prewhitened \( \mathbf{R}_m \)'s. Fig. 3 shows the average MSEs of the various algorithms w.r.t. the SNRs. It is seen that PAPA provides the best MSE performance for SNR \( \leq 30 \) dB. For SNR > 35 dB, PAPA is outperformed by FFDIAG and UWEDGE. Having said so, the MSE performance of PAPA is still quite on a par.

Table 1 lists the average runtimes of the various algorithms corresponding to the above simulation. PAPA clearly demonstrates better computational efficiency compared to the other algorithms. In particular, PAPA is at least 23 times faster than FFDIAG, UWEDGE and BGWEDGE. The reason behind its high efficiency lies in the fact that the number of iterations required by PAPA is small. To get a better idea, in Table 2 we show the average numbers of AP iterations in PAPA. We can see that for SNR \( \geq 10 \) dB, the average numbers of AP iterations are around 3. This is consistent with the fast AP convergence claim in Theorem 2, which says convergence within one iteration, although one may wonder why the former and latter do not exactly collide. We should note at this point that Theorem 2 is established based on the satisfiability of the basic model laid in Section 2.2. In practice, the local covariances \( \mathbf{R}_m \)’s are subjected to measurement errors and the subsequent subspace perturbation effects may have an impact on the practical AP convergence. Notwithstanding, we see in Table 2 that the impact is insignificant for moderate to high SNRs.

Although the main interest in this paper lies in mixing matrix estimation, it is also interesting to look at source separation performance. Fig. 4 shows the source separation performance obtained by the various algorithms. The performance metric used here is the signal-to-interference-plus-noise ratio (SINR) of the separated signals, where the sources are separated via MMSE demixing; see [34] for details. It can be seen that all the algorithms exhibit similar SINR performance, except for SNR \( \geq 30 \) dB where BGWEDGE and Pham's JD have slightly better SINRs than the others.

More performance comparisons are shown in Figs. 5 and 6. The simulation settings are essentially the same as the previous, and we fix SNR = 10 dB. Fig. 5 plots the MSEs w.r.t. the number of local covariances \( M \). We can see that PAPA performs better than the other algorithms for \( M > 200 \), and the otherwise for \( M < 200 \). This suggests that PAPA works better for larger numbers of local covariances. Fig. 6 plots the MSEs w.r.t. the number of sources \( K \), with \( N = K + 1 \). As seen, PAPA performs better for small to moderate numbers of sources, specifically, \( K \leq 10 \). Table 3 shows the corresponding runtime performance. PAPA remains computationally competitive, except for \( K = 23 \) where BGWEDGE yields the fastest runtime.

### 6.2. The underdetermined case

Next, we consider an underdetermined case where \( (N, K) = (5, 7) \) and \( (M, L) = (399, 400) \). In order to avoid
overly ill-conditioned mixing matrices \([12,17,35]\), we constrain the columns of \(A\) to satisfy \(|a_i^H a_j| < 0.8, \forall i \neq j\). The algorithms under comparison are NAP-initialized subspace ACDC (Algorithm 3), SOBIUM [8], TALS [6] and UDSEP [12]. We apply noise covariance-removed \(R_m\)'s to all the algorithms, except for UDSEP. UDSEP was found to be numerically sensitive to noise covariance removal, and we run it using the original \(R_m\)'s. For Algorithm 3, we set \(\epsilon = 0.8\) and \(J = 5\), i.e., NAP is run at most 35 times. For NAP (Algorithm 2), we set \(\gamma = 0.5, \rho = 1\) and we stop the ADMM when the number of ADMM iterations reaches 20. We also try subspace ACDC with completely random
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**Fig. 4.** The average SINRs of the various algorithms w.r.t. the SNRs.
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**Fig. 5.** The average MSEs of the various algorithms w.r.t. \(M\).
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**Fig. 6.** The average MSEs of the various algorithms w.r.t. \(K\).
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**Fig. 7.** The average MSEs of the various algorithms w.r.t. the SNRs.
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**Fig. 8.** The average MSEs and corresponding standard deviations of UDSEP and NAP-initialized ACDC.

### Table 3

<table>
<thead>
<tr>
<th>Method</th>
<th>(K)</th>
<th>3</th>
<th>7</th>
<th>11</th>
<th>15</th>
<th>19</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAPA</td>
<td></td>
<td>0.0072</td>
<td>0.0053</td>
<td>0.0195</td>
<td>0.0738</td>
<td>0.2321</td>
<td>0.6134</td>
</tr>
<tr>
<td>FFDIAG</td>
<td></td>
<td>0.0230</td>
<td>0.0634</td>
<td>0.1243</td>
<td>0.2206</td>
<td>0.3889</td>
<td>0.5904</td>
</tr>
<tr>
<td>UWEDGE</td>
<td></td>
<td>0.0291</td>
<td>0.0896</td>
<td>0.1726</td>
<td>0.2828</td>
<td>0.5154</td>
<td>0.7799</td>
</tr>
<tr>
<td>BGWEDGE</td>
<td></td>
<td>0.0332</td>
<td>0.0819</td>
<td>0.1272</td>
<td>0.1863</td>
<td>0.2697</td>
<td>0.3576</td>
</tr>
</tbody>
</table>

The average runtimes (in second) under various source numbers, \(N = K + 1; \text{SNR} = 10\) dB.

---
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initializations (by setting $j=0$), where the purpose is to examine the differences of using “good” and “bad” initializations. Fig. 7 shows the average MSEs of the various algorithms w.r.t. the SNRs. Remarkably, it can be seen that NAP-initialized subspace ACDC gives the best MSE performance. Another observation is that without the NAP initialization, subspace ACDC still works reasonably, but suffers from around 4 dB performance degradation compared to NAP-initialized subspace ACDC. Fig. 8 takes a closer look at the performance of UDSEP and NAP-ACDC by showing both the averages and standard deviations of the MSEs. As seen, UDSEP exhibits large variations with MSEs. This means that there are realizations where UDSEP performs much better than NAP-ACDC; however, there are realizations where UDSEP does not perform well.

Table 4 shows the average numbers of iterations and runtimes of the various algorithms corresponding to the above simulation. We are interested in examining the differences of using and not using NAP initialization, and hence the overheads of NAP are not counted at this point.

It can be seen that with NAP initialization, the numbers of iterations required by subspace ACDC are reduced. For SNR ≥ 10 dB, an iterations saving of about 2/3 can be observed for subspace ACDC. Moreover, SOBIUM is seen to yield the best runtime and iteration performance. Hence, we conclude that NAP-initialized subspace ACDC has its edge on MSE performance, but is more expensive to apply.

Table 5 shows the average numbers of AP iterations, the total runtimes spent by the multiple NAPs in NAP-initialized subspace ACDC, and the success rate for NAPs to identify a complete $A$. The settings are identical to those in Table 4. We can see that NAP converges within 30 iterations, and that we have actually a success rate of 73% for SNR ≥ 10 dB, which is quite promising. However, we should recognize that the computational times are relatively high—it is low compared to TALS, but high compared to SOBIUM; cf. Tables 4 and 5. There are two reasons. First, unlike PAPA, we need to run NAP many times. Second, NAP needs to solve a convex optimization problem at each AP iteration. While the ADMM solver we employ to tackle the problem is well known to be efficient in the context of low-rank matrix recovery, a curious question still lies in whether we can further reduce the complexity by devising more specialized algorithms for NAP. We leave this as a future direction.

Please cite this article as: K.-K. Lee, et al., A Khatri–Rao subspace approach to blind identification of mixtures of quasi-stationary sources, Signal Processing (2013), http://dx.doi.org/10.1016/j.sigpro.2013.03.037
7. Conclusion

In this paper, we have established a Khatri–Rao subspace framework for blind identification of mixtures of quasi-stationary sources. A particularly notable result lies in the overdetermined case, where we have developed a blind identification algorithm (PAPA, Algorithm 4) that can provide significant computational performance edge over the other algorithms especially for small to moderate numbers of sources. The algorithm also shows competitive estimation performance. Its computational advantage has also been supported by theoretical analysis. For the underdetermined case, we have developed another algorithm (NAP-initialized subspace ACDC, Algorithm 3) that yields good estimation performance by simulations. For both cases, the key insight lies in using the Khatri–Rao subspace to decouple the problem to column-wise BID problems, which is easier to manage.
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Appendix A. Proof of Theorem 1

The proof of sufficiency is by contradiction. Suppose that there exists an $a\in\mathbb{C}^N$, $a\neq 0$, such that $a^\dagger\otimes a \in \mathbb{R}(U_i)$. By the KR subspace identity (9), the condition $a^\dagger\otimes a \in \mathbb{R}(U_i)$ is equivalent to

$$a^\dagger = \sum_{k=1}^K a_k^\dagger \otimes a_k,$$  \hfill (36)

for some $a = [a_1, \ldots, a_K] \in \mathbb{C}^K$, $a_k \neq 0$. We will show that (36) does not hold whenever $K \leq 2N-2$. Let $P \leq K$ be the number of nonzero elements in $a$, and assume without loss of generality that $a_k \neq 0$ for $k = 1, \ldots, P$, and $a_k = 0$ for $k = P+1, \ldots, K$. Moreover, by denoting

$$A_1 = [a_1, \ldots, a_{\min(P,N)}] \in \mathbb{C}^{N \times P \min(P,N)},$$

$$A_2 = [a_{\min(P,N)+1}, \ldots, a_K] \in \mathbb{C}^{N \times (P - \min(P,N)+1)},$$

$$D_1 = \text{Diag}(a_1, \ldots, a_{\min(P,N)}),$$

$$D_2 = \text{Diag}(-a_{\min(P,N)+1}, \ldots, -a_P, 1),$$

and by vectorization, we can rewrite (36) as

$$A_1 A_2^\dagger = A_1 D_1 A_1^\dagger.$$ \hfill (37)

Eq. (37) implies that

$$\text{rank}(A_1 A_2^\dagger) = \text{rank}(A_1 D_1 A_1^\dagger).$$ \hfill (38)

For convenience, let $r_1 = \text{rank}(A_1 A_2^\dagger)$, $r_2 = \text{rank}(A_2^\dagger A_1^\dagger)$. The matrix $A_1$ has full column rank, as a direct consequence of (44). In addition, using the fact that all the diagonal elements of $D_1$ are nonzero, one can easily deduce that $r_1 = \text{rank}(A_1) = \min(P,N)$. Now, let us consider two cases for $r_2$, namely, $P \leq N$ and $N < P \leq 2N-2$. For $P \leq N$, where $A_2 = a$, we have $r_2 = 1$. The equality $r_1 = r_2$ does not hold except for $P = 1$, which reduces to the trivial case of $a = c a_k$. For $N < P \leq 2N-2$, it can be verified that $A_2$ is a strictly full matrix. Hence, we have $r_2 \geq 1$, and $r_1 = r_2$ cannot be satisfied. The violation of $r_1 = r_2$ in the above two cases contradicts (36).

The proof of necessity is done by finding an $A$ such that $K > 2N-2$ and (36) holds. Consider a Vandermonde $A$ where each column $a_k$ takes the form

$$a_k = [1, e^{i0}, \ldots, e^{i(N-1)}] \otimes b(\theta_k),$$ \hfill (39)

for which the angles $\theta_k \in [0, 2\pi)$ satisfy $\theta_k \neq \theta_\ell$ for all $k \neq \ell$. Such an $A$ is always of full Kruskal rank [36], thereby satisfying the premise (44). Also, suppose that $a$ takes the form $a = b(\psi)$ for some $\psi$, and that $P = 2N-1$ (thus $K > 2N-2$). Now, if we choose

$$\theta_k = \begin{cases} \frac{2\pi(k-1)}{N}, & k = 1, \ldots, N, \\ \frac{2\pi(k-N-1)}{N} + \frac{\pi}{N}, & k = N+1, \ldots, 2N-1 \end{cases}$$

$$\psi = \frac{2\pi(N-1)}{N} + \frac{\pi}{N},$$

then it can be verified that $A_1$ and $A_2$ are both unitary. Subsequently, by setting $a_1 = \cdots = a_N = 1$, $a_{N+1} = \cdots = a_{2N-1} = -1$, we get both sides of (37) being equal to $I$. This in turn means that (36) can be satisfied.

Appendix B. ADMM for problem (23)

In order to apply ADMM, we rewrite problem (23) as

$$\min_{\text{vec}(R(\Omega))} \|B-R(\Omega)\|^2 + \gamma \|G\|^2$$

s.t. $H = G$, \hfill (40)

where we denote $B = a a^\dagger$ for convenience, and $G$ is a splitting variable. According to the ADMM literature (e.g., [32]), the augmented Lagrangian of (40) is

$$\hat{L}(H, G, \Lambda) = \|B-H\|^2 + \gamma \|G\|^2 + \text{Re}\langle \Lambda^\dagger (H-G) \rangle + \frac{\rho}{2} \|H-G\|^2,$$ \hfill (41)

where $\Lambda$ is the dual variable for the equality constraint $H = G$, and $\rho$ is a penalty parameter for the augmented term. Eq. (41) can be reexpressed as

$$\hat{L}(H, G, Z) = \|B-H\|^2 + \gamma \|G\|^2 + \frac{\rho}{2} \|H-G\|^2 + Z^\dagger \frac{\rho}{2} \|Z\|^2,$$ \hfill (42)

where $Z = (1/\rho) \Lambda$. The idea of ADMM is to optimize (42) using alternating optimization and gradient ascent; in essence, we alternatingly solve the following two minimization problems:

$$H^{(k+1)} = \min_{\text{vec}(R(\Omega))} \hat{L}(H, G^{(k)}, Z^{(k)}),$$ \hfill (43)

$$G^{(k+1)} = \min_G \hat{L}(H^{(k+1)}),$$ \hfill (44)

together with the update of the (scaled) dual variable $Z$ by

$$Z^{(k+1)} = Z^{(k)} + (H^{(k+1)} - G^{(k+1)}).$$ \hfill (45)

There are many convergence results established for ADMM. For example, in [32], it has been shown that $H^{(k)} - G^{(k)} \rightarrow 0$, $\|B-H^{(k)}\|^2 + \gamma \|G^{(k)}\|^2 \rightarrow p^* Z^{(k)} \rightarrow Z^*$ as $k \rightarrow \infty$, where $p^*$ is the optimal objective value of (40). The solutions of (43) and (44) are as follows. We note that (43) is an unconstrained
least-squares problem (the subspace constraint can be eliminated by substituting \( H = \text{vec}^{-1}(U, x), x \in \mathbb{C}^k \)), whose solution is given by
\[
H^{(k+1)} = \frac{1}{\rho + 2} \text{vec}^{-1} \left( U U^H \text{vec}(2B + \rho (G^{(k)} - Z^{(k)})) \right).
\] (46)

Moreover, problem (44), which is given by
\[
\min_G \frac{1}{2} \| G^{(k)} \|_2 + \frac{\rho}{2} \| H^{(k+1)} - G + Z^{(k)} \|_2^2,
\] (47)

is a proximal minimization problem. This problem arises frequently in low-rank matrix recovery [28,29] and its solution is well known to be that of singular value thresholding (SVD) [37], i.e.
\[
G^{(k+1)} = \text{UDiag}(d) V^H,
\] (48)

where we have the SVD \( H^{(k+1)} + Z^{(k)} = UV^H \), and \( d_i = \max(0, \Sigma_{ii}/\rho), i = 1, \ldots, K \).
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