The importance of current contributions to shielding constants in density-functional theory
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The sources of error in the calculation of nuclear-magnetic-resonance shielding constants determined by density-functional theory are examined. Highly accurate Kohn–Sham wave functions are obtained from coupled-cluster electron density functions and used to define accurate—but current independent—density-functional shielding constants. These new reference values, in tandem with high-accuracy coupled-cluster shielding constants, provide a benchmark for the assessment of errors in common density-functional approximations. In particular the role of errors arising in the diamagnetic and paramagnetic terms is investigated, with particular emphasis on the role of current-dependence in the latter. For carbon and nitrogen the current correction is found to be, in some cases, larger than 10 ppm. This indicates that the absence of this correction in general purpose exchange–correlation functionals is one of the main sources of error in shielding calculations using density functional theory. It is shown that the current correction improves the shielding performance of many popular approximate DFT functionals.

1 Introduction

Nuclear-magnetic-resonance (NMR) shielding constants describe how an externally applied magnetic field is modified by the electrons surrounding the nuclei. The rich information contained in this response has made NMR spectroscopies a key tool in experimental chemistry. The prediction and interpretation of NMR spectra is therefore an important application area of quantum chemistry. Moreover, the sensitivity of this experimentally accessible shift represents a valuable test for the electronic-structure methodologies of quantum chemistry. In particular, for the applicability of Kohn–Sham density-functional theory (DFT), it is important to improve on the poor performance1,2 of existing density-functional approximations (DFAs). From a DFT point of view, these calculations also represent an important theoretical challenge since the prediction of NMR shieldings relies on the induced electron current-density dependence of the exact exchange–correlation functional3 or, alternatively, on its explicit dependence on the magnetic field.4 The development of current-dependent DFAs remains an open problem.5 In particular, it has been observed that the inclusion of a current dependence based on the free-electron-gas model does not lead to improved NMR shieldings.6–9

For the purpose of analyzing approximate schemes for the calculation of NMR shielding constants it is fruitful to write the shielding tensor as consisting of three terms,

\[ \sigma = \sigma_\text{dia} + \sigma_\text{para} + \sigma_\text{para}. \]  

(1)

The first term is the diamagnetic shielding (as defined in Section 2.1) which depends on the electron density \( \rho \) only. The second term is the current-independent part of the paramagnetic shielding (defined in Section 2.2), while the last term contains the current dependence. It has long been appreciated that, with the use of popular DFAs, the errors in \( \sigma_\text{dia} \) are small,10 and most development has been focused on improving the description of the paramagnetic shielding.11–15 Until recently it has been assumed that \( \sigma_\text{para} \) can be neglected.6 However, new theoretical and computational developments have allowed the importance of the current dependence of DFAs to be studied in isolation and it was found that these effects are not small compared with the total error of the best DFAs.1 This observation constitutes an incentive to develop a current correction to the exchange–correlation functional of existing current-independent DFAs. Since the current corrections are expected to be relatively small it is important that errors in the underlying DFA are well balanced and minimized where possible. The aim of this paper is to quantify the magnitude of the current contribution, to analyze other sources of error (originating from the electron density in the diamagnetic shielding), and to suggest suitable DFAs to which further current corrections can be reliably applied.

We here study a collection of DFAs chosen to cover the familiar sequence consisting of the local-density approximation (LDA16),…
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generalized-gradient approximation (GGA) functionals (BLYP\textsuperscript{17,18} and PBE\textsuperscript{19}), hybrid functionals (B97\textsuperscript{20} and B3LYP\textsuperscript{21}), and meta-GGA functionals (TPSS\textsuperscript{22}). We also include the K\textsuperscript{T}2 functional,\textsuperscript{14} developed specifically for NMR shielding constants. Since a comparison with experiment requires a treatment of vibrational effects,\textsuperscript{4} we compare instead with accurate theoretical shielding constants calculated at a fixed molecular geometry using coupled-cluster theory with single, double and perturbative triple excitations (CCSD(T)).\textsuperscript{23}

The diamagnetic contribution to the shielding constant can be defined to depend only on the ground-state electron density. Therefore, we examine the error in the density calculated using different DFAs by comparison with the CCSD(T) reference density. In the absence of a field the exact exchange–correlation functional is purely density dependent. For such a purely density-dependent functional, which neglects current dependence but yields the exact charge density at zero field, the paramagnetic response is determined purely by the values of the orbitals and eigenvalues of the Kohn–Sham system. Using this fact we are able to calculate the $\sigma_{\text{para}}$ term in eqn (1) and distinguish errors originating from the neglect of current dependence from those coming from the use of an approximate exchange–correlation functional.

2 Theory

2.1 NMR shielding constants

The NMR shielding tensor $\sigma_K$ associated with nucleus K is defined as the second-order derivative of the molecular electronic energy with respect to the external magnetic field with flux density $B$ and the magnetic moment $M_K$ of that nucleus at $B = 0$ and $M_K = 0$,\textsuperscript{24}

$$\sigma_K = \left. \frac{\partial^2 E}{\partial B \partial M_K} \right|_{B,M_K=0}. \quad (2)$$

In common with all second-order magnetic properties, the shielding tensor can be decomposed into diamagnetic and paramagnetic parts,

$$\sigma_K = \sigma_{\text{dia}}^K + \sigma_{\text{para}}^K, \quad (3)$$

but this decomposition is not unique. Throughout this work we use London atomic orbitals\textsuperscript{25} to gauge origin independence of our results. We follow the convention that the diamagnetic part depends only on the ground-state density; all terms describing some form of response to the field, including the response encoded in the London atomic orbitals or gauge including atomic orbitals (GIAOs), are contained in the paramagnetic part.\textsuperscript{26} Specifically, we define the diamagnetic part as (omitting here and elsewhere the summation over electrons)

$$\sigma_{\text{dia}}^K = \frac{1}{2} \left. \left\langle \mathbf{r}_K^2 \mathbf{r}_K - \mathbf{r}_K \mathbf{r}_K^2 \right\rangle \right|_{\mathbf{r}_K = 0}, \quad (4)$$

where $\mathbf{r}_K = \mathbf{r} - \mathbf{R}_K$ is the position vector of the electron relative that of the nucleus $\mathbf{R}_K$, and $\mathbf{r}_o = \mathbf{r} - \mathbf{R}_o$ is the position vector of the electron relative to the gauge origin $\mathbf{R}_o$. Unless otherwise stated, atomic units are used in this paper. Setting the gauge origin at nucleus K, the diamagnetic NMR shielding constant becomes directly proportional to the expectation value of the Coulomb interaction at the nucleus

$$\sigma_{\text{dia}}^K = \frac{1}{3} \text{Tr} \sigma_{\text{dia}}^K = \frac{1}{3} \left\langle 0 \left| \frac{1}{r_K} \right| 0 \right\rangle. \quad (5)$$

In the present paper, the quality of the total shielding constant $\sigma_K$ and its diamagnetic part $\sigma_{\text{dia}}^K$ calculated with different DFAs will be assessed by a direct comparison with accurate CCSD(T) values, thereby quantifying also the error in the paramagnetic part $\sigma_{\text{para}}^K$. We also analyze the sources of error in $\sigma_{\text{dia}}^K$ and, in particular, quantify the error incurred by neglecting the field dependence of the exchange–correlation functional, as discussed in the following subsection.

2.2 Magnetic perturbations in current-independent DFT

Here we are concerned only with pure density functionals, i.e. LDA, GGA, and the exact universal functional. When the current dependence of the exchange–correlation energy is neglected, the ground-state energy can be decomposed into familiar components: the non-interacting kinetic energy $T_s(\rho, \mathbf{A})$ with a dependence on the vector potential $\mathbf{A}$, the exchange–correlation–Hartree energy $E_{\text{exch}}(\rho)$, and the interaction between the electrons and the external scalar potential $v$ set up by the nuclei, $(v, \rho)$:

$$E(v, \mathbf{A}) = \inf_{\rho} \left\{ T_s(\rho, \mathbf{A}) + E_{\text{exch}}(\rho) + (\rho, v) \right\} = N \rho. \quad (6)$$

Note that within this approximation, $E_{\text{exch}}(\rho)$ here remains the standard “non-magnetic” exchange–correlation–Hartree energy.

We now show that, for a current independent functional of the above form, the second derivative with respect to the vector potential is simply the second derivative of the non-interacting kinetic energy. Assuming the existence of a minimizing density $\rho_{\text{GS}}(v, \mathbf{A})$ and that the derivatives are well defined (for a discussion of this point in conventional DFT see ref. 27), the DFT Euler equation is given by

$$\frac{\delta}{\delta v(\mathbf{r})} \left( T_s(\rho, \mathbf{A}) + E_{\text{exch}}(\rho) \right) + v(\mathbf{r}) = \mu. \quad (7)$$

For closed-shell systems (which are considered here), the first derivative of $T_s$ with respect to $\mathbf{A}$ vanishes since $T_s(\rho, \mathbf{A})$ is an even function of $\mathbf{A}$ at $\mathbf{A} = 0$. The Euler equation is therefore automatically satisfied to first order in $\mathbf{A}$, implying that the density depends on $\mathbf{A}$ only to second order. Setting $\rho = \rho_0 + \rho_2 \mathbf{A}^2$ and expanding the ground-state energy to second order in $\mathbf{A}$, we obtain

$$E(v, \mathbf{A}) = T_s(\rho_0, 0) + E_{\text{exch}}(\rho_0) + (\rho_0, v)$$

$$+ \frac{1}{2} \int \left\{ \frac{\delta^2 T_s(\rho, \mathbf{A})}{\delta \mathbf{A}(\mathbf{r}) \delta \mathbf{A}(\mathbf{r}')} \right|_{\rho_0 = 0} \mathbf{A}(\mathbf{r}) \mathbf{A}(\mathbf{r}') d\mathbf{r} d\mathbf{r}'$$

$$+ \left\{ \frac{\delta (T_s(\rho, \mathbf{A}) + E_{\text{exch}}(\rho))}{\delta v(\mathbf{r})} \right|_{\rho_0 = 0} + v(\mathbf{r}) \right\} \rho_2(\mathbf{r}) \mathbf{A}(\mathbf{r})^2 d\mathbf{r}, \quad (8)$$

where the last term vanishes because the Euler equation is satisfied for the reference state; since the density variations are
particle-number preserving for all $\mathbf{A}$, the integral $\mu \int \rho_2(\mathbf{r}) \mathbf{A}^2(\mathbf{r}) \, d\mathbf{r}$ vanishes. Hence, the second derivative of a closed-shell ground-state energy with respect to the vector potential, at zero vector potential, is simply the second derivative of the non-interacting kinetic energy. Note that the exchange–correlation kernel contribution, arising from the second derivative of $E_{\text{Hess}}$, appears only at higher orders in $\mathbf{A}$. This well-known result is usually stated for LDA and GGA functionals in terms of the “magnetic Hessian” $\nabla^2$. The present proof relies only on the observation that $T_\alpha$ is even in $\mathbf{A}$ at $\mathbf{A} = 0$.

For the shielding tensor, we then insert $\mathbf{A} = \mathbf{A}_0 + \mathbf{A}_K$, where $\mathbf{A}_0$ and $\mathbf{A}_K$ are the vector potentials associated with $\mathbf{B}$ and $\mathbf{M}_K$, respectively, to obtain the usual formula in terms of Kohn–Sham orbitals and eigenvalues. Neglecting the contribution due to London orbitals the expression is:

$$\sigma_{\text{D}} = \frac{- \sum_{l} \sum_{m} \psi_0^* \psi_m \left( \xi_l - \xi_m \right)}{\sqrt{\left| \psi_0^* \psi_m \right|^2}},$$

where h.c. is the Hermitian conjugate and $l$ is the angular momentum operator.

It should be noted that by employing eqn (8) the shielding tensor (or indeed other magnetic properties) can be computed for an arbitrary input density without knowledge of the exact exchange–correlation (XC) functional. All that is required are the second derivatives of $T_\alpha$ which can be obtained from the Kohn–Sham wave function corresponding to $\rho$. This wave function can be obtained by various approaches, for example the Zhao–Morrison–Parr method employed by Wilson and Tozer for the calculation of shieldings. We instead use the method outlined in Section 3.

3 Computational details

We have evaluated total and diamagnetic NMR shielding constants for a set of small atoms and molecules, at the CCSD(T) equilibrium geometries. In the next section, we compare wavefunction quantities from Hartree–Fock (HF) theory, second-order Møller–Plesset (MP2) perturbation theory, and CCSD(T) theory with those from a representative set of standard DFAs. To quantify the error arising from the neglect of the current dependence in the DFA, we also present Kohn–Sham shielding constants obtained from accurate CCSD(T) densities using an established inversion scheme.

The coupled-cluster calculations of shielding constants were performed using CFOUR. A development version of DALTON was used for all other calculations, except those involving the TPSS functional. The latter were evaluated with the LONDON quantum-chemistry software.

Meta-GGAs, such as TPSS, depend on the Kohn–Sham kinetic energy density $\tau_0(\mathbf{r}) = \frac{1}{2} \sum_{l} \left| \nabla \phi_l(\mathbf{r}) \right|^2$. In magnetic fields this quantity must be generalized in a gauge-invariant fashion. Maximoff and Scuseria suggested the use of the physical kinetic energy density

$$\tau_{\text{MS}} = \tau_0 + \frac{1}{2} \mathbf{A} \cdot \mathbf{A} + \frac{1}{2} \rho \mathbf{A}^2.$$
4.1 Current-dependence of DFT shielding constants

We begin by assessing the importance of $\sigma^\text{para}$ relative to the diamagnetic and current-independent contributions to the shielding constant in eqn (1) for the molecules in the test set, see Table 1. In this table, $\sigma$ is the total shielding constant calculated at the CCSD(T) level of theory, and the diamagnetic part $\sigma^\text{dia}$ is the expectation value in eqn (4) calculated from the CCSD(T) density matrix. To obtain the paramagnetic density and current contributions, we have first calculated the total current free shielding constant $\sigma^\text{para}$ using the Wu–Yang scheme with the CCSD(T) density as described in Section 3 and then used the relations $\sigma^\text{para} = \sigma^\text{KS} + \sigma^\text{dia}$ and $\sigma^\text{para} = \sigma - \sigma^\text{KS}$.

From Table 1, we first note that the current contribution is typically one to two orders of magnitude smaller than the diamagnetic and paramagnetic contributions to the shielding constants. However, since the diamagnetic and paramagnetic contributions are always of opposite sign and may nearly cancel, the current contribution to the shielding cannot always be neglected and sometimes becomes important. For example, in $\sigma_C$ in CO, the total shielding is 5.4 ppm with a current contribution of 11.0 ppm, twice as large as the total shielding; in this particular case, the total diamagnetic and paramagnetic contributions are 327.0 and $-332.6$ ppm. In $N_2$, the situation is similar but less dramatic, the total shielding constant being $-57.4$ ppm with a large current contribution of 13.3 ppm. Clearly, the current contribution to the shielding constants cannot in general be neglected, at least for non-hydrogen: for these atoms in Table 1, the current contribution ranges from 1.7 to 13.3 ppm. For proton shieldings, the current contribution is negligible, contributing in all cases less than 1% to the total shielding constant. Although our estimated error, due to approximation in the Wu–Yang procedure, on the current contribution lies below 0.05 ppm for the H atom, we cannot be completely confident that the negative sign of the current contribution for this atom is not a basis set error. For the other atoms the current contribution is clearly positive.

The main source of error in the calculated $\sigma^\text{para}$ values arise from the orbital and potential basis sets, as well as optimization thresholds, employed in the Wu–Yang calculations. By studying the convergence of the results in terms of the potential and orbital basis sets (we use the same family of aug-cc-pVXZ sets for both) when going between the QZ and 5Z sets we can estimate the errors in Table 1, which are listed in the last column of the same table. The by far largest error, most likely smaller than 1.5 ppm, is in the current contribution for $N_2$, but this and other errors do not change any conclusion or have any significant impact on the statistics in the following sections.

Finally, we note that the current contribution is positive for all heavy atoms in Table 1, increasing the shielding constant and reducing the overall paramagnetic contribution. For the protons, by contrast, the current contribution is negative in all cases. We cannot rule out that the very small negative current contribution for proton is a numerical artifact; however, this seems unlikely in view of the high degree of convergence for the proton shielding of the HF molecule. It appears, therefore, that the current contribution to shielding constants can be both negative and positive.

Table 1 The diamagnetic, current independent paramagnetic and current dependent paramagnetic parts of the benchmark shielding constants in ppm, calculated at the CCSD(T) level, together with estimates of the absolute error due to the Wu–Yang procedure.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\sigma$</th>
<th>$\sigma^\text{dia}$</th>
<th>$\sigma^\text{para}$</th>
<th>$\sigma^\text{para}$</th>
<th>Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>59.9</td>
<td>59.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ne</td>
<td>552.0</td>
<td>552.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HF(H)</td>
<td>28.9</td>
<td>108.6</td>
<td>-79.5</td>
<td>-0.2</td>
<td>0.05</td>
</tr>
<tr>
<td>CH$_4$(H)</td>
<td>31.3</td>
<td>87.7</td>
<td>-56.3</td>
<td>-0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>NH$_3$(H)</td>
<td>31.5</td>
<td>95.5</td>
<td>-63.9</td>
<td>-0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>H$_2$O(H)</td>
<td>30.8</td>
<td>102.4</td>
<td>-71.4</td>
<td>-0.2</td>
<td>0.05</td>
</tr>
<tr>
<td>CH$_4$(C)</td>
<td>199.4</td>
<td>297.0</td>
<td>-104.9</td>
<td>7.3</td>
<td>0.05</td>
</tr>
<tr>
<td>CO(C)</td>
<td>5.4</td>
<td>327.0</td>
<td>-332.6</td>
<td>11.0</td>
<td>0.05</td>
</tr>
<tr>
<td>NH$_3$(N)</td>
<td>270.7</td>
<td>354.3</td>
<td>-89.4</td>
<td>5.6</td>
<td>0.3</td>
</tr>
<tr>
<td>N$_2$(N)</td>
<td>57.4</td>
<td>57.4</td>
<td>-57.4</td>
<td>-1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>H$_2$O(O)</td>
<td>337.8</td>
<td>416.2</td>
<td>-501.0</td>
<td>4.5</td>
<td>0.5</td>
</tr>
<tr>
<td>CO(O)</td>
<td>-51.7</td>
<td>444.8</td>
<td>-501.0</td>
<td>4.5</td>
<td>0.5</td>
</tr>
<tr>
<td>HF(F)</td>
<td>420.8</td>
<td>482.1</td>
<td>-63.0</td>
<td>1.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>

4.2 Diamagnetic shielding constants and the role of the electron density

Since the current contribution to the shieldings in the previous subsection was shown to sometimes be as large as 10 ppm it would be a worthwhile effort to develop an approximate DFT expression for this correction. For this reason it is important to investigate the sources of errors in the diamagnetic and paramagnetic contributions for existing DFAs. For an evaluation of the diamagnetic shielding constants, we compare calculated DFT, HF, and MP2 diamagnetic contributions to the shielding constants with the corresponding CCSD(T) values. In Table 2, we report the mean and standard deviation of the error in $\sigma^\text{dia}$ for the different models. Although only a limited number of systems are considered the methods can be qualitatively ranked, in order from smallest to largest absolute errors, as CCSD, MP2 < PBE, B3LYP, B97, BLYP, TPSS, HF < LDA < KT2. Note that both forms of cTPSS give the same result as TPSS, since the diamagnetic shielding is defined as not including any current

<table>
<thead>
<tr>
<th>Method</th>
<th>$I$</th>
<th>$\Delta\sigma^\text{dia}$</th>
<th>$S(\Delta\sigma^\text{dia})$</th>
<th>$\Delta\sigma$</th>
<th>$S(\Delta\sigma)$</th>
<th>$\Delta\sigma^\text{KS}$</th>
<th>$S(\Delta\sigma^\text{KS})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>0.14</td>
<td>-1.01 0.53</td>
<td>-9.60 14.61</td>
<td>-6.02 11.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLYP</td>
<td>0.13</td>
<td>0.19 0.15</td>
<td>-9.62 11.36</td>
<td>-6.04 7.71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE</td>
<td>0.08</td>
<td>0.03 0.11</td>
<td>-8.58 10.91</td>
<td>-5.00 7.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KT2</td>
<td>0.13</td>
<td>2.51 1.66</td>
<td>-2.00 4.14</td>
<td>1.58 5.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B97</td>
<td>0.05</td>
<td>0.15 0.05</td>
<td>-9.18 11.79</td>
<td>-5.60 8.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3LYP</td>
<td>0.07</td>
<td>0.11 0.09</td>
<td>-10.36 13.32</td>
<td>-6.78 9.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TPSS</td>
<td>0.26</td>
<td>0.09 0.09</td>
<td>-7.15 8.29</td>
<td>-3.57 4.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cTPSS(4)</td>
<td>0.22</td>
<td>0.09 0.09</td>
<td>-7.57 8.29</td>
<td>-3.57 4.92</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cTPSS(4s)</td>
<td>0.22</td>
<td>0.09 0.09</td>
<td>-6.57 7.20</td>
<td>-2.99 3.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HF</td>
<td>0.14</td>
<td>0.15 0.34</td>
<td>-11.39 17.85</td>
<td>-11.39 17.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MP2</td>
<td>0.03</td>
<td>-0.01 0.09</td>
<td>3.80 5.10</td>
<td>3.80 5.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCSD</td>
<td>0.02</td>
<td>0.01 0.04</td>
<td>-1.28 2.03</td>
<td>-1.28 2.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KS(CCSS(T))</td>
<td>0.0</td>
<td>0 0</td>
<td>-3.57 4.59</td>
<td>-3.57 4.59</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
effects. The most remarkable observation is that the KT2 functional, which has been optimized for improving total NMR shielding constants, gives an error in the diamagnetic shielding at least an order of magnitude larger than all other methods. We note that the hybrid functionals B3LYP and B97 and the meta-GGA functional TPSS are not significantly better than the best GGA functionals, but most DFAs are clearly outperformed by MP2 theory. The exception is PBE, which gives very high quality diamagnetic shieldings for our test set.

Although the diamagnetic part of the shielding constant is the focus of this section, it is just one measure of a “good density”. Exchange–correlation functionals are typically optimized for ground-state energies, which include the expectation value $\langle r^{-1}\rangle$. We therefore expect these functionals to give good diamagnetic shieldings, but it is nevertheless worthwhile to investigate the density error in more detail. In the paramagnetic part of the shielding [eqn (9)] the presence of the $r^{-3}$ operator is expected to give larger weights to density errors near the nucleus, compared to the diamagnetic term.

We therefore investigate the electron density errors of the different methods in a more general sense. In Fig. 2 the density errors $\Delta\rho(r)$, $r\Delta\rho(r)$, $r^2\Delta\rho(r)$ and $r^4\Delta\rho(r)$ are plotted as functions of $r$ (where $\Delta\rho = \rho - \rho_{\text{CCSD(T)}}$) for the helium and neon atoms. The first of these shows the local density error at different locations in the atom, and integrates to the expectation value $\langle r^{-1}\rangle$. The second quantity integrates to the error in the expectation value $\langle r^{-3}\rangle$, while the third integrates to the error in the number of electrons (which is zero), and the fourth integrates to the error in the atomic quadrupole moment.

Considering the maximum error at different $r$ in the two first rows of Fig. 2, rather than the average error appearing in the diamagnetic shielding integral, we obtain a ranking CCSD < MP2 < TPSS, HF < PBE, B3LYP, B97, BLYP < KT2 < LDA. The CCSD error is not plotted, to reduce visual clutter, but this error is in all cases smaller than that of all other methods. For simplicity the GGA functionals are not distinguishable in the figure, but the overall trends and spread are clearly visible. In particular, the density error near the nucleus is very large for all DFAs. However, this error is cancelled by opposite errors further away from the nucleus, leading overall to good accuracy of the $\langle r^{-1}\rangle$ expectation value relevant for the diamagnetic shielding.

From the different weightings shown in Fig. 2, we conclude that a similar trend holds for the quadrupole moments. However, the advantage of HF is now less pronounced and the KT2 error less severe. The TPSS functional loses its advantage over the other DFAs in the regions far away from the nucleus, but these are less relevant for shieldings. We note that a radial density analysis has recently been utilized to understand density errors associated with the correlation treatment in DFAs in refs. 48 and 49. Our density study differs slightly in the choices of functionals, and importantly includes data for the TPSS meta-GGA functional. This functional is found to be the best performing DFA in our benchmark. While it has the same error trends (i.e. too large density at the nucleus and similar density error oscillations away from the nucleus) as the GGA functionals it has the smallest absolute errors and more mild oscillations. Since the HF density errors often are of opposite sign to the DFA errors one might think that hybrid functionals would be good overall performers. This is not the case for the B3LYP functional, which gives results in line with the pure GGA functionals.

Fig. 1 shows the error $\Delta\rho$ along the bond axis for the $N_2$ and $H_2O$ molecules. In both cases, it is clear that there exist regions near the nuclei, up to the inner-valence region, where the Kohn–Sham calculations yield densities considerably worse than HF. However, as can be seen from the mean of the integral of the absolute density errors,

$$I = \int |\rho(r) - \rho_{\text{CCSD(T)}}(r)| dr,$$

presented in Table 2, the global density error is somewhat smaller for the approximate Kohn–Sham calculations. BLYP has a similar absolute error $I$ as HF, but since the errors at a particular point in space often have opposite sign (see Fig. 2) it is not surprising that the hybrid functional B3LYP reduces the value of $I$ significantly. However, the pure GGA functionals PBE and

![Fig. 1](image-url) The density error $\Delta\rho = \rho - \rho_{\text{CCSD(T)}}$ for $N_2$ and $H_2O$ is plotted along the molecular axis and O–H bond respectively. Line types are the same as in Fig. 2.
Fig. 2 The density error $\Delta \rho = \rho - \rho_{\text{CCSD(T)}}$ with weightings (from top to bottom) 1, $r$, $r^2$ and $r^4$, for the helium (left) and neon (right) atoms. The integral of the plotted functions corresponds to errors in the expectation value of $\langle 1/r^2 \rangle$, $\langle 1/r \rangle$, $\langle \text{particle number} \rangle$ and $\langle r^2 \rangle$, respectively. LDA is drawn using a thin dotted gray line, BLYP, B3LYP, PBE and B97 using solid thin gray line, KT2 thin dashed black line, TPSS black, HF dashed blue, MP2 red. The gray lines (GGA and hybrid functionals) are not intended to be distinguishable in this figure. Note the different scales in each subplot.
B97 both perform similar to, or better than, B3LYP by the same measure. However, the value of $I$ seems to be only weakly correlated with the quality of the diamagnetic shielding. The KT2 functional has a large diamagnetic error but the value of $I$ is not larger than for BLYP. This emphasizes the physical fact that it is the density near each atomic nucleus which is important for the shielding of that particular nucleus.

The reason that the DFAs perform better than the HF method according to these measures is that the errors, while large, are localized to small regions near the nuclei. Furthermore, the density errors oscillate about zero as we move away from the nucleus, as seen in Fig. 1. Around the nuclei all DFA densities show a much larger error than the HF method; however, as we move away from the nucleus, the DFA densities improve relative to the HF density. It should also be pointed out that the absolute value of the DFA error is about two orders of magnitude larger in the core region than in the valence region. In other words, the HF density has, relative to the CCSD(T) density, a more uniform error, whereas the DFAs perform better in the valence region but are much worse in the core region.

To summarize this section we note that for the worst performing functionals for the diamagnetic shieldings (LDA and KT2) the plot of the density errors clearly show the origin of their poor diamagnetic performance. However, investigating the PBE densities, which give the best diamagnetic shieldings of all the tested DFAs, reveals that this good performance is a result of error cancellation. The TPSS functional, on the other hand, has smaller maximum errors and its gauge-independent cTPSS variants may be a more promising functional for shieldings, considering the (here unquantified) effect of the core density on the paramagnetic shielding tensor.

Finally we note that, for the considered molecules, MP2 gives densities that are of much higher quality than all considered DFAs, but as can be seen in Table 2 such high quality densities are not needed for high (i.e. sub-ppm) accuracy in the diamagnetic shielding constants. The error in total MP2 shieldings is thus attributed to the incomplete treatment of electron correlation in $\sigma_{\text{para}}$ by the MP2 method.

### 4.3 Total NMR shielding constants

Table 2 contains the mean and standard deviation of the error in the NMR shielding constant for the different methods. We first consider the error with respect to the CCSD(T) shieldings ($\Delta e$ in columns five and six), which include current contributions. One should note that the CO and N$_2$ molecules are the most difficult cases for all the methods. This means that the average error is strongly influenced by these two molecules, emphasizing the molecules with the largest errors.

Regarding the error in the total shielding, we obtain a ranking CCSD < KT2, MP2 < TPSS($\tau_0$), cTPSS(M06), cTPSS($\tau_0$) < PBE, B97, BLYP < B3LYP, LDA < HF. The KT2 exchange–correlation functional clearly benefits from having been constructed by fitting to experimental shielding data, performing well for total shielding constants in spite of its poor performance for the diamagnetic part. The KT2 errors have roughly equal contributions from the diamagnetic and paramagnetic parts, whereas the error in the paramagnetic term dominates for all other DFAs, among which TPSS($\tau_0$) is a clear winner.

Surprisingly, the current including, gauge-independent variants of cTPSS both perform slightly worse than TPSS($\tau_0$), although they still give better values than the remaining DFAs. Since $\tau_0$ depends on the choice of gauge the TPSS($\tau_0$) functional cannot be recommended for general use, but the results seem relatively insensitive to small shifts in gauge origin. Moving the gauge origin from the center of mass to the shielding nucleus in N$_2$ resulted in a shielding shift of 0.7 ppm for TPSS($\tau_0$).

The last row of the table shows the performance of the KS(CCSD(T)) functional. This is in fact the current-independent shielding $\sigma_{\text{KS}}$ computed using the CCSD(T) density. This functional is a close approximation to the shielding that would be obtained from an exact, but current independent, DFT shielding calculation. One sees that the error is surprisingly slightly larger than the error of the KT2 functional. The reason that KT2 stands out from all other DFAs is that it has been directly fitted to experimental shielding data. It is evident from the diamagnetic performance and density error of KT2 that this fitting procedure has lead to improved total shielding constants, but has introduced other sources of errors in the functional. An improved functional, KT3, which remedies some of these errors, was later introduced. However, KT3 does not give improved shielding constants, and the authors remark that it gives rather poor electronic energies. Since these energies contain the same expectation value $\langle r^{-1} \rangle$ as the diamagnetic shielding constants it is likely that KT3 suffers from the same diamagnetic errors as KT2.

### 4.4 Importance of current contributions to the exchange–correlation energy

The method rankings in the last subsection, including the ranking of the MP2 method, are very similar to those obtained for carbon and hydrogen by Flaig et al.$^2$ The DFA benchmark we have just discussed is however flawed for our purpose, because current independent DFAs are compared to reference numbers which include current effects. If a current correction is developed it should be applied to a base functional that gets as close as possible to the current independent shielding $\sigma_{\text{KS}} = \sigma_{\text{dia}} + \sigma_{\text{para}}$. Therefore we have re-evaluated the performance of the DFAs benchmarked in the previous section against the $\sigma_{\text{KS}}$ numbers computed using CCSD(T) electron densities. The results are found in the two rightmost columns of Table 2. The most striking feature of these columns is that the performance of all DFAs, but one, improve significantly. The standard deviations decrease by about 2 ppm, and the average error decreases in magnitude by about 3–4 ppm. The exception is KT2, which has a nearly unchanged average error but an increase in the standard deviation by about 1 ppm.

Using the current independent reference values the ranking of the DFAs changes. The best functional is now TPSS($\tau_0$), followed by cTPSS, while the best GGA functional is PBE. It is noteworthy that, again, the gauge-dependent TPSS($\tau_0$) performs better than cTPSS. The reasons for that need to be explored in future work. KT2 is now the second best functional overall, but
in contrast to the other functionals the current correction actually worsens its performance.

The cTPSS functional is clearly an interesting case since it already includes a current correction and so direct comparison with the current independent benchmark values is not appropriate. The current correction in cTPSS is, arises naturally in the Taylor expansion of the spherically averaged exchange hole as shown by Dobson. Unfortunately, since the current dependence in cTPSS cannot be easily disentangled from the requirement for gauge-invariance of \( E_{\text{xc}} \), it is not easy to quantify the extent to which the treatment of current effects is complete, nor how these corrections interact with errors already present in the underlying exchange–correlation functional form. Further investigation of these points, including the worse performance of cTPSS compared to TPSS, is left to further work. Nonetheless, it is noteworthy that cTPSS performs better than all DFAs except KT2 when compared with CCSD(T) data. The quality of the current corrected results can be compared to MP2, although it tends to underestimate shielding constants by a similar extent to which MP2 overestimates.

5 Conclusions

By directly calculating the exchange correlation current contribution to NMR shielding constants (using CCSD(T), together with the Wu–Yang method of obtaining the corresponding Kohn–Sham system) we have shown that the current contribution can in some cases amount to more than 10 ppm for carbon and nitrogen atoms. This means that the missing current contribution may be one of the leading causes of errors in shielding calculations using approximate DFT functionals. This also suggests that current independent functionals should be judged based on their ability to reproduce accurate \( ab \textit{ initio} \) numbers with the current contribution subtracted. As shown in Section 4.4 this reduces the average errors in the functionals, and in particular (c)TPSS, by several ppm. The exception is the empirical KT2 functional, which was fitted to experimental shielding data. As such the functional already implicitly includes an empirical current correction, and it fits better to the current including benchmark set than the current free one.

In order to understand the large errors made by KT2 in the diamagnetic part of the shielding constant we have studied the ground state electron density for helium, neon, CO and N\(_2\). The origin of the errors in KT2 diamagnetic shieldings is clearly seen in the density, which has a very large error within 0.2 Bohr of the nucleus. The standard GGA functionals, and PBE in particular, give excellent diamagnetic shieldings, but still have large density error oscillations near the nucleus. Here TPSS stands out as the exchange–correlation functional with the most balanced density error. The MP2 methods gives densities with much smaller maximum error than any density functional approximation, but for our test set of molecules this high accuracy is not needed for the purpose of NMR shieldings.

Since the current corrections \( \Delta s \) in Table 1 are comparable in magnitude to typical errors in approximate DFT shieldings \( \Delta \sigma \) in Table 2 it is important to develop good approximations to the current corrections. In this work we compute the correction using CCSD(T), which is only useful for benchmark purposes. The data in the two rightmost columns of Table 2 indicate how different approximate functionals would perform with this correction added. In particular the cTPSS functional appears as a promising starting point for further development in this direction.
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