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Abstract - Rough set theory provides a useful mathematical The Variable Precision Rough Set (VPRS) model egen
concept to draw useful decisions from real life data involving the basic rough set theory to incorporate probsthuili
vagueness, uncertainty and impreciseness and is therefore applied — jntormation [22]. A non-parametric modification dhe

successfully in the field of pattern recognition, machine learning .
and knowedge discovery. This paper presents an overview of VPRS model called the Bayesian Rough Set (BRS) mode

basic concepts of rough set theory. The paper also surveys tends to serve well for data mining applicationsereas the
applications of rough setsin feature selection and classification. ~ predictive model is suitable for primary importance
Knowledge acquisition using rough set theory inghstems
Keywords— Pattern recognition, feature selection, classification.  having incomplete information is proposed in litara [15].
Two kinds of partitions, lower and upper approxiimas,
1. INTRODUCTION are formed for the mining of certain and assocmtides in
Rough set theory proposed by Pawlak [1], [2], hamcomplete decision tables. As a result one typemimal
become a well-established theory to resolve problencertain and two types obptimal associatiordecision rules
related to vagueness, uncertainty and incomplete generated. Definable concepts are very important
information in variety of applications related tatgrn investigating properties of various generalized glowset
recognition and machine learning. The problemsrmggly models [23]. The rough set concept has led to disous
to these areas widely include classification [#], [[5], generalizations approach to multi-criteria decisioaking
feature selection [6], [7], [8], [9], [10], [11])wustering [12], for synthesis and analysis of concept approximationthe
[13], [14], data mining, knowledge discovery [15ipage distributed environment of intelligent agents [24].
processing[16], and prediction[17]. The theory @figh sets Based on rough membership and rough inclusion
can be described in two ways: constructively anfunctions [25], Bayesian decision-theoretic analyss
algebraically (axiomatically) [18]. The construdiv adopted to provide a systematic method for deténgithe
approach is found suitable for practical appligagioof precision parameters by using more familiar notiohsosts
rough sets, while the algebraic approach is apftpfor and risks. Jing Tao Yao [26] presented a list afiglen
studying the structures (theory) of rough set algeb types based on rough set regions created by twelsot.
Subsequently a new extension of rough set theatlgdn. — Pawlak and probabilistic. A general framework isnied
RST [19], presented a suitable framework to deahwifor the study of fuzzy rough sets which uses both
vague data and for quantifying fuzzy concepts. Tvev approaches (constructive and axiomatic) and clalsic
operators introduced for the rough set theory [@8) be representation of Interval Type 2 (IT2) fuzzy [2i#id rough
used to convert two inequalities into equalitiesenele, approximation operators. The association betweatiap
many properties in rough set theory can be impramtiin  IT2 fuzzy relations and IT2 fuzzy rough approxiroati
particular, the union, the intersection, and thenglement operators is investigated [28]. The composite rousgi
operations can be redefined based on these twditeggiaA model for composite relations was developed to eatd
new roughness measure of a fuzzy set based omtiom of  attributes of multiple different types simultanelyuf29].
the mass assignment of a fuzzy set andaisuts are Multigranulation rough set (MGRS) theory providesi@w
proposed by Huynh et al. [21]. It is shown thatsthiperspective for decision making analysis basecherrdugh
roughness measure inherits interesting propertiéds set theory. The new model based on MGRS and deeisio
Pawlak’s roughness measures of a crisp set. theoretic rough sets together is called a multigiaion
decision theoretic rough set model [30]. Jia et [al]
proposed an optimization representation of decision
theoretic rough set model to minimizing the decisaost.
The MGRS model based on the decision stratsggking
common ground while eliminating differend@&CED), also
called pessimistic rough set model was proposed in
literature [32] specifying the relationship betwemstimistic
and pessimistic multigranulation rough sets. Susn&g§]
introduced the constructs in a uniform definitisarhework
_ _ of Dominance-based Rough Sets Approach (DRSA) which
'\g?gftl’scgﬂgifecse;‘)’(i?]g” ’\E')Oe‘l’{g:‘ttr’neénztoﬁ CSIT. Guu Ghasidas S @ collection of twenty four reduced attributdsets. The
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probabilistic rough fuzzy set model and Bayesiangio
fuzzy set model are defined [34].

Il ROUGH SET THEORY: BASIC DEFINITIONS

Rough set theory was developed by Zdzislaw Pawlgk [ IND,(B) = {(x,x) € U?|Va € Ba(x) = a(x)}

[2]. It deals mainly with classification analysisdata tables.
The main goal of the rough set analysis is to msite

approximation of concepts from the acquired datdckwh
contains vagueness, missing values or redundancy
features. In this section, some terms which arguieatly

used in rough sets are defined.

A. Information and decision systems

A data set is represented as a table where each row

represents a case, an event, a pattern or simplybpatt.
Every column represents an attribute (a variabla,
observation, a property, a feature) that can besored for
each object; the attribute may also be suppliec hyaman
expert or user. This table is called an informatiystem.
More formally, it is a pait= (U, A) whereU is a non-empty
finite set of objects called Universe aAdis a non-empty
finite set of attributes such thatU — V, for everya/7 A.
The setV, is called the value set af

In many applications, the class of the attributeseferal
patterns (or objects) is known in advance. Thioéetatterns
is called training data. The class of an unknowttepa (also
called test data), can be predicted from the prioywledge

relation. The equivalence class of an elemenX consists
of all objectsy /7X such thakRy.

LetI=(U, A) be an information system, then with aBy7/
A, there is associated an equivalence reldtitn (B).

1)

IND,(B) is called theB-indiscernibility relation.

If (x,x") € IND,(B), then objeck andx ‘are indiscernible
from each other by attributes frofd. The equivalence
cRisses of th&-indiscernibility relation are denotéd .

For the illustrative example, B={b, c} then object 1, 6, 7
(values S S) and objects 0, 4 values (R T) aresomdhible;
IND,(B) creates the following partition &f.

U/ INDy(B)={{0, 4}, {1, 6, 7}, {2}.{3}.{5}}

C. Lower and upper approximation

a Letl = (U,A) be an information system and Bt7A and
X [7U. We can approximat&X using only the information
contained inB by constructing theB-lower and B-upper

approximations oK, denotedB(X) and B (X)respectively.
B(x)={xou :[x], 0 x} @)
B(X)={x0OuU :[x]Js n x 20} 3)

D. Positive, negative and boundary regions
Let P and Q be sets of attributes including eqeiveé
relations over U, then the positive, negative, aodndary
region are defined as

of the training data; this process is known as siged  T0SP(Q) = UxeuoPX (4)
learning. Information systems of this type areezhlflecision ~ NEGp(Q) = U — Uxey o PX (5)
systems. Mathematically a decision system is anyBND,(Q) = Uxeu/o PX — Uxeu/q PX (6)
information system of the for® = (U, AZ {d}), whered
[JA is the decision attribute. The element Aofare called
condition attributes or simply conditions. ] m| |?
Table. | X RY _XF
AN EXAMPLE DATASET ( ] [T Bovadary
x€U a b c d= e SRR
(class)
S R T T R |
1 |R s s s T \ <
2 | T R R S s Ueper Loas
3 S S R T T approximation approximation
4 |'s R T R s
5T T R S S Fig. 1 A Rough set
6 | T s s s T
7 |R S s R s

An example of a decision system can be found inérab
The table consists of four conditional featuasb, c, d),a

decision featurde) also called class, and eight objects (o

patterns). A decision system is consistent if fegrg set of
objects whose attribute values are the same,
corresponding decision attributes are also ideintica

B. Indiscernibility

A decision system (i.e. decision table) represedhts
knowledge about the model. This table may be reaniih
at least two ways. The same or indiscernible objewty be
represented several times or even some of thewttts may
be superfluous.

As we know, for a binary relatioR € X x X to be an
equivalence relation, it should be reflexive (ae. object is
in relation with itselfxRY, symmetric (ifxRythenyRX and
transitive (ifxRyandyRzthenxR3 is called an equivalence
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The positive region comprises all objectdbthat can be
classified to classes &f/Q using the information contained
within attributesP. The boundary regioBND,(Q), is the
set of objects that can possibly, but not certairbg
classified in this way. The negative regiifiG,(Q), is the

iRt of objects that cannot be classified to classegQ.

For example, leP = {b, c} andQ={e}, then
POS(Q) =V {0,{2,5},{3}} = {2,3,5}
NEG,(Q) =U —u {{0,4},{2,0,4,1,6,7 5},{3,1,6,7}}
=0
BND»(Q) =U {{0,4},{2,0,4,1,6,7 5},{3,1,6,7}}
—{2,3,5}={0,1,4,6,7}.

This means that objects 2, 3 and 5 can certainly be
classified as belonging to a class attribute e, reshe
considering attributes b and c. The rest of thedbjcannot
be classified as information that would make them
discernible is absent.
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E. Dependency of attributes
Another important issue in data analysis is disdoge
dependencies between attributes. Intuitively, a oét
attributes Q depends totally on set of attributeddhoted by
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For finding reduct, the decision-relative disceflitip
matrix is of more interest. This matrix considerdyothose
object discernibilities that occur when the cormagting
decision attributes differ [35]. The decision-ratat

= (Q , if all values of attribute from Q are uniquelydiscernibility matrix is produced as shown in TableFor
determined by values of attributes from P. FormallgXa@mple, it can be seen from the table that objeasd 1
dependency can be defined in the following way. Reand differ in each attribute. Although some attributesbjects 1

Q be subsets of A.
We will say that Q depends on P in a degre@ I k <

1), denote® =, Q , if
k=yP,Q =

1POS, (Q)]
vl

(7)
Where

pos,@ = | J px

XeU/Q
Called positive region of the partitid/Q with respect to

P, is the set of all elements & that can be uniquely
classified to block of the partitidd/Q, by means oP.
Obviously
|PX|

Y(P,Q) = Zrevso ot ®)

If k=1 we say tha€@) depends totally o® and ifk <1, we
say thalQ depends partially oR. Again

For example, iP={a, b, c}andQ={e} then

2,3,5,6
Yianey({e}) = 23,56} 4/8
2,3,5,6
Yiapy({e}) = 123,56} =4/8
1235
Yin,cy({e}) = —g  =3/8
1{2,3,5, 6}
y{a,c}({e}) = T = 4/8

F. Reductsand Core

In several application problems, the informatiostem is
unnecessarily large due to existence of repeatgetisbor
redundant features. One way to reduce the dimeal#ipis
to search for a minimal representation of the aaydataset.
For this reason, concept of a reduct is introdwareti defined
as minimal subset R of the initial attribute €eguch that for
a given set of attributeB, yz(D) = y.(D). R is a minimal
subset ifyz_(q;(D) # yg(D) for all a /7R This means that
any attribute removed from the subset will affetie t

dependency degree. Hence a minimal subset by this

definition may not be theglobal minimum (a reduct of

and 3 differ, their corresponding decisions are shme, so
no entry appears in the decision-relative matricouping all

entries containing single attributes forms the cofethe

dataset (those attributes appearing in every reddete, the
core of the dataset is {d}.

From this matrix, the concept of discernibility @tions
can be introduced. This is a concise notation of leach
object within dataset may be distinguished from dligers.
A discernibility function § is a Boolean function of m
Boolean variables aj, ...,a;, (corresponding to the
membership of attributes;. . . a, to a given entry of the
discernibility matrix), defined as follows:

Table. Il
DECISION-RELATIVE DISCERNIBILITY MATRIX
x € U 0 1 2 3 4 5 6 7|
0
1 |ab,cd
2 a,c,d| ab,c
3 b, c a, b, d
4 d a,b,c,d b,c,d
5 |ab,c,d ab,c a, b,d
6 |ab,cd b, c a,b,c,db,c
7 |a,b,c,d d a, c, d a, d

fo(ai, ...,am) =A{vcj|1 <j <i<|Ulc;# ¢} (12)

Wherec;; = {a*|a € ¢;}. The notatiorv {a, b, c,d} and
A{a,b,c,d} denote avbvcvd and aAbAcAd ,
respectively. By finding the set of all prime imgdats of
the discernibility function, all the minimal redscof a
system may be determined. From Table II, the damisi
relative discernibility function is (with duplicateemoved)

fola*,b*,c*,d*) =(@" Vb*Vvc*'vd)A(a"Vc vd)

AMD*VcIAN@)A(a" VDb VY
Al@ Vb Vvd)Ab*Vcvd)
A(a*vd)

Further simplification can be performed by removing
those clauses that are subsumed by others:
foa*,b*,c*,d*) = (b*Vc*)A(d)

The reducts of the dataset may be obtained by ctinge

smallest cardinality). A given dataset may have ymaduct € €xpression above from conjunctive normal forn t

sets, and the collection of all reducts is denated
Raun = {XIX € C,yx(D) = yc(D); yx—3(D) #
yx(D),YaeX} (9)
The intersection of all the sets inyHs called the core,
denoted by CORE(C).
CORE(C) =N RED(C) (10)
Where RED(C) is the set of all reducts of C.

G. Discernibility matrix
Many applications of rough sets make use of disbdity
matrices for finding rules or reducts. A discerfiipimatrix
of a decision tablgU,C n D) is a symmetric|lU| x |U]|
matrix with entries defined by

¢y ={aecClalx) #a(x)}, i,j=1..,1U (11)

Each ¢; contains those attributes that differ between o

objectsi andj.
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disjunctive normal form (without negation). Hencket
minimal reducts arév, d} and{c, d}.
After a brief introduction of rough sets, we aravn@ady

to explore some of the research issues based ah reet
theory. There have been several areas where iagensi

research is being carried out including followir®j, [[4],
[5], [6], [7], [8], [9], [10], [11], [12], [13], [#4], [15], [16],
[17].

Some of the research directions on Rough Sets @re a

follows-

Classification

Feature selection

Dimensionality reduction

Rough set based clustering

Rough sets and noisy data

Rough sets and relational databases
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* Rough sets and incomplete information systems. In Fen et al. [44] proposed new incremental rule-exioa
particular, missing value problems algorithms to solve the dynamic database problemea

« Boolean reasoning and approximate BooleaR€W object is added-in the information system, st i
reasoning strategies as the basis for efficientistizs for unnecessary to re-compute rule sets from the very
rough set methods. beginning. The proposed approach updates rule Isets

+  Rough sets and inductive reasoning partly modifying original rule sets. Therefore, the

Rough set based approach based on neighbourhdgijnPutation time is saved. This is especially useduile
(uncertainty) functions and inclusion relation. garticular, extracting rules in a large database.

variable precision rough set model.
In this paper we present the state of art in thaiegtion

Table. 11l

FEATURE SELECTION FOR DECISION SYSTEM BASED ON THE ROUGH SET

of rough sets in feature selection and classificati THEORY APPROACH
Recently, researchers have focused their atteotioreduct | S:No. | Authors Proposal Description
and classification algorithms based on rough s&jts[B6] 1 Khoo et al.| Classification | Developed novel approach
! [3] and Rule| (R-Class) for classification
[37], [38]. Induction and rule induction of
inconsistent information.
Il FEATURE SELECTION AND B S| e | Presented o spoicate
CLASSIF'CATION USlNG ROUGH SET Skowron selection in patterr
Feature selection process refers to selectinguhsess of [6] recognition. :
ttributes (features) from the set of all attrilsuterhe 3 Meng and) Feature Established reductio
a e ’ . : Shi [8] selection concepts  specifically fo
classification [39] is the process of separatirgydbjects on IIDSs, mainly by extending
the basis of some criteria. On many occasionsgcliss of ][elatedhreduction . (Cjon_CE_pS
- H : : H rom other types of decision
each object is given in advanc_e then it beco_me;z &as systems into IIDSs, and then
group the objects in to their classes. This type |of derived their relationship$
classification is called supervised classificatidbn the and properties. _
other hand, many times there is no class attacbeany | 4 lquebal et) Feature Proposed a new variant of
object and we have to group them on the basis pfesq al. [11] selection MTS feawre selection
. J_ . e _g p . . . method which explores ane
similarity based criteria like color, size or siatilattributes. measure of goodness-of-
Such type of classification is called unsupervisgldstering model in terms of conditiona|
is an unsupervised classification. The purposdefiéature g??&l?!&?oﬂlasrﬁgleen; statep
selection is to identify the significant featureiminate the 5 Parmarmar | Clustering Proposed a new algorithm for
irrelevant or dispensable features. This will rexdute etal. [12] clustering categorical data,
burden on learning models and as a result it welphin E‘:/flmgg t';/“”-(’;’“”'RF?UQh;‘?i
G . - , based on Roug €
bU|Id|r}g better learning mpdel. T.he benefits of tiea Theory (RST), which has the
selection are two folds: it considerably decreases ability to handle the
computation time of the induction algorithm and catly uncertainty in the clustering
increases the accuracy of the resulting mode. Featu : Process. _

. : . . . Yu et al.| Clustering Proposed an efficient
selection has been studied intensively in the pastdecade 113] automatic  method b
[3], [6], [16]. Nowadays, numerous successfyl extending the  decisiont
implementations of feature selection to variousliappons theoretic rough set model to
are summarized in Table Il and are discussed is th : clustering. . :

. 7. Park  and| Clustering Proposed informatiorn)-
section. Choi [14] theoretic dependency
Khoo et al. [3] proposed a novel approach for the roughness  (ITDR), al
classification and rule induction of inconsistemformation ""'ttem*"‘t!veId ttec*‘lmqt“e, fo

. . . Calegorical data clustering.
SYStems' lt_W_aS achleve_d by_|ntegrat|qg roth _Bebﬂy 8. Xiang-wei | Classification Proposed a novel effectiye
with a statistics-based inductive learning alganthThe and Yian- pre-processing algorithm
framework of a prototype rough set-based classifina fang [36] based on rough sets.
system (R-class) was also presented. This R-ata$mique | - Susmaga | Feature Proposed a model to genergte
. . . [37] selection reducts and constructs from
was compared with the other rule techniques lik8 Hhd rough set based on inter-claks
LERS. For each possible rule generated, R-classabiasto and intra-class information.
provide an estimation of the expected -classificatipl0. Shu [38] Feature Proposed an incremental
reliability. This assisted users in deciding the selection fgﬁp;ngl:‘r:a:;‘éc‘t’ignm‘\‘l\?ﬁi;]et
appropriateness of the rules generated. can accelerate the featute
Swiniarski and Skowron [6] presented an applicatién selection process in dynamic
rough set method for feature selection in patteoognition. n = i R ot '”gomP'EtZdata- : -
: . en et al ule Inauction ropose: an Incremental
They. pr_oposed a new feature _selectlon method toehat [44] rule-extraction  algorithn
of principle component analysis (PCA [40], [41])edsfor based on the previous rulg-
feature projection and reduction. Finally rough sethods extraction  algorithm  tg
had shown ability to reduce significantly the patite _____| resolve dynamic data set.
dimensionality and had proven to be viable dataimmin 12. Rady et al| Generalization | Introduced a new method
! h y p . g [45] of RST concerning the generalization
techniques as a front end of neural network cless[#2], and modification of the rougT
[43]. set theory
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S.No. Authors Proposal Description S.No. Authors Proposal Description
13. Asharaf et| Clustering Proposed a novel incremental 27. Zhou [61] Classification Proposed a new modshag
al. [46] approach  to  clustering decision-theoretic rough for
interval data. an information table with
14. Peters [47] Clustering Proposed to modify agho more than two decisio
cluster algorithm and classes.
suggested some alternatiyg 28. Huang et| Feature Proposed a type of matroid
solutions led to the al. [62] selection called a nullity-based matroid
introduction of a refined in the context of rough sets
roughk-means. and two types of matrices tp
15. Li et al.[48] | Classification Proposed customer characterize the metroid
classification prediction | 29. Liu et al.| Classification The rough set based
model to reduce the [63] incremental approaches wefe
complexity of decision- proposed to deal with the
makers. missing and incomplete
16. Trabelsi et| Classification Presented two new information in real decisior
al. [49] classification approachefs problems.
based on rough sets called 30. Riza et al.| R-Package Proposed a Roughsets in an
BRSC and BRSC-GDT| [64] (Feature R package for implementing
under the belief functior selection ,| algorithms from rough sef
framework that are able tp classification) | and fuzzy rough set theories
learn decision rules from | 31. Kadzinski Feature Proposed a new approach {to
uncertain data. et al. [65] selection ,| multiple  criteria  sorting
17. Salamo and Feature Investigated feature selectign classification problems  deriving  from
Lopez- selection based on rough sets for Dominance-based Rough Set
Sanchez dimensionality reduction i Approach.
[50] Case-Based Reasoning 32. Li et al. | Clustering Proposed an extended Rough
classifiers. [93] c-means clustering algorithm
18. Chakhar Classification Proposed a methodology |t0 based on the concept of
and Saad support groups in multi decision-theoretic Rougl
[51] criteria classification Sets model. T
problems.
19. Ye et al.| Classification Proposed an approach based ) j ot g [48] proposed customer classificationdicéion
[52] on rough set for measuring i
the data quality and guiding model based on rough set. It classified the custerbased
the process of anonymization on a few properties, and the analysis reduced dhglexity
— operations. of decision-makers. This model helped companigzrédlict
20. Hu [53] Classification Proposed a novel . .
classification method by N advance the new customer or potential costunaduev
incorporating a preference level and make the more targeted client development
index based on pairwisg strategy.
ggg}%zgﬁms into a rough spt Meng and Shi [8] proposed a model of attribute ctida
21 Lu et al| Feature Propose a boundary regiop- iN inconsistent incomplete decision systems (lIDSE)e
[55] selection based feature  selection idea is that a missing attribute value may be cEgawith
algorithm (BRFS), which has oy known value of a corresponding attribute (stsh
the ability to efficiently find D . . W »
a feature subset from a large MiSSing attribute value is called a “do not carehdition).
incomplete decision system.| Finally, they proposed approaches which were effeand
22. Liu et al.| Feature Proposed a new approach fo gyjitaple for handling both numerical and categdrica
[56] selection calculate the reduct SCHE in . . L L.
VRPS model which was attributes, but they had different application dtinds and
focuses on calculating - | could provide a solution to the reduction problemIfDSs.
d'St_”dt?Ut'O” r:edUCt Wh"F Chakhar and Saad [51] proposed a two-phase
g‘r’gt')lé?r?in e pRe e methodology to support groups in multi criteriassidication
23. Zheng ef Feature Enhancement for heuristit Problems. The first phase, which relies on a dontea
al.[57] Selection attribute reduction (EHAR) based rough set approach (DRSA), takes a set ighassnt
'S”u;)‘:r’i%rr‘ setis %rgggfggni:ld examples as input and outputs a set of collectagisibn
achieved. rules, representing a generalized description efdécision
24. Boggia et| Rural Developed a decision suppart makers' preference information. The second phasa th
al. [58] Sustainable | system based on Dominance- gpplies these collective decision rules to clasaifyecision
Development based Rough Set Approach . . .
potentialities (DRSA), to assess the level objects. The methodology usés... then ...aggregation
of  Rural  Sustainablg rules and coherently implements the majority ppfeciand
g;gol)mem in  specific yeto effect. The aggregation rules thus allow ot
25. Min et al.| Feature Proposed a new feature consensual decisions.
[59] selection selection problem concerning Hu [53] presented a novel rough—set-based claasific
_ _ the test cost constraint. method (i.e., RSRC-P) by incorporating the pair ewis
26. [2'5‘] et al.| Classification nggﬁg:gon tWOapF;:‘é‘;%Laetf’d comparison-based tables into the RSRC provided hey t
binary logistic regression anfi Well-known RSESIib [54]. RSRC-P is a variant of RSRC-O,
multinomial logistic| which uses the pair wise comparisons using theepeate
regression, to combinegd

logistic regression and DTR

together.
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relation as in the Preference Ranking Organizatiethods
for Enrichment Evaluations (PROMETHEE) methods, to
gauge the intensity of preference for one pattear another
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pattern on each criterion before classificatione Rough Set each other. The classifiers can be modelled foersiged or
Based Rule Classifier (RSRC) provided by the waelhkn unsupervised databases. Several other approaches fo
library for the Rough Set Exploration System (RSE®uilding classifiers have been reported including
running under windows has been successfully used ewsemble[66], unsupervised using Sammon’s fund@idn|
generate decision rules by using the pairwise coisgmas- Polynomial neural network PNN[68] based classififgg]
based tables. Specially, parameters related tprference etc. Rough sets have also proved to be significafgature

function on each criterion have been determinecgus
genetic-algorithm-based approach.

Zheng et al. [57] proposed an enhancement for sigari 1V.
With the

attribute reduction (EHAR) in rough set.
application of EHAR, two representative heuristitrilbute

selection and classification.

ROUGH SETS BASED HYBRIDIZATION AND
APPLICATIONS

reduction algorithms (dependence based and comsyste Like other theories such as neural networks, fuzzig,
based algorithms) are improved. EHAR can signifigan evolutionary techniques; rough sets are also used i

help both of the heuristic attribute reduction aitjons to
achieve the optimal reduct under circumstances eviveo or
more attributes have the same largest significancgome
rounds.

Zhou [61] introduced a probabilistic rough
approximation for an information table with morehtwo

hybridization with the established techniques. Thason
for using hybridization is that, on many occasicasingle
technique is not able to overcome some of its étiahs,
under such situation it is better to combine thehmtéque

selith some other which is a proven technique to ad for

that limitation. Some of the hybridizations of rdugets

decision classes. In order to emphasize the semantith other techniques are as follows:

interpretation of probabilistic rough sets with abrway
decision; three pair-wise disjoint positive, boungaand
negative regions were used instead of pair of lowed
upper approximations. This approach was consideed
straightforward generalization of the three-wayssification
in decision-theoretic rough set models and tackibd
limitations of the previous related work and predda cost-
sensitive solution to multi-class decision making.

Huang et al. [62] proposed a type of matroid ofgfosets
based on the concept of nullity called a nullitys&d matroid
and defined the relation between nullities and mast Two
types of matrices was represented: first is typematriod
and second is nullity of matroid. Matroids were l&gap to
attribute reduction problems in information systeand
solved attribute reduction issues in informatiosteyn using
matrices.

Susmaga [37] worked on reducts and constructs, hwhic *

are reduced subsets of attributes that represker-liased
approach of feature selection. The reducts wersned to as
the inter-class reducts, originated from Classiaudto Set
Approach (CRSA) and as such also adapted to thésnafe
Dominance-based Rough Set Approach (DRSA). Fintiky,
concept of the construct, which incorporated batbriclass
as well as intra-class information, was introduced.
Kadzinski et al. [65] presented a new multiple eré
sorting method deriving from Dominance-based RoSgh
Approach (DRSA). The preference information supplisy
the Decision Maker (DM) is a set of possibly impsecand
inconsistent assignment examples on a subset eferafe
alternatives relatively well known to the DM. DRS#as
used for structuring the data, and subsequentiyesented

* Rough sets with fuzzy sets: rough sets are closely
associated to fuzzy sets [70] due to its capahititpddress
vagueness in information. The hybridization of rougets
with fuzzy sets is used for improving the results i
applications like data mining, feature reductio. §71],
[72], [73], [74], [75], [76].

* Rough sets with Neural Networks: Neural networks
[77], [78] are the mathematical simulation of hurmzmain
ad has extensive applications in various pattecogeition
and machine learning processes. Rough sets haveused
with neural networks on various applications fopmwving
the results [42], [43].

Rough sets with metaheuristic algorithm: A
metaheuristic is a set of algorithmic concepts et be
used to define heuristic methods applicable to devget of
different problems. Rough sets are used with geneti
algorithm [79], ACO [80], PSO [81] and other optation
techniques for various applications [82], [83],][84

Applications: Rough set theory has been succegsfull
applied in almost all the fields. The major drawbaaf
traditional rough set models in real life appliocatiis the
inefficiency to compute reducts and generate cores
attributes. To improve the efficiency of computicgre
attributes and reducts, many novel approaches baea
developed [22], [25], [28], [29], [30], [32], [34]85]. Some
more applications of rough sets in areas like madimages

the assignment examples by all minimal sets of srul§l6], breast cancer [86], texture classificatioi][&nd [88],

compatible with the lower approximations of classons.
Such a minimal set of rules is one of the instarmfethe
preference model

compatible with DM’s preference

[89], [90], [91], [92] can be seen.

V. CONCLUSION

information and implemented the principle of Robust |, seyeral real life databases, the informatiotectiéd to
Ordinal Regression (ROR) to decision rule prefeeengepresent various decisions along with attributestains

model.

vagueness. For few identical attributes, decisiowagle or

From the above discussions, it is apparent thatufea the classes labelled are different for differerttavas. Rough

selection which is an important part in data prefr® set theory has emerged as a powerful tool to hasaité
especially classification is well recognized by ghusets. vagueness. This paper presents an overview ofotinghrset
Feature selection and classification are closetp@ated to theory, terms used in the rough sets with examesigh
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sets can be applied to the important process dfurea [21] Van-Nam Huynh, YoshiteruNakamori, “A roughness suza for
selection and classification. In this paper, thpliaptions of
rough sets to feature selection and classificatanme
extensively discussed. The investigations and deweénts
made in these areas are tabled and discussed ipaties.
Rough sets can be combined with other techniquesnw
they alone are not able to produce better resbtime of the
hybridizations of rough sets with bench mark teghek like [25]
neural networks, fuzzy sets and evolutionary teghes are
presented with the state of art therein. Furthpplieations
of rough sets are numerous, some of the applicatane
summarised in the paper with references. The dilailaj27]
literature in rough sets opens a promising gatetds/future
research directions in many other complex areakiding
big data, communications, computational intelligeetc.
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