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Abstract— Cloud computing is an area that is rapidly gaining 
popularity in both   academia   and   industry.   Cloud-Analyst   
is useful  tool to model  and  analyze  cloud  computing  
environment and  applications   before  actual   deployment   
of  cloud  products. Service broker controls the traffic routing 
between user bases and data centers based on different service 
broker policies. Service proximity based routing policy selects 
closest data center to route the user request. If there are more 
than one data centers within the same region, it is selected 
randomly without considering workload, cost, processing time 
or other parameters. Randomly selected data center is prone 
to give unsatisfactory results. In this paper  we propose  
priority  and  extended  priority  based  Round- Robin  service  
broker algorithms   which  distribute the  requests based on 
the Rating  of data  centers and gives better  performance than  
the conventional  Random  selection algorithm. 
 
Keywords—Cloud computing, Simulation, Cloud-Analyst, 
Service Broker Policy, Round-Robin, Rating Factor. 

I. INTRODUCTION 

Cloud computing is the technology of future which 
provides “IT resources as a service” on demand of the 
user following the “pay-per-use”.  The  offered  Cloud  
Service Models  classified  as  Infrastructure  as  a  service  
(IaaS),   Platform as a service (PaaS), Software as a 
service (SaaS). Gmail, Google Docs, Microsoft Windows 
Azure, Google App Engine and Amazon Elastic Compute 
Cloud (EC2) are examples of cloud service. The offered 
Cloud Deployment models classified as public or private 
or combined of both [1]. Cloud computing is the internet 
based computing in which all computational operation is 
made to be performed over the cloud. We know that for 
resource management more cost need to be pay. So it is 
better to use the resources on rent basis rather than to 
buy our own resources. It is basically increasing the 
utilization of IT. Cloud based application cost is 
associated with two parameter virtual machine and data 
transfer corresponding to the user base [2]. These cloud 
architectures demand timely, repeatable, and controllable 
methodologies for evaluation of algorithms, 
applications, and policies before actual development of 
cloud services or products. It is very difficult to the 
researcher and industry user to identify the performance of 
internet based application using real cloud platform. Study 
of such distributed, virtualized, and dynamic resources can 
be carried out in a controlled manner with simulation [ 3]. 

For Cloud Computing environment, simulation-based 
approaches  offer  significant  benefits,  as  it  allows  to  
test cloud services or products in repeatable and 
controllable environment  free  of  cost,  and  to  tune  the  
performance bottlenecks  before  deploying  on  real  
Clouds.  Simulation tool  which  are  used  for  distributed  
application  based  on object  oriented  programming. 
Simjava, Gridsim,  Cloudsim, Cloud-Analyst are the cloud 

simulation tool which provide the clue to us how to deploy 
application and what are the IT  requirements  for  the  
application.  These tools follow the layered architecture i.e.  
user  can  add  their  own  layer over  the  user  code  level.  
Simulation tool provides the prior information about cloud 
resources which required for application deployment. We 
can use our own policy at data center level to share the 
MIPS of the physical processing element.  Using 
simulation tool we can setup the different cloud 
configuration with internet characteristics. Processing 
power of the CPU to run their application is provisioned in 
time and space shared mode [4].  

The remainder of this paper is organized as follows: In 
section   II, we have discussed about the Cloud-Analyst. In 
section III, we have discussed about routing of user 
request in Cloud-Analyst. In section IV, we have discussed 
about working of service proximity based routing. Section 
V discusses about the related work done in this field. In 
section VI we propose algorithms to find the solution to 
the posed problem. Section VII discusses about the 
simulation configuration, results and performance analysis, 
and finally we have concluded our work. 

II. CLOUD-ANALYST 

Cloud-Analyst is an open source toolkit [5] which helps 
us to simulate and evaluate the performance of cloud 
services. Response time and data center processing time act 
as a performance evaluation parameter. Simulation results 
help us in improvement of quality of service. It is built on 
the top of Cloudsim [6]. In addition to the data center 
operations pro- vided by the Cloudsim toolkit, these are 
some new extensions in Cloud-Analyst [3]. 

 

 
Fig. 1 Cloud-Analyst architecture 

 
Application users: This component act as traffic generator. 
Its behavior is configurable 
Internet: This component introduces to model data 
transmission across Internet with network delays and 
bandwidth restrictions. 
Service Brokers: In Cloudsim DataCenterBroker performs 
VM management in multiple data centers and routing traffic 
to appropriate data centers.  But in Cloud-Analyst these two 
main responsibilities were separated and assigned to 
DataCenterController and CloudAppServiceBroker. 
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GUI and ability to save simulations   and results:  Using GUI 
user can configure simulation with high level of details. It 
makes easy to do simulation experiments in repeatable 
manner. User can also save simulation configurations as 
well as results in the form of PDF files for future use. 
A. Main  Component 

These are main components of Cloud-Analyst [3]. 
Region: The world is divided into 6 Regions based on the 6 
main continents in the world. The other main entities such 
as user bases and data centers belong to one of these 
regions. 
 User Base: User base models a group of users that is 
considered as a single unit in the simulation and its main 
responsibility is to generate traffic for the simulation. A 
single user base may represent thousands of users but is 
configured as a single unit and the traffic generated in 
simultaneous bursts representative of the size of the user 
base. The modeler may choose to use a user base to 
represent a single user, but ideally a user base should be 
used to represent a larger number of users for the efficiency 
of simulation. 
Internet: It is an abstraction for the real world Internet, 
implementing only the features that are important to the 
simulation. It is used to define the characteristics of the 
Internet applied during the simulation, including the 
latencies and available bandwidths between regions, the 
current traffic levels, and current performance level 
information for the data centers. 
Internet Cloudlet: It is a grouping of user requests. The 
number of requests grouped into a single Internet Cloudlet. 
It is having information such as the number of requests, the 
size of a request execution command, size of input and 
output files, the originator and target application id used for 
routing by the Internet. 
Data  Center   Controller: This  component controls data 
center  activities  such  as  VM  creation  and  destruction  
and does routing of user requests received from user bases 
via the Internet to the VMs document is a template.  An 
electronic copy can be downloaded from the conference 
website.  For questions on paper guidelines, please contact 
the conference publications committee as indicated on the 
conference website.  Information about final paper 
submission is available from the conference website. 
VM  Load  Balancer :  Data center controller uses VM 
load balancer  to  determine  which  VM  should  be  
assigned  the next requests (Cloudlet) for processing. Three 
load balancing policies are currently included in the 
Cloud-Analyst. 

1) Round-Robin Load Balancer:  This load balancer 
uses a simple round-robin algorithm to allocate 
VMs. 

2)  Active Monitoring Load Balancer: This load 
balancer attempts to maintain equal workloads on 
all the available VMs. 

3) Throttled Load Balancer:  This load balancer 
ensures only a pre-defined number of Internet 
Cloudlets are allocated to a single VM at any given 
time. If more request groups are present than the 
number of available VM’s at a data center, some 

of the requests will have to be queued until the 
next VM becomes available. 

Cloud Application Service Broker: A service broker decides 
which data center should provide the service to the requests 
coming from each user base. And thus, service broker 
controls the traffic routing between user bases and data 
centers. Three service broker policies are currently included 
in the Cloud- Analyst. 

1) Service Proximity   Based Routing: In this routing 
policy service broker selects the shortest path from 
the user base to the data center, depending on the 
network latency and based on that, routes the 
traffic to the closest data center with the 
consideration of transmission latency. 

2) Performance Optimized   Routing:   In  this  
routing policy, service broker actively monitors the 
perfor- mance of all data centers, and based on that, 
routes the traffic to the data center with best 
response time. 

3) Dynamically reconfiguring router: This is an 
exten- sion to proximity based routing, where the 
routing logic is similar, but the service broker has 
one more responsibility of scaling the application 
deployment based on the load it is facing. This 
policy increases and decreases the number of 
virtual machines allo- cated  in the data centers.   

Grouping of simulation elements help us to improve the 
efficiency of simulation. In Cloud-Analyst the events are 
grouped at three levels. In the first level, there are user 
bases, which represent a cluster of users which are handled 
as a single unit. In the next level, user requests generated 
from each regional user base are grouped based on a 
grouping factor, which is kept independent of the user base 
size. In the last level, requests simultaneously processed by 
a single virtual machine are grouped. The last two grouping 
factors are configurable by Cloud-Analyst users, and it is 
also possible not to group simulation elements. 

III. ROUTING OF USER REQUESTS 

Routing of user requests in Cloud-Analyst is shown in 
the Fig. 2 including the use of service broker policy and the 
virtual machine load balancer [7]. 

1)  User base generates an Internet Cloudlet, with 
appli-cation id for application and also includes 
name of the user   base itself as originator for 
routing back the 

 RESPONSE. 
2) REQUEST is sent to the Internet with zero delay. 
3) Internet consults the service broker for the data 

center selection. The service broker uses any one 
of the service broker policy based on the 
REQUEST. 

4) Service broker sends information about selected 
data center controller to the Internet. 

5) Internet adds appropriate network delay with the 
REQUEST and sends to the selected data center 
controller. 

6) Selected data center controller uses any one of the 
virtual machines load balancing policy. 
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Fig. 2 Routing of User Requests 

 

7) Virtual machines load balancer assign the virtual 
machine to the user request. 

8)      Selected data center sends the RESPONSE to the 
Internet  after processing the REQUEST. 

9) Internet uses the originator field of the Cloudlet 
in- formation and adds appropriate network delay 
with RESPONSE and sends to the user base. 

 

IV. WORKING OF SERVICE PROXIMITY ROUTING 

This is based on closest data center strategy [7]. 
Working of service proximity based routing is shown in 
 Fig. 3. 

 
1) ServiceProximityServiceBroker maintains an 

index table of all data centers indexed by their 
region. 

2) When the Internet receives a message from a user 
base it queries the ServiceProximityServiceBroker 
for the destination DataCenterController. 

3) The ServiceProximityServiceBroker retrieves the 
re- gion of the sender of the request and queries for 
the region proximity list for that region from the 
Internet Characteristics. This list orders the 
remaining regions in the order of lowest network 
latency first when calculated from the given region. 

4) The ServiceProximityServiceBroker picks 
the first data center located at the 
earliest/highest region in the proximity list. If 
more than one data center is located in a 
region, one is selected randomly. 
 

 
Fig. 3 Service Proximity  based  Routing 

 

A. Problems In Service Proximity based Routing 
1) When there are more than one data centers in the 

same region Random selection of data center. 
2) For the same configuration, results may be 

different and developers/researchers may get 
difficulties to use the results. 

3) There is possibility that selected data center will 
have higher workload, processing time, response 
time or cost etc. 

4) There is also possibility of under-utilization of the 
resources. 

V. RELATED WORK 

There are many problems in service proximity based 
routing algorithm due to random selection of data center. In 
order to overcome these problems instead of selecting data 
center randomly, we can select data center which is better in 
terms of processing time, response time, workload, cost etc. 
In 2012, Dhaval et al .[7] proposed an extension which 
select the  most cost-effective data center. This reduces the 
overall cost but increases the response time. In 2012, A. 
Sarfaraz [8] proposed an extension which selects data 
center with high configuration. This reduces the response 
time but increases the overall cost.  Both  of  these  
solutions  results under-utilization  of  resources,  Because  
each  time  service broker selects same data center (the 
lowest costly in first case and the highest costly in second 
case) so other data center will never be selected. 

VI. .    PROPOSED SOLUTION 

Service proximity based routing algorithm selects data 
center randomly when there are more than one data center 
in the closest region.  So there are many problems due to 
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random selection of data center within the region. In order 
to overcome these problems instead of selecting data center 
randomly, we can select data center in Round-Robin 
manner to distribute requests uniformly among all the data 
centers within a region. It leads to more resource utilization, 
but data centers may have different processing speed and 
cost. There are some data centers which are faster than 
others so these data centers should have been selected more 
number of times than slower ones to get better performance 
and resource utilization. If we want to reduce the overall 
cost then we have to select less costly data center more 
number of times than others. So we have to select the data 
center in proportion of their Rating. 

We have used Preprocessing algorithm in the beginning 
of the simulation to create priority list. This list contains 
sequence of index of data center indexed by their region. 
Preprocessing step will be executed only once. After 
Preprocessing, Data Center Selection algorithm 1 uses this 
priority list to select the data center for each region.  

. 

 
 

A. Priority based Round-Robin Selection 
In this we select the data center in proportion of their 

Rating. By using eqn 1 we can calculate the Rating of all n 
data center located at any region r. 

 

 
 
In eqn 1,  Rri  is  the Rating and SPDri  is  the 

speed per  dollar  of  ith  data  center  located  at  region  
r. SPD  is the ratio of processor’s speed to cost of that 
data center. It leads to more resource utilization and 
performance. If further improvement is required, such as 
there is an absolute need to reduce the overall all cost of 
the deployment, at the cost of acceptable decrease in 
performance, then we will have to use eqn 2 with varying 
values of R (Rating factor) for rating calculation 
(extended priority based Round-Robin selection). Yet, 
this reduced performance is found to be still better than 
what is achieved by the conventional algorithm. 
Preprocessing Algorithm 2 is used for preprocessing. 
After preprocessing, Data center selection algorithm   1 
is used for selecting the data center for each region. 
 

 
 

B. Extended Priority based Round-Robin Selection 
In this we select the data center in proportion of 

their Rating. By using eqn 2  we can calculate the 
Rating of all n data center located at any region r. 

 
In e q n  2, Sri is the speed & Cri   is cost of  

ith  data center located at region r. R is the rating 
factor and its value varies from 0.0 to 1.0. By changing 
the value of R we can change the Rating of data center 
and hence the behaviour of our algorithm. It provides 
different levels of service and helps us to improve the 
quality of service (QoS). We have now modified the 
Simulator in which we can set the value of R. The 
optimal value of R cannot be pre-determined. To find the 
optimal value of R, we have to run the simulator with 
varying values of R (0.0-1.0) and then observe the 
results. 
Preprocessing Algorithm 3 with an extra parameter R 
(Rating factor) is used for preprocessing. After 
preprocessing, Data center selection algorithm   1 is 
used for selecting the data center for each region. 

 

VII. SIMULATION AND RESULTS 

We have used the Cloud-Analyst tool to evaluate the 
service proximity  based  routing  algorithm,  with  
Random,  priority based and extended priority based 
Round-Robin data center selection one by one.  
A. Simulation Configuration 
1) User Base Configuration: The design model uses the 
user base to represent the single user but ideally a user 
base should be used to represent a large numbers of 
users for efficiency of simulation. Table I shows the user 
base configuration. 

Table I. USER BASE CONFIGURATION 

UB 
name 

R 
Peak 

Hrs.(GMT) 

Avg. users 

Peak 
Off 

peak 
UB1 0 3:00-9:00 10000 5000 
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2) Data Center Configuration:  Data center manages 
the data management activities and does the routing of 
user requests received from user base via the internet to 
virtual machines. Table  II shows data center 
configuration 
. 

Table II.  DATA CENTER CONFIGURATION 
Name R Cost/Vm 

($/Hr) 
Data transfer 
Cost ($/GB) 

Speed
(MIPS)

DC1 0 0.08 0.08 500
DC2 0 0.09 0.09 700
DC3 0 0.10 0.10 1000
DC4 0 0.11 0.11 1300
DC5 0 0.12 0.12 1600
 

4) Other Configuration:  Table III shows the other 
parameters used in simulation 

. 
Table III. OTHER PARAMETERS 

Parameter Value 
User Grouping Factor in User Base 1000 
Request Grouping Factor 10 
Executable instruction length/request 500 
Load Balancing Policy Throttled
Simulation Duration 24Hrs. 
VM Image Size 10000 
VM Memory 512Mb 
VM Bandwidth 1000 
Data Center Architecture X86 
Data Center processor/machine 4 
Data Center OS Linux 
Data Center VMM Xen 
    

B. Priority based Round-Robin Selection 
 

1) Result: The different cases have been prepared using 
the configurations in the Table II. For each case, we can 
select any 4 of the data centers from it, which may not 
necessity be distinct. Now, each Random and priority 
based Round- Robin selection algorithm has been run 
with these various configurations. The simulation result is 
shown in Table IV. ART is average response time of all 
user base and APT is average processing time of all data 
center.  For each case 1st row (Rand.) represents result 
of Random selection and 2nd  row (PBRR) represents 
result of priority based Round-Robin selection. 

 
Table IV. OUTPUT RESULT 

Case Select. ART(ms) APT(ms) Cost($) 

4XDC3 Rand. 149.97 100.2 133.17 

PBRR 112.07 62.30 133.17 

DC1,3XDC5 Rand 142.17 92.16 136.42 

PBRR 95.95 46.16 139.50 

2XDC1,2XDC5 Rand. 182.75 113.2 123.26 

PBRR 105.46 55.67 129.20 

3XDC1,DC5 Rand. 214.68 165.0 111.14 

PBRR 123.68 75.52 116.39 

2XDC3,2XDC5 Rand. 129.85 80.61 136.14 

PBRR 99.16 49.38 135.93 

2XDC3,DC4,DC5 Rand. 134.00 84.23 132.86 

PBRR 101.38 51.56 132.83 

DC1,DC2,DC3,DC4 Rand. 177.70 128.1 117.26 

PBRR 119.34 69.65 120.20 

 

2) Performance Analysis: The response time and the data 
center processing time are the two parameters to measure 
the performance. 

 
Fig. 4 Performance Analysis 

 
  From the Fig. 4, we can observe that proposed algorithm 
gives better response time than the conventional Random 
selection in all cases.  We  can  also  observe  that the  
proposed  algorithm  gives  better  data  center  processing 
time than the conventional Random selection algorithm in 
all cases. We also observed that in some cases the proposed 
priority based Round-Robin selection algorithm costs 
slightly more than the conventional Random selection 
algorithm, the small increase in cost enables us to get far 
more improved results in processing time and response time. 
But, even this extra cost can be reduced if we use eqn  2 in 
the Preprocessing Step (Extended priority based Round-
Robin selection algorithm). 
 
Resource utilization of Random selection algorithm 
depends on distribution of random number. Proposed 
priority based Round-Robin selection algorithm is 
distributing requests based on rating of data centers within a 
region. It leads to more resource utilization. 
 

C. Extended Priority based Round-Robin Selection  
 

1) Result: In this case, 5 data center with different 
configuration have been used for the purpose of 
simulation. Now, three different algorithms have been 
run with this configuration. Also, the extended priority 
based Round- Robin selection algorithm  has  been  run  
for  varying  values  of  R  (0.0-1.0). Table V shows the 
result of simulation. 
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Table V. OUTPUT RESULT 
 

 
2) Performance  Analysis:  From the output, as shown 
in Table V, we can observe that as the value of R is 
changed, the Rating of the data center gets changed and 
hence the behavior of our algorithm also changed, as a 
result of which the response time, data processing time 
and cost change. 

From the Fig. 5, we can observe that for R (0.0-0.4) 
extended priority based Round-Robin selection algorithm 
gives better response time and processing time at 
lower cost and for  R = 0.4  extended  priority  based  
Round-Robin  selection algorithm gives best 
performance at lower cost when compared with Random 
selection algorithm. For R (0.5-0.6) extended priority 
based Round-Robin selection algorithm gives almost 
same performance as priority based Round-Robin 
selection algorithm at lower cost. We can find the 
optimal value of R for the desired performance and cost. 
It depends on the configuration and pricing plan of 
data center. We can easily obtain better values of 
performance at lower cost using this algorithm.  

 

 

Fig. 5 Performance Analysis 
 

 
 
 
 
 
 
 
 

VIII. CONCLUSIONS 

There were many problems in service proximity 
based routing algorithm due to random selection of data 
center. So we have proposed priority based and 
extended priority based Round-Robin selection 
algorithm. From the results of simulation it can be 
concluded that proposed algorithm works efficiently 
when it comes to resource utilization, processing time  
of  the  data  center  and  response time  of  user  base. In 
proposed extended priority based Round-Robin selection 
algorithm we can find the optimal value of R (rating 
factor), which enables us to get desired performance and 
cost. These algorithms can be improved in future by 
introducing new equation for the rating calculation. 
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DC 
Selection 

DC Rating 
ART 
(ms) 

APT 
(ms) 

Cost($) 

Rand.   152.41 102.6 133.35 
PBRR R 1,1,1,2,2 92.55 42.80 139.51 

Ex-PBRR 0.0 2,2,1,1,1 148.73 98.96 125.88 
0.1 2,2,2,1,1 131.19 82.43 126.70 
0.2 2,2,2,2,2 96.54 46.68 133.21 
0.3 2,2,2,2,2 96.54 46.68 133.21 
0.4 2,2,2,2,2 96.54 46.68 133.21 
0.5 2,2,2,2,3 92.40 42.53 136.25 
0.6 2,2,2,3,3 92.42 42.63 137.38 
0.7 1,2,2,3,3 92.66 42.86 140.97 
0.8 1,2,2,3,4 95.16 45.33 143.10 
0.9 1,2,2,3,4 95.16 45.33 143.10 
1.0 1,2,3,4,5 98.18 48.40 144.52 
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