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Abstract—This paper describes a power save protocol for ad hoc of ongoing work in developing the protocol and studying it in
networks. The protocol is largely independent of the details of the simulation.
underlying MAC and friendly toward any overlying energy-aware
ad hoc routing. A key advantage of the protocol is that it is fully II. MOTIVATION AND REQGUIREMENTS
asynchronous. Each station independently establishes a periodic : Q
sleep/wake cycle. Neighbors that wish to communicate estimate The network interface is a significant source of energy con-

the relative phase difference between their sleep/wake cycles. Asumption in portable wireless devices [1]. At any given time,
station uses this phase information to order its pending transmis- the energy consumed by an interface depends on its operating

sions so as to maximize value with respect to some QoS function. A de. Asl L f ith . . f
station can also adjust its phase relationships to avoid contention mode. A sleeping interface can neither transmit nor receive traf-

and increase effective bandwidth available to a flow, as well as re- fic and as a result, it consumes very little energy. To be able to
duce latency. transmit or receive, an interface must explicitly transition to the
wake state, which requires both time and energy. An interface
that is in the wake state can transmit or receive data at any time;
I. INTRODUCTION T i T .

if it is neither transmitting or receiving, is said to be idle. In all

This paper presents ongoing work developing a new powgfithese states, an interface consumes significantly more energy
save protocol for general purpose mobile multi-hop wireleggan it does in the sleep state, due to the number of circuit el-
networks. Each node maintains a fixed sleep/wake cycle ind@nents that must be powered. There has recently been interest
pendently of its neighbors, eliminating the need for global sy§ investigating the energy consumption of commercially avail-
chronization and providing for a balanced distribution of energypje network interfaces.
savings. The protocol is built around a phase discovery mechq argely because of its ubiquity, IEEE 802.11b is particularly
anism that allows two neighbors wishing to communicate fAteresting. Measurements [2] [3] [4] [5] show that e
estimate the relative phase difference between their sleep/wgk@york interface can consume over 800mW. This is compa-
cycles. This allows a sender to determine the available transfgple to the energy consumed while receiving or transmitting
window for each receiver and appropriately schedule transm(§000mw and 1300mW respectively), and an order of magni-
sions. The phase discovery mechanism supports easy phaseafk larger than the energy consumed while sleeping (66mw -
justment, allowing nodes to adapt their transmission schedummw)l_ A rough calculation based on data in [4] for Lucent
to Contention orto h|gh priority ﬂOWS. Th|S k|nd of adaptIVIty iSdevices Suggests that an interface Sending ten 128_byte broad-
useful for providing QoS support in ad hoc networks, which aggsts per second and receiving the same from each of five neigh-
characterized by complex effects of interference across multipJgrs consumes only about 1% more energy than an idle inter-
links and between disjoint flows. face.

The sleep/wake cycle is defined such that certain guaranteef, short, sending and receiving are not the dominant source
can be made about the properties of transfer windows. NeV@f'energy Consumption: being awake and ready to send or re-
theless, the effective capacity in aregion is highly dependent ggive traffic is. To reduce energy consumption, an interface
the phase distribution. A sender may be persistently unablen@st therefore spend as much time as possible in the sleep state.
transmit all the traffic for a given receiver if the transfer window this view, a power save protocol is a coordination mechanism
is too short, or if too many receivers have overlapping transfgy arrange that stations that want to exchange traffic are awake
windows, or if there is contention due to traffic on another linkt the same time.
during the transfer window. For the case of a multihop wireless ad hoc network, this is a

The phase discovery mechanism can be used to seamlegaliflienging research problem. In a wireless infrastructure net-
adjust the phase of a node so as to increase the effective \ggrk, communication is mediated by a preconfigured access
pacity of a link; for example, by finding a maximal transfepoint, which is generally assumed to have no energy consump-
window for a high priority flow. For the current study, a simplgjon constraints. The access point can therefore remain con-
randomized phase adjustment will be used. However, a potefantly awake and clients spend most of their time sleeping,
tial strength of the phase adjustment approach is its extensibilifking up periodically to receive buffered traffic. This kind
and support for more complex adaptivity. of coordination is difficult to emulate without this kind of in-

Section Il presents the motivation and requirements drivifgastructure. The network topology may be highly dynamic and
this work. Section Ill presents related work. The protocol it-

Ifis d ibed i ti IV and tential bl I Measurements vary somewhat depending on manufacturer and model; the
Selr1s described In section and some potential problems i s cited are representative. (Some interfaces support more than one sleep

discussed in section V. The paper concludes with discussiasde.)



there is no resource rich, centralized element around whichaaelay node may be less than the energy required to transmit
construct a power save mechanism. The fact that nodes coibphirectly. The formulation in [8] explicitly takes into account
eratively form the routing infrastructure imposes a further rdoth the variable transmit power and the fixed cost of receiving.
guirement to maximize system lifetime by ensuring that energy This observation forms the basis for several research prob-
consumption is balanced across the nodes in the network. lems. The minimum energy broadcast problem is to find a set
The goal of this work is to develop a practical power savef relays and transmit powers such that a broadcast transmission
protocol that operates effectively in an infrastructureless enfiom a given source node is rebroadcast to every other node in
ronment. The protocol is intended for use in general purposethe network with minimum total energy cost [9]. The topol-
hoc networks; it is specifically not directed to the special casgy control problem is to find a set of transmit powers that ob-
of a sensor network. tain a minium power topology, while still maintaining network
To maximize the applicability of the work, the protocolconnectivity. This is addressed using heuristic [10], propaga-
should depend as little as possible on the details of a specifan modeling [8], proactive [11], and directional [12] meth-
MAC protocol and should be able to work with any kind of colods. Power control also increases spatial reuse, but the pres-
lision avoidance mechanism. (Like most research in this aresce of widely varying transmit powers in a multihop network
the protocol is based on IEEE 802.11.) Similarly, the protgreatly complicates collision avoidance. Low power transmis-
col should place as few requirements as possible on the ovediens cannot be sensed by distant nodes, which may then initiate
ing routing protocol. Of particular importance is the interactiotransmissions using sufficient power to disrupt ongoing trans-
with energy aware routing. Because the power save protooaissions. This problem is addressed using adaptive power [13]
operates at a low layer, it must take care to avoid introducirgd network-optimal power [14] [15].
inappropriate feedback effects to higher layer energy manageA minimum power topology can be used to find a minimum
ment. energy route for a given packet, but this greedy approach does
Most importantly, the protocol must provide support for Qo8ot address another requirement of ad hoc networks. Because
functionality. Because an ad hoc network has variable link qualedes forward traffic on each other’s behalf, the routing load
ity, dynamic topology and complex interference across multipimposed on a node may cause it to deplete its battery prema-
links and between disjoint flows, the ability to adapt easily turely. Energy aware routing attempts to maximize the net-
the unpredictable environment is the essential feature. To thisrk lifetime by taking into account the battery reserves at each
end, the coordination mechanism that is responsible for energyde when selecting routes. A number of metrics for evaluat-
management must also be aware of network QoS constrainténig power aware routing metrics are presented in [16]. A linear

its scheduling of the network interface. programming technique which combines energy aware routing
In addition to reducing energy consumption, any solutiowith topology control is described in [17] [18]. An alternative
must address the following performance goals: approach [19], distributes the traffic load so as to take advantage
« Minimize adverse impact on capacity, throughput, packef charge recovery effects in the battery.
latency and route latency. More specialized energy management techniques have also
« Minimize overhead imposed by the energy managemepgen developed, particularly for sensor networks. Sensor net-
scheme. works are usually modeled as dense, low mobility networks
« Maximize system lifetime by minimizing disparities in en-comprised of largely interchangeable nodes, all of which are
ergy consumption. participating in a common data gathering activity. Power save

The infrastructureless environment also poses operatioREPtocols such as [7], discussed in detail below, leverage some
constraints on protocols for ad hoc networks. Clearly, the pr8t these assumptions. Other energy saving techniques for sen-
tocol must be capable of localized operation. In this work, %O networks are closely tied to the sensor data processing itself.
is also suggested that an asynchronous solution is highly deSiRe example is [20], in which data fusion is used to minimize
able. This is discussed in more detail in Section 11I-C below. the amount of sensor data that is forwarded.

. RELATED WORK B. IEEE 802.11 power saving mechanisms

The first subsection gives a brief overview of energy man- Due to the widespread availability of inexpensive hardware

agement in ad hoc networks, focusing on elements above fégétgorglﬁvgly tstazle (;1_nd complete prr]ot_ocil def|n|_t|ona re
MAC and hardware layers. The following subsections con- -11 [6] standard is a commion choice for use in ad hoc

sider particularly relevant work — IEEE 802.11b[6] Span[Zﬂetworking research. The standard includes power save mecha-
and AFECA [7] - in more detail. isms for use in both infrastructure (BSS) and infrastructureless

(IBSS) operating modes.

) IBSS power save is most relevant to ad hoc networking, al-

A. Overview though there are differences between a multi-hop wireless net-
A wide range of power control techniques are used in wirevork and an IBSS, where each station explicitly discovers and

less communication to reduce interference and conserve spachronizes itself to a single, connected IBSS.

ergy. This strategy has particularly interesting applications in A synchronized beacon interval is established by the station

a multihop network. Because the transmission power requirtdht initiates the IBSS and is maintained in a distributed fash-

to achieve a given SNR at a receiver increases exponentiathp. In addition to the beacon interval, the IBSS also defines a

with distance, the total energy required to transmit a packet figed length ATIM window, which occurs at the beginning of



each beacon interval. All stations in the IBSS wake up at tipeotocol is integrated with the coordinator mechanism so that
beginning of the beacon interval and remain awake until the eadly coordinators forward packets, acting as a low latency rout-
of the ATIM window. ing backbone for network. Span is intended to maximize the
At the beginning of the beacon interval, stations contendmount of time nodes spend in the sleep state, while minimiz-
using random backoff, to transmit the synchronization bemg the impact of energy management on latency and capacity.
con. Once the synchronization beacon has been transmittedrhe set of coordinators is determined using a localized algo-
each station sends an ad hoc traffic indication message (ATINthm intended to approximate a minimal, capacity preserving
to every other station for which it has pending unicast traget of coordinators. Nodes periodically wake up and exchange
fic. Each station that receives such an ATIM responds witieighbor information, then schedule a coordinator announce-
an acknowledgment. Announcements of broadcast and muwlent, using an adaptive backoff algorithm. Nodes with high
ticast traffic (DTIM) are sent to the appropriate broadcast ebnnectivity and energy reserves announce themselves more
multicast address, but are not acknowledged. Only beacogaickly than less effective ones, which volunteer later and only
ATIM's/DTIM’s and ATIM acknowledgments are sent duringif they are still needed to obtain the dominating set. Rotating
the ATIM window. the coordinator role in this way tends to balance nodes’ energy
At the end of the ATIM window, stations that have not serreserves, even in the case of initially unequal reserves.
or received ATIM announcements go back to sleep. All other simulation using ns-2 suggests that Span provides about 50%
stations remain awake throughout the remainder of the bea@¥ergy saving, with little impact on throughput, latency and
interval. Using ordinary IEEE 802.11b DCF access, each sfgacket loss. Rotation of the coordinator role equalizes energy
tion transmits first broadcast and multicast traffic, then any uionsumption and the time to first node failure increases 50%
cast traffic for which an ATIM acknowledgment was receivedind the network half-life doubles. The results also support the
Traffic which is not transmitted (e.g. due to lack of time in thghformal calculation in section IIl. Even when Span is used to
ATIM window or beacon interval) is announced in SUCCGSSi\iﬁnit idle energy Consumption, Sending and receiving traffic ac-
beacon intervals until it is eventually discarded. counts for well under 10% of the total energy consumed.
Although power save is part of the IEEE 802.11 standard, The synchronized nature of the Span protocol reveals a ma-
there appear to be few published results regarding its effectiygy jimjtation of this approach. Both the beaconing in the un-
ness. A simulation study described in [21] examined the effégaiying 802.11 power save protocol and the coordinator elec-
tiveness of the power save protocol for & fully connected eighys, require synchronization. Coordinator election is based on
node IBSS. The experiment measured throughput and slggpyyiedge of the local topology, based on periodic broadcast
time for a variety of beacon intervals, ATIM window lengths,eighhor discovery. This cannot be mediated by the coordina-
and offered loads. The choice of beacon interval is importagg, s hecause nodes have to be awake simultaneously to deter-
short intervals give superior power savings, but at the cost @fe their connectivity.
_significantly reduced'throughput. For a wide range of beaconSpan,s global heartbeat requires two kinds of synchroniza-
intervals, throughput is maximized when the ATIM window 0Cgi, -~ The first ensures that the stations’ oscillators tick at the

cupies about 25% of the beacon interval. As a general obsgliyo rate (The IEEE 802.11 standard specifies hardware tol-
vation, the authors suggest that “if we were to sacrifice aboyit, .o ofl0~%.) This is fairly straightforward. The second
10% in throughput, we could save up to 30% energy”. HOWsg res that the stations are synchronized in phase. This is a

ever, such savings are obtained only at quite moderate loads; aSjenge because the choice of phase is completely arbitrary.
offered load increases from 15% to 30%, the savings declmes.l.he IEEE 802.11 IBSS solves this problem in a centralized

Sugisri]al;ig?cl)ﬁs described in [2] also study the performance \ﬁ/fy. The “first” station initializes the beacon interval for the
! " ) “subsequent” stations explicitly associate themselves
IEEE 802.11 power save, slightly modified for a multihop a SS and 'subsequ : xplcttly I

: . with exactly one IBSS and synchronize themselves to it. This
hoct en\i'i]org?.?t?t'. In tht's case, the IEEE 8?.2'11 [i)lc_nlwe_r SHRd of approach can lead to the “parking lot problem” — prob-
pro (t)lco' ad e |mpzi\(c tcl)ntenergy_/rﬁonsutriilp lon, w 'ettsi']g?'t'ematic race conditions that occur among a group of devices
Icantly Increasing packet latency. the autnors sugges ai% turned on (more or less) simultaneously. Nevertheless, this
IS peirtly due_ to.the use of a geograp_h|c routing protocol thi thod works well for scenarios in which a master station for
required periodic broadcasts, something that the IEEE 802't i network can be conveniently designated and all the other

protocol handles poorly. stations can be configured to recognize that master. In effect,
I . it requires that all nodes must be initialized together within the
C. Dominating techniques same well-connected cloud or that there is some mechanism for
The work most closely related to the proposed protocol jgentifying the “right” cloud for a node to associate with.
Span [2]. This limitation is especially unfortunate because the ad hoc
Span is one of several [22], [23] ad hoc networking protoColgtworking model is specifically intended to support more flex-
based on the notion of a dominating set. In Span, “coordingje methods of creating a network. In particular, consider the
tors” — a group of nodes that form a connected dominatingse of two separate task groups, e.g. military units on patrol,
set over the network — do not sleep. Non-coordinator nodgg§ch of which has formed an ad hoc network. When the two

follow a synchronized sleep/wake cycle, exchanging traffic Ugroups meet, their networks should merge seamlessly together
ing a algorithm based on the beaconing and traffic announce-

ment methods of IEEE 802.11 IBSS power save. The routingAssuming they belong to treamemilitary, of course.



B S val in areas of higher network density, which can be estimated
, " based on the number of neighbors overheard.
o ‘ 4 Like Span, AFECA has been studied in the ns-2 environment,

la b using IEEE 802.11 as the MAC layer and AODV as the routing

K N protocol. The strategy shows overall energy saving was on the

2 . order of 35% - 45%, across a range of traffic loads, with a sleep

’ B ' interval of 10 seconds. There was, however, a significant in-

Fig. 1. This kind of connectivity might be caused by a building or hill in th$T€ase In r_O_Ute latency, which averaged well under one second
middle of the “ring”. for unmodified AODV, but averaged between six and ten sec-

onds using AFECA. AFECA also exhibited slightly higher loss
rates than unmodified AODV.

In order to merge two (or more) networks having different While the techniques used in BECA/AFECA can be applied
phases, some mechanism must be developed which allows fh@ny kind of ad hoc network, two limitations make this power
networks to discover and synchronize with each other. ThougRve Protocol most suitable for sensor networks. One limita-
soluble, this kind of distributed consensus problem is noHoN iS the high overhead for broadcast. A RREQ may be re-
trivial. As a simpleillustration, consider the complexity in- Proadcast many times, with an increasing level of redundancy
volved when two connected clouds merge as in Figure 1. Sich time. If route discovery and repair are rare operations, this
pose linka between nodes 1 and 2 is created and node 2 issife& minor drawback. If the network supports other services
commands to change the phase of clBud that of clouda, but and applications that also rely on broadcast, then the cost be-
before the message has propagated to node 3, thetiatwveen COMes more of an issue. Moreover, because “logical broadcast”
nodes 3 and 4 is created and node 4 begins to issue commdR@4ires several broadcasts spread over a relatively long inter-
to synchronize cloudh to the phase of clous. The amount val, there is a risk of synchronization problems for higher layer
of complexity and overhead required to address this issue i8"@t0c0ls. The authors suggest that proactive routing protocols

strong argument for an asynchronous solution. based on period_ic_taple e_xchange may .be vu_InerabIe.
The second limitation is the interaction with energy aware

_ _ routing. Because nodes that have recently forwarded traffic re-
D. Adaptive techniques main awake, they are more likely to participate early in the route

Another interesting power save protocol is the adaptive gliscovery process and are therefore more likely to be designated
delity energy conservation algorithm (AFECA)[7]. While thedS forwarding node for additional routes. Depending on traffic
protocol can operate in conjunction with any ad hoc network,Retterns, this feedback behavior may lead to unequal distribu-
is most suitable for a sensor network. tion of routing load and poorly distributed energy consumption.

In the basic energy conservation algorithm (BECA), each This_ pr_oblem is also_suggested by simul_ati(_)n results fo_r net-
node independently transitions between the sleep state and WRE lifetime. AFECA increases network lifetimes, especially
of two logical wake states: listening and active. In the absentextremely dense networks, where the time to last node failure
of traffic, a node alternates between the sleep state and the §@ubles and the network half-life increases by as much as 50%.
tening state. If a node sends or receives traffic, it transitioh§iS Metric is appropriate for sensor networks, where the du-
to the active state. Nodes in the active state return to the sié8fion of sensor coverage in an area is more important than the
state only after they have been idle for some time. avallablllty_ of any particular device. For ap_pllc_anon scenarios

AFECA is designed to work in conjunction with an onihatare orlente.d.toward pgrspnal communllcauon, hpwgyer, the
demand routing protocol and although the power save proto&?s of connectivity tp any |nd|V|dan deV|ce.|s more S|gn|f|cant.
operates asynchronously, it has strong timing dependencies/¥ith AFECA, there is almost no increase in time to first node
the underlying routing protocol. The fundamental interval i&ilure and only a small increase in the 90% node lifetime.
the listening interval, which is matched to the route discovery,

(RREQ) retry interval for the routing protocol. If the sleep in- IV. PHASE ANNOUNCEMENT POWER SAVE MECHANISM

terval is some integral multipleof the listening interval, then it A. Overview

will take at most: +1 retries until any given neighbor receives a Having discussed the strengths and weaknesses of a number
broadcast RREQ. Once the neighbor receives the RREQ, it trafi-power save protocols, this section presents the new proto-
sitions to the active state. If the timeout for the active state ¢®l. Additional details of the protocol operation can be found
greater than the retry interval, potential intermediate nodes will[24].

remain awake until the route discovery process has completedin the proposed protocol, each station independently alter-
taking at mostD(k + 1) retries, where is the network diame- nates between sleep and wake states. The sleep/wake pat-
ter. While packets are being forwarded, nodes on the route wékn is defined such that it possible to make certain guarantees
remain active and the other nodes will return to the sleep/listabout the overlapping of awake intervals for each pair of sta-
cycle. tions. In this respect, the protocol is similar to AFECA. Unlike

AFECA is an extension of BECA. In a dense, uniformlyAFECA, these overlap guarantees are used to support a traf-
distributed (i.e. sensor) network, many nodes are logicallig announcement mechanism, similar to those used in Span
equivalent with respect to network reachability and sensor caand IEEE 802.11 power saving. The proposed protocol dif-
erage. Nodes can therefore adapt by increasing their sleep inters significantly from both of these protocols, however, in that
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the traffic announcement is not used as a request to “stand Isjigded.

but rather as a way for stations to discover their relative phase.

Once two stations have determined their relative phase, each

can predict when the other will be awake to receive traffiand R are in the awake state. Moreover, either the sub-interval

which is sent using the basic access mechanism of the undér-] or the sub-interval0.5..0.5 + €], measured off’, will be

lying MAC. completely contained in the awake interval of statidyrregard-
Structurally, this approach differs a little bit from others irless of the phase difference between them.

that the communication adapts to the sleep/wake cycle, ratheProof: Let0 < ¢ < 1 be the phase difference betwe&n

than the other way around. Each node maintains a fixaddR. Measured orf’, the awake interval of is [0..0.5 + €]

sleep/wake cycle, which ensures that all the nodes spend aland the awake interval & is [0 + ¢..0.5 + € + ¢].

the same proportion of their time in the sleep state. This ap-If 0 < ¢ < 0.5, the awake interval o2 cannot begin after

proach is in distinct contrast with Span, where the coordinatbr= 0.5 and cannot end befote= 0.5 + ¢, as measured dfi.

election algorithm takes each node’s energy reserves into abus the interval0.5..0.5 + €] measured off’ is contained by

count, but which also requires frequent re-election of the dongin awake interval oR. If 0.5 < ¢ < 1, the awake interval of

nating set in order to rotate the coordinator functionality. Whil& cannot begin aftet = 1 and cannot end beforte= 1 + ¢,

the proposed protocol is less responsive than Span to variatisnmeasured ofi. Thus the interval0..c] measured ofT’, is

in the nodes’ actual energy reserves, it does ensure that teatained by an awake interval &f

power save protocol will not exacerbate any inequality. It is

also better than AFECA, which problematically requires th%g

nodes along an active path remain awake until they forward no

more traffic. Figure 2 shows the sleep/wake cycle followed by all stations.
Although it is possible to guarantee a minimum overlap pdhe awake interval of a station is divided into three subinter-

tween two stations, it is not possible to guarantee that the nédls: theATIM, interval, [0..¢]; the transfer intervalle..0.5];

work is capacity preserving. For example, the distribution Gnd AT IM interval, [0.5..0.5 + €]. The station sleeps in the

sleep/wake cycles among nearby nodes may be such thatifigrval[0.5 +e..1.0] ®

overlap intervals for several active links coincide, leading to According to the overlap principle, for each statibat least

high levels of interference. Or the distribution of sleep/wak@ne of its two AT'I)M intervals will be completely contained

cycles along a path may be such that each intermediate staffbihe awake interval of each of its neighbors. Consequently,

begins its sleep phase just after it recevies a packet for forwafdly broadcast or multicast data thatransmits in both of its

ing. Conversely, a friendly distribution of sleep/wake cycledZ M intervals will (in the absence of error) be received by

can be most helpful. A convenient sequence of overlap int&ery neighbor.

vals along a path will allow for latencies comparable to those During its AT'7M intervals, each station transmits a broad-

provided by a routing backbone. Alternatively, minimizing th&ast traffic indication message, listing stations for which it has

overlap with other links can help to isolate flows with QoS rekending traffic and its current estimate (if any) of its phase dif-
quirements from interference. ference with respect to each receiver. Receivers use the traffic

indication message to make their own estimate of the phase dif-
ference between themselves and the sender. If the receiver’s
estimate differs from the sender’s by more than some threshold,

We begin with the following trivial observation: If all sta-the receiver informs the sender with Afi' T M _AC K message.
tions are awake more than half of the time, then each pair ofThe sender uses the phase estimates to calculate the avail-
neighbors will have an overlapping awake period, regardlessaifle transfer windows with respect to each receiver. Figure 3
phase. shows the phase relationship among three stations with non-

Definition: Let the protocol define two well-known con-overlapping transfer windows. The sender only attempts to
stants: an interval, whose length is normalized to 1, and aransmit data to receivers that are expected to be awake, using
valuee, 0 < € < 0.25. Let each station independently follow athe basic access mechanism provided by the MAC layer. Trans-
schedule consisting of an awake interval of duratiors + €) missions are scheduled according to an “earliest deadline first”
followed by a sleep interval of duratiofd.5 — ¢). Indepen- order, selecting the receiver whose transmission window ends
dently scheduled sleep/wake intervals defined in this way has@onest. This strategy is appropriate for the case where all data
the following usefuloverlap property g , _ o _

Statement: For each pair of statiorig and R, in each inter- To simplify the discussion below, it is assumed that each network interface

! schedules state transitions with perfect accuracy and switches between states

val I, there exists at least one sub-interval o which bothT instantaneously. This can be compensated for in protocol implementation.

Phase discovery

B. Overlap principle



I o e capacity of a region and reduce latency along a path. Examples
I of how phase adjustment can be used are presented below.
Py If a sender is unable to broadcast4i I M in a timely fash-
] o ack ion, it should alter its phase with respect to competing traffic
as quickly as possible. If the sender is persistently unable to
send other broadcast traffic in i&8I'/ M intervals, it can also
Fig. 4. Phase announcemertX /M) and data transfer. alter its phase with respect to competing traffic. In these cases,
it is the sender that alters its phase, because there are multiple
receviers. To do so, the sender remains awake though the union

has equal priority. Given an appropriate QoS framework, howf the.awake intervals of the old and new phase;, transmitting a
ever, the transmission schedule could be based on maximizRgSSiPly empty AT M in each of its newAT M intervals.
return for any kind of time-value function. t may also happen that a sender is persistently unable to
It is worth emphasizing that theTT M is an announcementtransmit all of the traffic pending for some receiver. In this
of current phase estimates and a request for phase updates, f8¢§: €ither the sender or the receiver can alter its phase to in-
request to “stand by” to receive traffic. TH&'I M intervals are C'€2S€ the length or timing of the transfer window. For the lat-
just the (combined) transfer window for broadcast and multicd§f: the sender signals _the overload condltlon to the receiver in
traffic. Once the initial phase estimates are obtained, the dft§-A7'/M and the receiver responds with A&/ M, CK pro-
delivery is largely decoupled from th&T' T M traffic. viding a new phase. The receiver must remain awake through
Figure 4 shows an example. The first data packet is bufferdlf Union of the awake intervals of the old and new cycles. To
until an ATIM_ACK is received in response to the seconghsure that all of the receiver’s other correspondent nodes are

ATIM message. If the phase estimation is completed too cldeg’rmed of the change, the receiver must also announce its new

to the end of the transfer window (as in this case), data trarﬁglase vieATIM announcement...
For the case of a delay sensitive flow, more complex phase

fer is delayed until the next window. Once the phase estimate. be desirable. A . hould able to f q
is established, data transmission depends only on the tran?@ stment may € desirable. A receiver shouid able to forwar
all the delay sensitive traffic in the interval in which it was re-

window. No furtherATIM/ACK exchange is required, al- " ) .
though theAT' I M will continue to announce the current phas eived. That is, the upstream sender's phase should occupy the
'r(§_t half of the receiver's awake interval and the downstream

estimate, to detect any change in phase. Note that it is not n o e int | should h 4 half. Whil
essary forB to respond toA during the AT IM, interval on receivers awake interval shouid occupy the second hait. e
it is easy to make such rules in the isolated case, such specific

A. StationB can estimate its phase difference withbased ; . L :
on the ATTM message and send tHe'TM_ACK during its stratggles are not generally possible to acheive in network with
own ATI M, interval instead. mult|ple_flows. . .
Because stations operate asynchronously, A4 M in- Ongoing work is currently based on the principle that when
' a phase change is needed, a random change in phase is both

terval for a station is not distinguished. Th&'IM and . . : .
ATIM ACK will face contention from bothl 7'M and data simple and likelty to be effective. So when a station changes
- its phase, it does so by an amount uniformly distributed on

traffic. This problem can be mitigated by givintii"1 M traffic . .
priority as control traffic, if this is supported by the underlyin & 1_ — ¢J. This approach_ has the_ gdvantage not_only of sim-
licity, but also of potentially avoiding problematic feedback

MAC protocol, as in IEEE 802.11. effects. Based on current work, it remains to be seen whether
this simple approach will be effective in practice.

| ATIM ATIM ATIM ATIM | g,
| |

a

v

v

D. Phase adjustment

The sleep/wake cycle defined above guarantees that theEo-Phase error and link failure
tal length of the transfer windows between any two stations isAny interface which provides link layer acknowledgements
at least2e. (For two stations with opposite phase, it is exactlis capable of detecting link failure if a timely acknowledment
the two AT'I M intervals that overlap.) However, this does nais not received. Detection of link failure is important for ad hoc
translate into any guarantee about the available capacity of Hgworks, which must adjust quickly to link failure.
link. In addition to the well-known [25], [26] capacity limi- The phase discovery mechanism has the additional compli-
tations in a wireless network, link capacity may suffer also #ation that failure to receive timely acknowledgement may in-
the transfer window is too short, or if the sender has too madjtate an incorrectly scheduled transmission, rather than link
receivers with overlapping transfer windows, or if there is tofailure.
much contention during the transfer window. it is important for a station that changes phase maintains both
Clearly the phase distribution among a group of stations sighases for an interval. Nevertheless it is still possible for a
nificantly affects the available capacity of a link or region. Astation to have an erroneous phase estimate. Because a failed
atrivial example, Figure 3 above shows a felicitous distributianansmission consumes so much time, it is important to reduce
of phases. Because the transfer windows of the three statitims possibility. A sender can include in its'7 M any station
do not overlap, they cannot contend with each other. with which it has recently exchanged traffic and for which it is
One advantage of the phase discovery approach is that a staintaining a phase estimate.
tion can seamlessly change its phase with respect to its neight is worth noting that this limitation is largely theoretical, as
bors. Phase adjustment can be used to increase the effedtiaze is no IEEE 802.11 standard mechanism for an interface to
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