
Evaluating Text Categorization1Appeared (with same pagination) in Proceedings of the Speech and Natural Language Workshop, Asilomar, Feb. 1991. MorganKaufmann, San Mateo, CA, pp. 312{318.David D. LewisComputer and Information Science Dept.University of MassachusettsAmherst, MA 01003ABSTRACTWhile certain standard procedures are widely used for evalu-ating text retrieval systems and algorithms, the same is not truefor text categorization. Omission of important data from reportsis common and methods of measuring e�ectiveness vary widely.This has made judging the relative merits of techniques for textcategorization di�cult and has disguised important research is-sues.In this paper I discuss a variety of ways of evaluating thee�ectiveness of text categorization systems, drawing both on re-ported categorization experiments and on methods used in eval-uating query-driven retrieval. I also consider the extent to whichthe same evaluation methods may be used with systems for textextraction, a more complex task. In evaluating either kind ofsystem, the purpose for which the output is to be used is crucialin choosing appropriate evaluation methods.INTRODUCTIONText classi�cation systems, i.e. systems which can makedistinctions between meaningful classes of texts, have beenwidely studied in information retrieval and natural languageprocessing. The majority of information retrieval researchhas been devoted to a particular form of text classi�cation|text retrieval. Text retrieval systems �nd or route texts inresponse to arbitrary user queries or interest pro�les. Eval-uation has been a focus of research in text retrieval sincethe beginning, and standard evaluation methods are in wideuse.A smaller, but signi�cant, body of work has examined atask variously known as machine-aided indexing, automatedindexing, authority control, or text categorization. Text cat-egorization is the assignment of texts to one or more of apre-existing set of categories, rather than classifying themin response to an arbitrary query. Categorization may beperformed for a wide range of reasons, either as an end initself or as a component of a larger system.1Current Address: Center for Information and Language Studies;University of Chicago; Chicago, IL 60637; lewis@tira.uchicago.edu

The literature on text categorization is widely scatteredand shows little agreement on evaluation methods. Thismakes it very di�cult to draw conclusions about the relativee�ectiveness of techniques so that, unlike the situation inquery-driven retrieval, there is no consensus on a set of basicevaluation methods for text categorization.In this paper I discuss measures of e�ectiveness for textcategorization systems and algorithms. E�ectiveness refersto the ability of a categorization to supply information toa system or user that wants to access the texts. Measuringe�ectiveness is just one of several kinds of evaluation thatshould be considered [Spa81a, CH88, PF90].After considering e�ectiveness evaluation for text cate-gorization we will turn to a related task, text extraction,and consider what role the e�ectiveness measures discussedfor categorization have there. A common theme is the needto consider in an evaluation the purpose for which informa-tion is generated from the text.I will have occasion in the following to repeatedly referto a chapter by Tague [Tag81] in Sparck Jones' collection oninformation retrieval experimentation [Spa81a]. This collec-tion discusses a wide range of evaluation issues, and is animportant resource for anyone interested in the evaluationof text-based systems.EFFECTIVENESS MEASURESWhile a number of di�erent e�ectiveness measures havebeen used in evaluating text categorization in the past, al-most all have been based on the same model of decision mak-ing by the categorization system. I begin by discussing thiscontingency table model, which motivates a small numberof simple and widely used e�ectiveness measures. Complex-ities arise, however, in how to compute and interpret thesemeasures in the context of a text categorization experiment.The bulk of the discussion concerns these complexities.312



Yes is No isCorrect CorrectDecides Yes a b a+ bDecides No c d c+ da+ c b+ d a+ b+ c+ d = nTable 1: Contingency Table for a Set of Binary DecisionsThe Contingency TableConsider a system that is required to make n binary de-cisions, each of which has exactly one correct answer (eitherYes or No). The result of n such decisions can be summa-rized in a contingency table, as shown in Table 1. Eachentry in the table speci�es the number of decisions of thespeci�ed type. For instance, a is the number of times thesystem decided Yes, and Yes was in fact the correct answer.Given the contingency table, three important measuresof the system's e�ectiveness are:(1) recall = a=(a+ c)(2) precision = a=(a+ b)(3) fallout = b=(b + d)Measures equivalent to recall and fallout made their �rstappearance in signal detection theory [Swe64], where theyplay a central role. Recall and precision are ubiquitous ininformation retrieval, where they measure the proportionof relevant documents retrieved and the proportion of re-trieved documents which are relevant, respectively. Falloutmeasures the proportion of nonrelevant documents whichare retrieved, and has also seen considerable use.A decision maker can achieve very high recall by rarelydeciding No, or very high precision (and low fallout) byrarely deciding Yes. For this reason either recall and pre-cision, or recall and fallout, are necessary to ensure a non-trivial evaluation of a decision maker's e�ectiveness underthe above model.Another measure sometimes used in categorization ex-periments is overlap:(4) overlap = a=(a+ b+ c)This measure is symmetric with respect to b and c, andso is sometimes used to measure how much two categoriza-tions are alike without de�ning one or the other to be cor-rect.

It is appropriate at this point to mention some of thelimitations of the contingency table model. It does not takeinto account the possibility that di�erent errors have di�er-ent costs; doing so requires more general decision theoreticmodels. The contingency table also requires all decisions tobe binary. It may be desirable for category assignments tobe weighted rather than binary, and we will discuss laterone approach to evaluation in this case.De�ning Decisions and Averaging E�ec-tivenessThe contingency table model presented above is appli-cable to a wide range of decision making situations. In thissection, I will �rst consider how query-driven text retrievalhas been evaluated under this model, and then consider howtext categorization can be evaluated under the same model.In both cases it will be necessary to interpret the system'sbehavior as a set of binary decisions.In a query-driven retrieval systems, the basic decisionis whether or not to retrieve a particular document for aparticular query. For a set of q queries and d documentsa total of n = qd decisions are made. Given those qd de-cisions, two ways of computing e�ectiveness are available.Microaveraging considers all qd decisions as a single groupand computes recall, precision, fallout, or overlap as de�nedabove. Macroaveraging computes these e�ectiveness mea-sures separately for the set of d documents associated witheach query, and then computes the mean of the resulting qe�ectiveness values.Macroaveraging has been favored in evaluating query-driven retrieval, partly because it gives equal weight to eachuser query. A microaveraged recall measurement, for in-stance, would be disproportionately a�ected by recall per-formance on queries from users who desired large numbersof documents.An obvious analogy exists between categories in a textcategorization system and queries in a text retrieval system.The most common view taken of categorization is that anassignment decision is made for each category/documentpair. A categorization experiment will compare the cate-gorization decisions made by a computer system with somestandard of correctness, usually human category assignment.In contrast to evaluations of query-driven retrieval, evalu-ations of categorization have usually used microaveragingrather than macroaveraging. Many ad hoc variants of bothforms of averaging have also been used.Whether microaveraging or macroaveraging is more in-formative depends on the purpose for the categorization.For instance, if categorization is used to index documentsfor text retrieval, and each category appears in user queriesat about the same frequency it appears in documents, then313



Category Set Correct Assigned R P FABCD AB A C 50 50 50ABCDEFGH AB A C 50 50 16ABCDEFGHIJKL AB A C 50 50 10Table 2: Recall (R), Precision (P), and Fallout (F) of Catego-rizer X on One Documentmicroaveraging seems very appropriate. On the other hand,if categorization were used to route documents to divisionsof a company, with each division viewed as being equally im-portant, then macroaveraging would be more informative.The choice will often not be clearcut. I assume microaverag-ing in the following discussion unless otherwise mentioned.Precision Versus FalloutPrecision and fallout both measure (in roughly inverseways) the tendency of the categorizer to assign incorrect cat-egories. However, in doing so they capture di�erent prop-erties of the categorization.In the context of query-driven retrieval, Salton has pointedout how systems which maintain constant precision reactdi�erently to increasing numbers of documents than thosewhich maintain constant fallout [Sal72]. Similar e�ects canarise for categorizers as the number or nature of categorieschanges.Table 2 shows the hypothetical performance of catego-rizer X as the category set is expanded to include new top-ics. Decreasing fallout suggests that the categorizer X in-correctly assigns categories in proportion to the number ofcorrect categories to be assigned. A di�erent categorizer,Y , might show the pattern in Table 3, suggesting categoriesare incorrectly assigned in proportion to the total numberof incorrect categories (or in proportion to the total numberof all categories).In extreme cases a system could actually improve on pre-cision while worsening on fallout, or vice versa. Having bothmeasures, plus recall, available is useful in quickly apprais-ing a method's behavior under changing circumstances.Partitioning of ResultsThe basic tools of microaveraging and macroaveragingcan be applied to arbitrary subsets of categorization deci-sions. Subsets of decisions can be de�ned in terms of sub-Category Set Correct Assigned R P FABCD AB A C 50 50 50ABCDEFGH AB A CEF 50 25 50ABCDEFGHIJKL AB A CEFIJK 50 16 50Table 3: Recall (R), Precision (P), and Fallout (F) of Catego-rizer Y on One Document

sets of categories, subsets of documents, or gradations inthe correctness standard.Categories can be partitioned by importance, frequency,similarity of meaning, or strategy used in assigning them.Presenting e�ectiveness measures averaged over categorygroups de�ned by frequency in the training set would beextremely informative, but does not appear to have beendone in any published study. If the number of categories issmall enough, e�ectiveness can be presented separately foreach category [HKC88].Subsets of the set of test documents can be de�ned aswell, particularly if the behavior of the system on texts ofdi�erent kinds is of interest. Maron grouped documents onthe basis of the amount of evidence they provided for mak-ing a categorization decision, and showed that e�ectivenessincreased in proportion to the amount of evidence [Mar61].Finally, it is sometimes appropriate to partition resultsby degree of correctness of a category/document pair. Whilethe contingency table model assumes that an assignment de-cision is either correct or incorrect, the standard they arebeing tested against may actually have gradations of cor-rectness. The model can still be used if gradations are par-titioned into two disjoint classes, for instance correct andmarginal being considered correct, and ine�ective and in-correct being considered incorrect. In this circumstance, itmay be desirable to present results under several plausiblepartitions.The appropriate partitions to make will depend on manyfactors that cannot be anticipated here. A crucial point tostress, however, is that care should be taken to partitionsupporting data on the task and system in the same fashion[Lew91]. For instance, if e�ectiveness measures are pre-sented for subsets of documents, then statistics such as av-erage number of words per document, etc. should be givenfor the same groups of documents.Arithmetic AnomaliesThe above discussion assumed that computing the ef-fectiveness measures is always straightforward. Referringto equations (1) to (3) shows that 0 denominators arisewhen there exist no correct category assignments, no in-correct category assignments, or when the system never as-signs a category. All these situations are extremely unlikelywhen microaveraging is used, but are quite possible undermacroaveraging.For evaluating query-driven retrieval, Tague suggests ei-ther treating 0=0 as 1:0 or throwing out the query, but saysneither solution is entirely satisfactory. For a categoriza-tion system, we also have the option of partitioning thecategories and macroaveraging only over the categories forwhich these anomalies don't arise. As discussed above, the314



same partitioning should be used for any background datapresented on the testset and task.One Category or Many?Evaluations of systems which assign multiple categoriesto a document have often been awed, particularly for cate-gorizers which use statistical techniques. For instance, someof the results in [Mar61] and [KW75] were obtained underassumptions equivalent to the categorizer knowing in ad-vance how many correct categories each test document has.This knowledge is not available in an operational setting.Better attempts to both produce and evaluate multi-ple category assignments are found in work by Fuhr andKnorz, and by Field. Field uses the strategy of assigningthe top k categories to a document, but unlike the abovestudies does this without knowledge of the proper numberof categories for any particular document. He then plotsthe recall value achieved for variations in the number ofcategories assigned [Fie75]. Fuhr and Knorz plot a curveshowing tradeo� between recall and precision as a categoryassignment threshold varies [FK84].When categories are completely disjoint and a catego-rizer always assigns exactly 1 of the M categories to atext, we really have a single M -ary decision, rather thanM binary decisions. The contingency table model providesone way of summarizing M -ary decision e�ectiveness, butother approaches, such as confusion matrices [Swe64], maybe more revealing.Standard of CorrectnessThe e�ectiveness measures described above require thatcorrect categorizations are known for a set of test docu-ments. In cases where an automated categorizer is beingdeveloped to replace or aid manual categorization, catego-rizations from the operational human system may be usedas the standard. Otherwise, it may be necessary to havehuman indexers categorize some texts speci�cally for thepurposes of the experiment.Many studies have found that even professional bibli-ographic indexers disagree on a substantial proportion ofcategorization decisions [Bor64, Fie75, HZ80]. This callsinto question the validity of human category assignment asa standard against which to judge mechanical assignment.One approach to this problem has been to have an especiallycareful indexing done [Fie75, HZ80]. Sometimes evaluationis done against several indexings [Fie75, HKC88].Another approach is to accept that there will alwaysbe some degree of inconsistency in human categorization,and that this imposes an upper limit on the e�ectiveness ofmachine categorization. The degree of consistency between

several human indexers can be measured, typically usingoverlap, as de�ned in Equation (4), or some variant of this.How measures of consistency between human indexersmight best aid the interpretation of machine categoriza-tion e�ectiveness is unclear. Overlap between the machine-assigned categories and each human indexers' categories canbe measured and compared to overlap among humans. It isless clear how to interpret recall, precision, or fallout in thepresence of a known level of inconsistency.The possibility also exists that machine categorizationcould be better than human categorization, making consis-tency with human categorization a questionable measureunder any circumstance. Indirect evaluation, discussed inthe next section, is the best way to address this possibility.Indirect EvaluationThe output of a text categorization system is often usedby another system in performing text retrieval, text extrac-tion, or some other task. When this is the case, it is possibleto evaluate the categorization indirectly, by measuring theperformance of the system which uses the categorization.This indirect evaluation of the categorization can be an im-portant complement to direct evaluation, particularly whenmultiple categorizations are available to be compared.How an indirect evaluation is done depends on the kindof system using the categorized text. Most categorizers havebeen intended to index documents for query-driven text re-trieval. Despite this, there have been surprisingly few stud-ies [Har82, FK84] comparing text retrieval performance un-der di�erent automatic category assignments.The focus on manual categorization as a standard ap-pears to have led categorization researchers to ignore somepromising research directions. For instance, I know of nostudy that has evaluated weighted assignment of categoriesto documents, despite early recognition of the potential ofthis technique [Mar61] and the strong evidence that weight-ing free text terms in documents improves retrieval perfor-mance [Sal86].Categorization of documents may be desired for otherpurposes than supporting query-driven retrieval. Separa-tion of a text stream by category may allowing packaging ofthe text stream as di�erent products [Hay90]. Some com-parison of average retrieval e�ectiveness across text streamsmight be an appropriate measure in this case.Categorization may also be used to select a subset oftexts for more sophisticated processing, such as extractionof information or question answering [JR90]. Evaluating thequality of the extracted information may give some insightinto categorization performance, though the connection canbe distant here.315



There are drawbacks to indirect evaluation, of course.Tague questions why any particular set of queries shouldserve as a test of an indexing. Clearly, if a categorizationis to be evaluated by text retrieval performance, the queryset needs to be as large as possible, and representative ofthe actual usage the system will experience. When cate-gorization is used as a component in a complex languageunderstanding system, that system itself may be di�cult toevaluate [JR90] or di�erences in categorization quality maybe hard to discern from overall system behavior. A singlecategorization may also be intended to serve several pur-poses, some possibly not yet de�ned. Using both direct andindirect evaluation will be the best approach, when practi-cal.Other IssuesThe evaluation of natural language processing (NLP)systems is an area of active research [PF90], and a greatdeal remains to be learned. Much more could be said evenabout evaluating categorization systems. In particular, Ihave focused entirely on numerical measures. Carefully cho-sen examples, examined in detail, can also be quite revealing[HKC88]. However, the numerical measures described aboveprovide a useful standard for understanding the di�erencesbetween methods under a variety of conditions.Comparison between categorization methods would beaided by the use of common testsets, something which hasrarely been done. (An exception is [BB64].) Developmentof standard collections would be an important �rst step tobetter understanding of text categorization.Categorization is an important facet of many kinds oftext processing systems. The e�ectiveness measures de�nedabove may be useful for evaluating some aspects of thesesystems. In the next section we consider the evaluation oftext extraction systems from this standpoint.IMPLICATIONS FOR EVALUATINGTEXT EXTRACTIONSystems for text extraction generate formatted data fromnatural language text. Some forms of extraction, for in-stance specifying the highest level of action in a naval report[Sun89], are in fact categorization decisions. Other forms ofextraction are very di�erent, and do not �t well into thecontingency table model.In the following I briey consider evaluation of text ex-traction systems using the e�ectiveness measures describedfor categorization. Two perspectives are taken|one focus-ing on the type of data extracted and the other focusing onthe purpose for which extraction is done.

Types of Extracted DataExtracted data can include binary or M -ary categoriza-tions, quantities, and templates or database records withatomic or structured �llers [Sun89, McC90, Hal90]. Thenumber of desired records per text may depend on text con-tent, and cross references between �llers of record �elds maybe required.Using the e�ectiveness measures described above requiresinterpreting the system output in terms of a set of binarydecisions which can be either correct or incorrect. The mea-sures become less meaningful as the extraction task becomesless a matter of making isolated decisions with easily de�nedcorrectness, and more a matter of generating a legal expres-sion from some potentially in�nite language.Binary data, either as the sole output of extraction or asthe �ller of a �xed subpart of a larger structure, �ts easilyinto the contingency table model of evaluation. This in-cludes the case where a slot can have 0 or more �llers froma �xed set of possible �llers. Each pair of the form (slot,possible �ller) can be treated as a category in the catego-rization model. Micro- or macroaveraging across slot/�llerpairs for a single slot or for all slots in a template can bedone. The situation where exactly one of a �xed set of M�llers must �ll a slot is an M -ary decision, as mentionedabove for categorization.Another common extraction task is to recognize all hu-man names in a piece of text, and produce a canonical stringfor each name as part of the extracted data. E�ectivenessmeasures from categorization begin to break down here.Treating the assignment of each possible canonical nameas a binary decision is likely to be uninformative, given thevery large set of legal names. (And is impossible if insteadof a �xed set of canonical names there are rules de�ning anunbounded number of them.) The situation is even moredi�cult when arbitrary strings may be slot �llers.The MUC-3 evaluation [Hal90] has taken the approachof retaining the contingency table measures but rede�ningthe set of possible decisions. Rather than taking the cross-product of the set of all �llers and the set of all documents,the set of decisions is implicitly considered to be the unionof all correct string/document assignments and all system-produced string/document assignments. This is equivalentto setting cell d of the contingency table to 0, while re-taining the others. Fallout is thus eliminated as a measurebut recall, precision, and overlap can still be computed. Ascheme for assigning partial credit is also used.While this approach has been quite useful, it may notbe ideal. Two processes are being evaluated at once|recognition of an extractable concept, and selection of astring (canonical or arbitrary) to represent that concept.It may be preferable, for instance, to evaluate these pro-cesses separately. This approach also requires subtle human316



judgments of the relative correctness of various strings thatmight be extracted. Finally, when comparing systems usingthis approach, the underlying decision spaces may be di�er-ent for each system, making interpreting the e�ectivenessmeasures more di�cult.When a system goes beyond string �lls to �lling slotswith arbitrary structures, the contingency table model be-comes very di�cult to apply. At best there may be somehopes of capturing some parts of the task in this way, suchas getting the right category of structure in a slot. Moreresearch on evaluation is clearly needed here.Purposes for Extracted DataThe data type of extracted information a�ects what ef-fectiveness measures can be computed. Even more impor-tant, however, is the purpose for which information is beingextracted. This issue has been given surprisingly little at-tention in published discussions of text extraction systems.In the following, I give three examples to suggest that ex-plicit consideration of how extracted data will be used iscrucial in choosing appropriate e�ectiveness measures.Statistical Analysis of Real-World Events A data-base of extracted information may be meant to supportqueries about real-world events described in the texts. Ananalyst might want to check for correlations between num-bers of naval equipment failures and servicing in certainports, or list the countries where plastic explosives havebeen used in terrorist bombings, to give examples.Accurate answers to questions about numbers of eventsdepend on recognizing when multiple event references inthe same or in di�erent documents in fact refer to a sin-gle real world event, and on proper handling of phenomenasuch as plurals, numbers, and quanti�cation. High preci-sion and low fallout may be favored over high recall. If it isexpected that the same event will be described by multiplesources, a single failure to recognize it may not be impor-tant. Evaluation might focus on e�ectiveness in extractingdetails necessary to uniquely identify each event. On theother hand, if support of arbitrary existence queries (Hasplastic explosive been used...) is important, then recall forall recognizable details of events may be the most importantthing to evaluate.The degree of connection between reports of events andactual events will vary from reliable (intra-agency tra�c)to dubious (political propaganda). This makes it likely thatthe extraction system will at best be an aid to a humananalyst, who will need to make judgment calls on the reli-ability of textual descriptions. The most useful evaluationmay be of the analyst's performance with and without theextraction system.

Content Analysis Content analysis has been de�nedin many di�erent ways ([Hol69], pp. 2{3) but here I focusparticularly on the analysis of texts to gain insight into themotivations and plans of the texts' authors. In its simplestform content analysis involves counting the number of oc-currences of members of particular linguistic classes. Forinstance, one might count how often words with positive ornegative connotations are used in referring to a neighboringcountry. The great potential of the computer to aid withthe drudgery of analyzing large corpora of text has longbeen recognized, as has the potential for NLP to improvethe e�ectiveness of this process.In content analysis, faithfulness to the text rather thanfaithfulness to the world may be the primary concern. Ofparticular importance is that the number of instances ofa particular linguistic item extracted is not a�ected by ex-traneous variables. Consider a comparison of the number ofreferences to a particular border skirmish in political broad-casts from two countries. In this case, one would want con-�dence that extraction e�ectiveness was about the same fortexts from the two countries and was not a�ected by, forinstance, di�ering capitalization conventions. The absolutelevel of e�ectiveness might be a lesser concern.Indexing for Query-Driven Text Retrieval In thiscase, the extracted data is used only indirectly. An an-alyst will use either a text retrieval system or a conven-tional database system to retrieve documents indexed byextracted data. The analyst may want the documents forany of a number of purposes, including the ones describedabove. The di�erence is that extracted information partici-pates in the analysis only to the extent of inuencing whichdocuments the analyst sees. No numeric values are deriveddirectly from the extracted data.In evaluating formatted data extracted for this purpose,a number of results from information retrieval research areimportant to consider. One is the fact, mentioned earlier,that document-speci�c weighting of indexing units is likelyto substantially increase performance. Since NLP systemscan potentially use many sources of evidence in decidingwhether to extract a particular piece of information, thereis a rich opportunity for such weighting.Another lesson from IR research is that people �nd itvery di�cult to judge the quality of indexing in the absenceof retrieval data. Strongly held intuitions about the relativee�ectiveness of indexing languages and indexing methodsfor supporting document retrieval have often been shownby experiment to be incorrect [Spa81b]. If the primary pur-pose of extracted information is to support querying, thenindirect evaluation, i.e. testing with actual queries, is veryimportant.317
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