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1 IntroductionBrute force induction on the number of computation steps is a rather complexand opaque way of reasoning on the operational behaviour of programs. Asit is well known, proof principles which allow to factor out, or modularize,such inductive arguments are therefore extremely valuable. Recently, muchattention has been devoted to the possibility of characterizing observationalequivalences of programs as maximal �xed points of suitable operators, thusobtaining coinduction proof principles for reasoning on program equivalence,see e.g. [AO93, EHR92, Fio96, Gor95, HL95, How96, Len96, MST?, Pit96a,RV97, Len97, Len97a, Len98]. As far as functional languages, or �-calculi, areconcerned, however, almost all coinduction principles considered so far in theliterature, have always had the same applicative pattern, based on Abramsky'snotion of applicative bisimulation. All principles, apart from [HL95, Section 3],arise from monotone operators of the same shape, in the line of [AO93, EHR92],and exploit the fact that the observational behaviour of functional programsneeds to be tested essentially only in applicative contexts (see [Len98]).In [HL95, Section 3], the authors considered for the �rst time another kind ofmonotone operator, thereby introducing a new form of coinduction principle forestablishing observational equivalences between terms of �-calculi. For reasonswhich will become clear in a few paragraphs, in this paper, we shall call thisprinciple cartesian coinduction, and we shall call cartesian both those applicativestructures and those �-theories, for which it is sound. In [HL95], cartesiancoinduction was proved sound only for the call-by-value �-calculus and manyopen problems concerning it were raised. In [Len98], it was proved sound alsofor the lazy �-calculus.A �rst objective of this paper is to show that the \unorthodox" move of[HL95] can be widely generalized. We present, in fact, plenty of new meaningfulmonotone operators, besides the traditional \applicative" one, to be used formanifacturing coinduction principles for applicative structures.The main purpose of this paper, however, is to investigate the general statusand theory of the operator introduced in [HL95], which has remained largelyunexplored since then. In particular, we will show that there are rich classes ofcartesian applicative structures, and plenty of cartesian �-theories.Using concepts from �nal semantics [Acz88, RT93, Rut96, Tur96, Len98],one can easily express the di�erence between the traditional applicative coin-duction and cartesian coinduction. Both kinds of coinduction correspond to thecategorical coinduction principles which arise when the set of closed �-terms,�0, (or more in general an applicative structure), is endowed with a coalgebrastructure for a suitable functor. Applicative coinduction principles for �-theoriesare obtained when the functor F ( ) = (�0 ! ) � (�0 ! ) is used.1 This1A�B denotes the disjoint union of A and B, i.e. the set fa[fug j a 2 Ag[fb[fvg j b 2 Bg,for suitable elements u; v 62SA [SB. 2



approach is investigated in full generality in [HL95]. Cartesian coinduction, onthe contrary, arises when the functor G( ) = P( � )�P( � ) is used. Inboth cases the direct sum of two copies of the same structure is taken so as todistinguish between observable values and non-values. Notice how the functor Fenforces the view by which elements are functions de�ned over the set of closed�-terms. Also the functor G purports the view of objects as functions, but thistime functions are represented as their cartesian graphs, whence the name. Thenature of the functor G is more general, it does not depend explicitly on anyapplicative structure speci�ed in advance as F does, namely �0. This allows fora more uniform treatment.We shall discuss two techniques for showing cartesianity of structures. The�rst is semantical and it applies to ordered �-models, such as CPO's or quotientsof interiors of CPO-models. The second technique is syntactical and uses thegeneralizations of Howe's technique [How89] of \congruence candidates" as car-ried out in [Len98]. This latter technique applies to term models of �-theoriesdetermined by observing termination under various reduction strategies.The existence of cartesian applicative structures is closely related to the exis-tence of set-theoretical applicative structures in non-wellfounded theories of sets,where the Foundation Axiom is replaced by the Antifoundation Axiom X1 ofForti and Honsell [FH83]. Set-theoretical applicative structures are applicativestructures whose points contain the set-theoretic description of their functionalbehaviour, so that application can be rendered by the usual set-theoretic ap-plication, i.e. for any given points d; d0; e in the model, d � d0 = e if and onlyif (d0; e) 2 d. The results in this paper allow to show that there are plenty of\well-behaved" set-theoretical applicative structures.Finally, we would like to point out that this paper can be viewed also as, yetanother, chapter in the general programme of investigating the denotational se-mantics of �-calculi, some of whose earlier chapters are [Bar84, CDZ87, EHR92,HR92, AO93, HL93, HL95, HL98].The paper is organized as follows. In Section 2 we discuss in general the prob-lem of characterizing coinductively congruences over applicative structures. Inparticular, we present a number of monotone operators which can be utilizedin coinduction principles. We end the section by introducing special classes of\enriched" applicative structures. In Section 3 we introduce the basic ideas of�nal semantics and give the categorical accounts of the coinduction principlesintroduced in the previous section. In Section 4 we discuss �-congruences and�-models. In particular, we present the six �-theories which have been mostextensively studied in the literature, and which we shall deal with explicitly.The main theorems of this paper concerning the existence of cartesian applica-tive structures appear in Section 5. In Section 6 we describe a syntacticaltechnique based on the notion of congruence candidate for establishing carte-sianity �-theories. In Section 7 we discuss set-theoretical applicative structuresin non-wellfounded Set Theories, and their connection with cartesian structures.Concluding remarks and open problems are presented in Section 8. In Appendix3



A we give basic informations concerning non-wellfounded sets. In Appendix Bwe recall basic facts about �nal coalgebras.We assume the reader familiar with basic concepts and results in �-calculus,�nal semantics, and non-wellfounded Set Theory. The reader may consult[Bar84], [RT93, Len98], and [FH83] respectively, for more details.The authors would like to thank A.Quattrocchi for her help.2 The \coinductive characterization" problemThe basic notions we shall be concerned with in this paper are those of applica-tive structure, and of congruence over an applicative structure:De�nition 2.1 (applicative structure) An applicative structure D is a pair(D; �D), where �D : D ! [D ! D]; �D denotes application, and it is oftenwritten in�x.De�nition 2.2 Let D be an applicative structure. An equivalence relation ��D �D is a congruence if8d1; d2; e1; e2 2 D: (d1 � d2 ^ e1 � e2 ) d1 �D e1 � d2 �D e2):NotationLet D be an applicative structure. For d; e 2 D, we shall often write de, insteadof d�De. We shall denote a, possibly empty, sequence of elements d1 : : : dn 2 Dn,for n � 0, by ~d. Moreover, we shall abbreviate (: : : (d �D d1) : : :) �D dn by d~d.The most obvious, and �nest, congruence over an applicative structure Dis equality, =D. Many interesting applicative structures arising in ComputerScience, however, are (observational) quotients of syntactical objects. Clearly,it is more natural to view equality over these as the appropriate congruence overterm expressions.Given a congruence �D over an applicative structure D, it is natural to askfor logical characterizations of it. Such characterizations will be the more usefulwhen they induce proof principles for proving term congruence. By far, one ofthe most important examples of such characterizations are those which describe�D as a maximal �xed point of a monotone operator on relations. As it is wellknown, these induce immediately a coinduction principle for establishing thattwo points are �D-congruent.Proposition 2.1 (�-coinduction principle) Let �D be a congruence on anapplicative structure D, and let � : P(D � D) �! P(D � D) be a monotoneoperator. Then the maximal �xed point �� of the operator � satis�es the �-coinduction principle, i.e. (d; e) 2 R R � �(R)d �� e :4



The \coinductive characterization problem" for a congruence �D, over anapplicative structure D, is the problem of �nding appropriate operators whosemaximal �xed point is �D. The solution to this problem is not immediate. Forinstance, the natural operator for which congruences are �xed points is �D :P(D �D)! P(D �D), where �D(R) = f(d; e) j 8f; g: fRg ) dfRegg. Since�D is not monotone, in order to reason coinductively on applicative structures,alternative operators to it have to be looked for. Following the seminal work ofAbramsky [Abr89, AO93], all investigations on applicative structures (but for[HL95, Len98]) have focused mainly on characterising congruences as maximal�xed points of the following class of monotone operators:De�nition 2.3 Let D be an applicative structure and let EqD � D �D be anequivalence relation. The operator �EqD : P(D �D) �! P(D �D) is de�nedas follows: �EqD (R) = f(d; e) j dEqD e ^ 8f 2 D: df R efg :It is easy to show that the maximal �xed point of the operator �EqD , namely��EqD , is the applicative relation �appEqD de�ned as followsDe�nition 2.4 (applicative relation) Let D be an applicative structure andlet EqD � D � D be an equivalence relation. The applicative relation �appEqD�D �D is de�ned by: d �appEqD e () 8~d: d~dEqD e~d:Many examples of coinductive characterizations of congruences, in terms ofthe operators �EqD above, over both syntactical and semantical structures havebeen extensively discussed in [EHR92, AO93, How96, Len97, Len97a, Pit96a].But, besides the �EqD 's, one can consider many other operators, which, inour opinion, yield interesting characterizations and are worthy of being investi-gated. The most intriguing example is that of 	EqD , the operator introduced in[HL95]. This operator arises when we capitalize on the fact that the functionalbehaviour of elements in applicative structures can be described by a cartesiangraph, i.e. a subcollection of the cartesian product D �D.De�nition 2.5 Let D be an applicative structure and let EqD � D �D be anequivalence relation. The operator 	EqD : P(D �D) �! P(D �D) is de�nedas follows:	EqD (R) = f(d; e) j d EqD e ^ 0@ 8f 2 D 9g 2 D: f R g ^ df R eg8̂f 2 D 9g 2 D: f R g ^ ef R dg 1Ag :We denote by �	EqD the greatest 	EqD -bisimulation.5



Variants of the above operators can be obtained when we consider that, inview of currying, points of applicative structures exhibit also the behaviour ofn-ary functions:De�nition 2.6 Let D be an applicative structure and let EqD � D �D be anequivalence relation.i) Let �nEqD : P(D �D) �! P(D �D) be the operator de�ned as follows:�nEqD(R) = f(d; e) j dEqD e ^ 8~f 2 Dn: d~f R e~fg .ii) Let 	nEqD : P(D �D) �! P(D �D) be the operator de�ned as follows:	nEqD (R) = f(d; e) j d EqD e ^0@ 8~f 2 Dn 9~g 2 Dn: 8i:fi R gi ^ d~f R e~g8̂~f 2 Dn 9~g 2 Dn: 8i:fi R gi ^ e~f R d~g 1Ag :More operators arise if we take the existential quanti�caton over n in theabove de�nitions.We can combine also �'s and 	's, as followsDe�nition 2.7 Let D be an applicative structure and let EqD � D �D be anequivalence relation.Let ZEqD : P(D �D) �! P(D �D) be the operator de�ned as follows:ZEqD (R) = f(d; e) j d EqD e ^ 0@ 8f 2 D 9g 2 D: f R g ^ df �appEqD eg8̂f 2 D 9g 2 D: f R g ^ ef �appEqD dg 1Ag :We shall not present other operators, but we simply point out that using theabove templates one can easily device yet further combined operators.Notice that all the operators introduced above are monotone, and hence eachof them induces a coinduction principle.For simplicity, we shall refer to �EqD -coinduction as EqD-applicative coin-duction. For the reasons we mentioned earlier, and which will become clearerin Section 3, we shall refer to 	EqD -coinduction as EqD-cartesian coinduction.The above coinduction principles can be used for reasoning on the followingkinds of congruences on applicative structuresDe�nition 2.8 (�EqD -coinductive congruence) Let �D be a congruence onan applicative structure D, and let EqD � D � D be an equivalence relation.Then �D is a �EqD -coinductive congruence, or equivalently, �D satis�es �EqD -coinduction, if �D coincides with ��EqD .6



Similarly to the terminology introduced above for 	-coinduction principles,we shall refer to �EqD -coinductive congruences as EqD-cartesian congruences.Rather than saying that =D is �EqD -coinductive, we shall simply say that theapplicative structure D is �EqD -coinductive.An elementary result concerning the �EqD -coinduction principles for � =�;	;�n;	n; Z is:Proposition 2.2 Let (D; �D) be an applicative structure, EqD � D �D, andlet R� D �D be a re
exive relation:� if R is a �EqD -bisimulation then it is also a ZEqD -bisimulation;� if R is a �EqD -bisimulation then it is also a 	EqD -bisimulation;� if R is a ZEqD-bisimulation then (R[ �	EqD ) is also a 	EqD -bisimulation;� if n divides m and R is a �nEqD -bisimulation then it is also a �mEqD -bisimulation;� if n divides m and R is a 	nEqD -bisimulation then it is also a 	mEqD -bisimulation.It is surprisingly di�cult to extend results for one of the above operatorsto the others. This paper is devoted essentially to showing that large classesof applicative structures satisfying the EqD-applicative coinduction principle,satisfy also the EqD-cartesian coinduction principle.2.1 Enriched applicative structuresIn this paper we shall be mainly concerned with applicative structures whichhave some \extra" structure. In particular, we shall consider \order enriched"and \approximable" applicative structures. First we introduceDe�nition 2.9 (ordered applicative structure) An ordered applicative struc-ture, D = (D;vD; �D), is a triple such that1. (D;vD) is a non-trivial partial order;2. �D : D ! [D ! D] is continuous (usually written in�x).In dealing with ordered applicative structures, it is natural to ask for coin-ductive characterizations of the order relation itself, rather than just =D. Hereis an important de�nition:De�nition 2.10 (�pEqD -coinductive applicative structure) Let D = (D;vD; �D) be an ordered applicative structure, and let pEqD � D �D be a pree-quivalence relation. The structure D is pEqD-coinductive if the order relationvD satis�es the following pEqD-applicative coinduction principle:d vD e () 9R � D �D: (R � �pEqD (R) ^ dR e) ;7



where�pEqD : P(D �D)! P(D �D)�pEqD (R) = f(d; e) j d pEqD e ^ 8f 2 D: df R efg :Coinductive characterizations of inequality appear to be useful especially inthe case of the operator �EqD , since we have that �appEqD=vapppEqD \(vapppEqD )�1,where EqD = pEqD \ (pEqD)�1 and vapppEqD is the maximal �xed point of �pEqD .For many other operators, and notably for 	EqD , such a neat correspondencebetween preorder and equality does not arise. In fact, it is not the case ingeneral, that �	EqD=v	pEqD \(v	pEqD )�1, where v	pEqD denotes the maximal�xpoint of the operator 	pEqD : P(D �D)! P(D �D) de�ned by	pEqD (R) = f(d; e) j d pEqD e ^ 8f 2 D:9g 2 D: (fRg ^ dfReg)g :We conclude this subsection by introducing another important class of en-riched applicative structures: the approximable applicative structures (aas).These are order applicative structures (D;vD; �D), together with a countablesystem of elements of D, fpngn2!, representing projection functions, which ap-proximate the elements of D. Clearly all \inverse limit" �-models are aas:De�nition 2.11 (approximable applicative structure) An approximableapplicative structure (aas) is a structure D = (D;vD; �D; fpngn2!) such that1. (D;vD; �D) is an ordered applicative structure;2. fpngn2! is a countable set of elements of D whose applicative behaviouris that of a complete system of projection functions f�n : D ! Dgn2!,i.e. 8n � 0: 8d 2 D: pnd =D �n(d), such that� 8n � 0: pnd vD d� 8n;m � 0: pm(pnd) =D pminfm;ngd;� 8n > 0: 8d; e 2 D: (pnd)e =D pn�1(d(pn�1e));� 8d 2 D: d =D Fn pnd;� d =D e () 8n: pnd =D pne.Notation For all d 2 D, we will use dn to denote pn �D d, and Dn to denotethe set fpn �D d j d 2 Dg.Correspondingly, we introduce also the notion of :De�nition 2.12 (�pEqD-coinductive approximable applicative structure)A �pEqD -coinductive approximable applicative structure (pEqD-caas) is an aasD = (D;vD; �D; fpngn2!) such that the ordered applicative structure (D;vD; �D) is a �pEqD -coinductive applicative structure.8



3 The �nal perspectiveFollowing the Final Semantics Paradigm, introduced by Aczel [Acz88], and fur-ther developed in [AM89, RT93, Rut96, Tur96, Rut96, Len98], coinduction prin-ciples can receive a very neat categorical explanation. It is interesting to pointout that many of the monotone operators described in Section 2 were actuallysuggested by this categorical analysis.We work in Set�, the category whose objects are sets of a universe of thenon-wellfounded set theory ZF�X1, and whose morphisms are the set theoreticfunctions. Set-theoretic and categorical concepts are de�ned in Appendices Aand B. The general pattern of the Final Semantics justi�cation of a coinductionprinciple over an applicative structure D, induced by the monotone operator �,is the following. We endow D with the structure of aH�-coalgebra, (D;��), for asuitable endofunctorH� which preserves weak pullbacks and has �nal coalgebra.Then the unique mapping into the �nal coalgebra induces an equivalence on Dwhich is union of all categorical H�-bisimulations. Full de�nitions appear inAppendix B. If the functor H� and the H�-coalgebra structure have been givenappropriately, we have the following crucial theorem:Theorem 3.1 R is a categorical H�-bisimulation on the coalgebra (D;��) ifand only if R is a �-bisimulation.In [HL95], the authors succeeded in providing a �nal justi�cation of theapplicative coinduction principle (�EqD -coinduction principle, see Proposition2.1) for various �-theories over the applicative structure consisting of the set ofclosed �-terms.Generalizing [HL95], we can establish the following correspondence betweenmonotone operators and functors in Set�.Theorem 3.2 Let D = (D; �D) be an applicative structure and let EqD � D�Dbe an equivalence relation on D such that jD=EqDj � �, i.e. the cardinality ofthe set of equivalence classes of EqD is less than or equal to �.Let � be one of the operators f�EqD ;	EqD ;�nEqD ;	nEqD ; ZEqDg. �-bisimulationsare categorical H�-bisimulations on the H�-coalgebra (D;��) for the endofunc-tor H�� in Set� given by the following table� � �EqD : H�� (X) =L�(D ! X)H�� (f) =L�(idD ! f)��(d) = fi[d]g [ �e 2 D: de,where i[d] is the tag of the EqD-equivalence class of d.� � 	EqD : H�� (X) =L� P<@1(X �X)H�� (f) =L�(f � f)+��(d) = fi[d]g [ �e 2 D: de,where i[d] is the tag of the EqD-equivalence class of d.9



� � �nEqD : H�� (X) =Lk(Dn ! X),H�� (f) =Lk(idnD ! f)��(d) = fi[d]g [ �e1 : : : en 2 D: (: : : (de1) : : : en),where i[d] is the tag of the EqD-equivalence class of d.� � 	nEqD : H�� (X) =L� P<@1(Xn �X)H�� (f) =L�(fn � f)+��(d) = fi[d]g [ �e1 : : : en 2 D: (: : : (de1) : : : en),where i[d] is the tag of the EqD-equivalence class of d.� � ZEqD : H�� (X) =L� P<@1(X � (D= �appEqD ))H�� (f) =L�(f � id(D=�appEqD ))+��(d) = fi[d]g [ �e 2 D: [de]�appEqD ,where i[d] is the tag of the EqD-equivalence class of d and[de]�appEqD is the equivalence class of de modulo �appEqD .For A;B sets, the notationLjAjB stands for the disjoint sum of jAj copies ofB, i.e. ff�g [ b j � 2 jAj ^ b 2 Bg, assuming jAj \ TC(B) = ;. The proof ofthe above theorem is standard see [Acz88, RT93, Len98].It is interesting to notice that, in each case, the structure of the functorcorresponding to the monotone operator re
ects the way in which we construeobjects of an applicative structure: as a function on a constant set, as the graphof a self-function, as an n-ary function, as the graph of an n-ary self-function,or as the graph of a function which takes values over a suitable constant set. Ineach case, however, we need jD=EqDj copies of the same domain, one for eachequivalence class of the equivalence EqD we use as start-up.The categorical account allows to give also a clear characterization of ap-plicative structures which satisfy �-coinduction principles. Here we give onlythe special case of cartesian applicative structures.Corollary 3.1 Let D be an applicative structure, such that jD=EqD j � �. Thenthe H�� -coalgebra (D;��) is strongly extensional if and only if D is a �EqD -coinductive applicative structure.4 Theories and models of the �-calculusIn this section we discuss �-theories, the very important class of congruencerelations over the paradigm applicative structure consisting of closed �-terms.We start by giving basic de�nitions and general results on �-theories and �-models. In Subsection 4.1 we present the speci�c �-theories we shall be mainlyconcerned with. 10



Let �C denote the class of �-terms built over the set of basic constants C,i.e.: (� 3) M ::= x j c j MM j �x:M ;where x 2 V ar, c 2 C.Let (�C)0 denote the class of closed �-terms built over the set of basic constantsC.De�nition 4.1 � A �-preequivalence is a re
exive and transitive relationon �C � �C.� A �-equivalence is a symmetric �-preequivalence.� A �-precongruence, �, is a �-preequivalence which is a congruence w.r.t.application and �-abstraction, i.e., for all M;N;M 0; N 0 2 �C,M � N ^ M 0 � N 0 ) MM 0 � NN 0 ; andM � N ) �x:M � �x:N :� A �-congruence is a �-equivalence which is a congruence.� A �-theory is the restriction of a �-congruence to (�C)0.We focus on �-(pre)congruences which arise from relations Eq � (�C)0 �(�C)0 in the following sense:De�nition 4.2 Let Eq � (�C)0 � (�C)0. The contextual relation �Eq� �C ��C is de�ned as follows:M �Eq N () 8C[ ]: (C[M ]; C[N ] 2 (�C)0 ) C[M ]EqC[N ]) :Notice that, if Eq is a (pre)equivalence, then the relation �Eq is a (pre)con-gruence.All �-congruences are induced by an equivalence relation with just two equiv-alence classes, i.e.:Proposition 4.1 ([HR92]) Any �-congruence �� �C � �C is induced by asuitable set V � (�C)0 in the following sense:M � N , 8C[ ]: (C[M ]; C[N ] 2 (�C)0 =) (C[M ] 2 V () C[N ] 2 V)) :Proof Just take V = f�x:xPQ j P � Qg.Question 4.1 Is there an analogue of Proposition 4.1 for �-precongruences?The relation between �-theories and �-reduction is formalized and clari�edby the following proposition, whose proof is straightforward.11



Proposition 4.2 Let �Eq be the congruence induced by the equivalence relationEq � (�C)0 � (�C)0. Then the notion of �-reduction !�r 2 is correct w.r.t.�Eq, i.e. =�r��Eq, if and only if Eq is closed under �r-conversion, i.e. (=�r\((�C)0 � (�C)0)) � Eq.Finally we recall some useful semantical de�nitions:De�nition 4.3 (ordered �-model) An ordered �-model is a quadruple D =(D;vD; �D; [[ ]]D), where1. (D;vD; �D) is an ordered applicative structure;2. [[ ]]D : ��Env ! D, for Env = [V ar ! Dvar],Dvar = � D n f?g if 8d 2 D: d�D ?=?,D otherwise,is the interpretation function;3. [[x]]D� = �(x);4. [[c]]D� = dc, for some dc 2 D;5. [[MN ]]D� = [[M ]]D� �D [[N ]]D� ;6. 8d 2 Dvar: [[�x:M ]]D� �D d = [[M ]]D�[d=x];7. 8d 2 Dvar: [[M ]]D�[d=x] = [[N ]]D�[d=x] ) [[�x:M ]]D� = [[�x:N ]]D� ;8. 8�; �0 : V ar ! Dvar (8x 2 FV (M): �(x) = �0(x) ) [[M ]]D� = [[M ]]D�0).It is immediate to see that, given a �-model D = (D;vD; �D; [[ ]]D), thetheory T D induced by it, i.e. the set of pairs of terms which have the sameinterpretation in a �-model, is a �-congruence. Correspondingly, the set ofpairs of terms whose �rst component has an interpretation which is less thanthat of the second component, is a �-precongruence. A �-model (D;vD; �D; [[ ]])is computationally adequate with respect to a �-precongruence � if8M;N 2 �0: [[M ]]D vD [[N ]]D =) M � N:A �-model is fully abstract if the above implication is an equivalence.In this paper we shall be concerned with two kinds of �-models: �nitary�-models and term models.As far as �nitary �-models we shall focus on:2A notion of �-reduction, !�r , is the �-precongruence generated by a set of pairs (redex,�-reduct). The �-congruence generated by the symmetric closure of a �-reduction !�r is the=�r -conversion. 12



De�nition 4.4 (�-aas, �-caas) � An aas (D;vD; �D; fpngn2!) is a �-aasif it is a �-model.� A structure (D;vD ; �D; fpngn2!) is a �pEqD�-caas if it is a �pEqD-caaswhich is a �-model.Many c.p.o. �-models in the literature turn out to be �-aas. Other interest-ing examples of �-aas are models obtained by quotienting sets of indexed terms(see Section 5.1 for examples).Term models are induced by �-precongruences and they are de�ned as fol-lows:De�nition 4.5 (term model) Let � be a �-precongruence and let T be thequotient �0=(� \(�)�1), i.e. the set of (� \(�)�1)-equivalence classes of closedterms. Moreover, assume that the quotient partial order (�0=(� \(�)�1);�)has a least element, called ?. The term model T� is the applicative structure(T; �), where, for all M;N 2 (�C)0, [M ] � [N ] = [MN ]. The interpretationfunction [[ ]] : ��Env ! D, for Env = [V ar ! Tvar] andTvar = � Tn ? if 8M: [M ]� ?=?T otherwise,is de�ned as follows: [[M ]]� = [�(M)] ;where FV (M) � fx1; : : : ; xng and �(M) =M [�(x1)=x1; : : : ; �(xn)=xn].The equivalence determined by the interpretation function into T� is, ofcourse, � \(�)�1. Notice that, since we consider only closed terms, it is notalways the case that a term model is an ordered �-model, since clause 7 ofDe�nition 4.3 may fail. In any case, this will hold for all the term models weshall deal with explicitly in this paper. Our notion of term model is clearly morerestrictive than the traditional one for ��-theories because of the assumptionthat ? exists. This is done so as to be able to give a de�nition of term modelalso for \restricted calculi" such a Plotkin's call-by-value �v-calculus. In thesecases ? is intended to denote non-values. All the precongruences which we shallexplicitly mention in this paper satisfy this condition.4.1 Examples of �-theoriesIn this paper we are mainly concerned with �-precongruences which arise fromreduction strategies. Namely, we take a term to approximate another if wecannot observe that, for a given closing context, the strategy halts successfullywhen one is used to �ll the hole, but does not halt when the other one isused. A reduction strategy is a procedure for determining, for each �-term, aspeci�c �-redex in it, to contract. A (possibly non-deterministic) strategy can13



be formalized as a relation !�� � � � (�0 � �0) such that, if (M;N) 2!�(also written in�x as M !� N), then N is a possible result of applying !�to M . We denote by !�� the re
exive and transitive closure of !� . The setof terms which do not belong to the domain of !� are partitioned into twodisjoint sets: the set of �-values, denoted by V al�, and the set of �-deadlocks.Given !� , we can de�ne the evaluation relation +�� � � � (�0 � �0), suchthat M +� N holds if and only if there exists a (possible empty) reduction pathfrom M to a �-value N . If there exists N such that M +� N , then !� haltssuccessfully on M and M converges (M +�), otherwise !� does not terminateon M , or reaches a deadlock from M , and M diverges (M 6+�). Each reductionstrategy induces an operational semantics, in that we can imagine a machinewhich evaluates terms by implementing the given strategy. The observationalpreequivalence arises when we consider programs as black boxes and only observetheir \halting properties".De�nition 4.6 Let !� be a reduction strategy and let M;N 2 �.� The observational precongruence �� is de�ned byM �� N () 8C[ ]:(C[M ]; C[N ] 2 �0 ) (C[M ] +�) C[N ] +�)):� The observational �-theory �� is the congruence de�ned byM �� N () 8C[ ]:(C[M ]; C[N ] 2 �0 ) (C[M ] +�, C[N ] +�)):It is immediate to check that the �-observational precongruence, ��, isthe �-precongruence induced by the preequivalence relation pEq� = f(M;N) jM +�) N +�g. And, similarly, the �-observational congruence, �� , is the �-theory induced by the equivalence relation Eq� = f(M;N) 2 �0 ��0 jM +�,N +�g. Notice also that ��=�� \(��)�1.There is no loss of generality in considering �-observational congruences,rather than �-theories. In fact, by Proposition 4.1, any �-theory can be viewedas an observational congruence induced by a trivially empty strategy, whosevalues are the terms in the set V arising in the proof of Proposition 4.1.As we remarked earlier, �-theories can be viewed as congruences on theapplicative structure consisting of closed �-terms. Hence we shall say that a �-theory�� is �Eq� -coinductive if�� coincides with��Eq� , i.e. the maximal �xed-point of the operator �Eq� . Hence we shall call Eq�-applicative, or Eq�-cartesianrespectively, those theories which are �Eq� -coinductive, or 	Eq� -coinductive.Now we present six examples of �-observational precongruences, and corre-sponding computationally adequate �nitary denotational �-models, which havebeen extensively studied in the literature [Plo77, Bar84, CDZ87, HR92, EHR92,AO93, HL98].4.1.1 �lThe precongruence�l is induced by the lazy call-by-name strategy!l� �0��0,which reduces the leftmost �-redex not appearing in a �-abstraction. V all =14



f�x:M j M 2 �g \ �0. The evaluation +l is the least binary relation over�0 � V all satisfying the rules:�x:M +l �x:M M +l �x:P P [N=x] +l QMN +l QClassical �-reduction is correct w.r.t. �l (see [AO93]).This is the reduction strategy of lazy functional languages.A computationally adequate ordered �-model for �l is the model Dl, studiedin [AO93]. The model Dl is the quadruple (Dl;vl; �lD; [[ ]]l), where Dl is theinverse limit initial solution of the equation D ' [D ! D]? in the categoryCPO?, and �lD and [[ ]]l are de�ned using the canonical isomorphisms given bythe inverse limit construction. Computational adequacy follows fromTheorem 4.1 (computational adequacy of Dl)M +l () 8�: [[M ]]l� wl �d 2 Dl: ? :4.1.2 �vThe precongruence �v is determined by Plotkin's lazy call-by-value strategy!v� �0 � �0, which reduces the leftmost �-redex, not appearing within a �-abstraction, whose argument is a �-abstraction. V alv = f�x:M jM 2 �g \�0.The evaluation +v is the least binary relation over �0 � V alv satisfying thefollowing rules:�x:M +v �x:M M +v �x:P N +v Q P [Q=x] +v UMN +v UA notion of �-reduction which is correct w.r.t. �v is Plotkin's !�v� � � �,i.e.: (�x:M)N !�v M [N=x], if N is a variable or an abstraction.Notice that the �v-reduction is far from being the largest notion of �-reductioncorrect w.r.t. �v. E.g., we can extend this notion by allowing the reductionwhenever N �v-reduces to a variable or an abstraction. The characterization ofcall-by-value-redexes, i.e. �v \ =� , is given by :fh(�x:M)N;M [N=x]i j 8� 2 [V ar ! V alv ]: N� *v=) (M [N=x])� *vg:The reduction strategy !v is the one implemented by the SECD machine ofLandin and used in ML.A computationally adequate ordered �-model for�v is the modelDv , studiedin [EHR92]. The model Dv is the quadruple (Dv ;vv; �vD; [[ ]]v), where Dv is theinverse limit initial solution of the equation D ' [D !? D]? in the categoryCPO?, and �vD and [[ ]]v are de�ned using the canonical isomorphisms, givenby the inverse limit construction. We recall that [D !? D] denotes the cpo ofstrict continuous functions. Computational adequacy follows from15



Theorem 4.2 (computational adequacy of Dv)M +v () 8�: [[M ]]v� wv �d 2 Dv: ? :4.1.3 �hThe precongruence �h is determined by the head call-by-name strategy !h�� � �, which reduces the leftmost �-redex, if the term is not in head normalform. V alh is the set of �-terms in head normal form. The evaluation +h is theleast binary relation over �� V alh satisfying the following rules, for n � 0:xM1 : : :Mn +h xM1 : : :Mn M +h N�x:M +h �x:N M [N=x]M1 : : :Mn +h P(�x:M)NM1 : : :Mn +h P�-reduction is correct w.r.t. �h (see e.g. [Bar84]).In the next de�nition we introduce an alternative axiomatization of the no-tion of !h-convergence on closed terms, +0h, which will be useful in Section 6.Notice the somewhat \lazy" 
avour of the abstraction rule in this proof system.De�nition 4.7 Let +oh be the least binary relation over �0 � �0 satisfying thefollowing rules, for n � 0:M 2 V alhM +oh M �x:M 62 V alh M [P=x] +oh N�x:M +oh �x:M M [N=x]M1 : : :Mn +oh P(�x:M)NM1 : : :Mn +oh PThe following theorem clari�es the meaning of the +oh:Theorem 4.3 For all M 2 �0,i) 9N 2 �0: M +oh N ) M +h;ii) 8N 2 �0: M +oh N ) M !�h N ;iii) M +h)M +oh.Proof i) and ii) are proved by induction on the length of the derivation ofM +oh N .The proof of iii) follows from the fact that, for all M 2 � such that FV (M) �fx1; : : : ; xng, M +h ) 9NP1; : : : ; Pn 2 �0: M [P1=x1; : : : ; Pn=xn] +oh N . Thislatter fact is proved by induction on the length of the derivation of M +h.A fully abstract ordered �-model for �h is given the well-known Scott D1model, which, by uniformity, we will call Dh. The model Dh is given by thequadruple (Dh;vh; �Dh ; [[ ]]h), whereDh is the inverse limit solution of the equa-tion D ' [D ! D] in the category CPO, starting from the initial domainDh0 = f?;>g and using the initial projection jh>;? : Dh1 ! Dh0 de�ned by:jh>;?(d) =?, if d 6= �d 2 Dh0 :>, j>;?(�d 2 Dh0 :>) = >. The de�nition ofapplication and intepretation are given using the canonical isomorphisms givenby the inverse limit construction. Computational adequacy follows from16



Theorem 4.4 (computational adequacy of Dh)M +h () 9�: [[M ]]h� 6=? :4.1.4 �oThe precongruence �o is determined by the non-deterministic strategy !o�(�f
g)0 � (�f
g)0 ([HR92]). This strategy rewrites �-terms which contain oc-currences of the constant 
 by reducing any �-redex. V alo = �0. Normal formswhich are not in V alo are the !o-deadlock terms. The evaluation relation +ois the least binary relation over (�f
g)0 � V alo satisfying the following rules:M 2 V aloM +o M C[(�x:M)N ] 62 V alo C[M [N=x]] +o PC[(�x:M)N ] +o P�-reduction is trivially correct w.r.t. �o.A computationally adequate ordered �-model for �o is the model Do, in-troduced [HR92]. The model Do is the quadruple (Do;vo; �Do ; [[ ]]o), where Dois Park's inverse limit solution of the equation D ' [D ! D] in the categoryCPO, obtained starting from the domainDo0 = f?; �g and the initial projectionjo1;0 : D1 ! D0 de�ned by: jo1;0(?) =?, jo1;0(d) = �, for d 6=Do?. Applicationand abstraction in Do are de�ned using the canonical isomorphism given by theinverse limit construction. Computational adequacy of Do follows fromTheorem 4.5 (computational adequacy of Do)M +o () 9�: [[M ]]o� 6=? :4.2 �nThe precongruence �n is determined by the normalizing strategy !n� �� �,which reduces the leftmost �-redex. V aln is the set of �-terms in normal form.The evaluation +n is the least binary relation over � � V aln satisfying thefollowing rules, for n � 0:M1 +n M 01 : : : Mn +n M 0nxM1 : : :Mn +n xM 01 : : :M 0n M +n N�x:M +n �x:N M [N=x]M1 : : :Mn +n P(�x:M)NM1 : : :Mn +n P�-reduction is correct w.r.t. �n.A computationally adequate ordered �-model for �n is the model Dn, stud-ied in [CDZ87]. The model Dn is the quadruple (Dn;vn; �Dn ; [[ ]]n), where Dnis the inverse limit solution of the equation D ' [D ! D] in the category CPO,obtained starting with the initial domain Dn0 = f?; 0; 1g, with 0 vn 1, andthe initial projection jn1;0 : Dn1 ! Dn0 de�ned by: jn1;0(?) =?, jn1;0(d) = 0, ifd 6=?; �d 2 Dn0 :1, j1;0(�d 2 Dn0 :1) = 1. Application and interpretation in Dn17



are de�ned using the canonical isomorphism given by the invers limit construc-tion. Computational adequacy of Dn follows fromTheorem 4.6 (computational adequacy of Dn)M +n () 9�:[[M ]]n� wn 0:4.3 �pThe precongruence �p is determined by any perpetual strategy, such as Baren-dregt's perpetual strategy !p� �� � which reduces the leftmost �-redex notin the operator of a redex, which is either an I�-redex, or a K�-redex whoseargument is a normal form. V alp is the set of �-terms in normal form. Onecan easily show that the evaluation +p is the least binary relation over ��V alpsatisfying the following rules, for n � 0:M1 +p M 01 : : : Mn +p M 0nxM1 : : :Mn +p xM 01 : : :M 0n M +p N�x:M +p �x:NN +p M [N=x]M1 : : :Mn +p V(�x:M)NM1 : : :Mn +p VThe following notion of �-reduction, !�KN , de�ned by(�x:M)N !�KN M [N=x], if (�x:M)N is either an I�-redex or a K�-redexwith N 2 �0 and N +p,is correct w.r.t. �p. The characterization of perpetual-redexes, i.e. �p \ =�, isgiven by:fh(�x:M)N;M [N=x]i j 8� 2 [V ar ! V alp]: N� *p=) (M [N=x])� *pg:See [HL98] for more informations.Notice that �p is not very well behaved, we do not have, for instance, thatif M !p N then M �p N . Consider for example (�x:(�xy:x)xx) and �x:x.A we did in the case of!h, we introduce an alternative \lazy" axiomatizationof +p, to be used in Section 6.De�nition 4.8 Let +op be the least binary relation over �0 � �0 satisfying thefollowing rules, for n � 0:M 2 V alpM +op M �x:M 62 V alp M [P=x] +op N�x:M +op �x:M N +op M [N=x]M1 : : :Mn +op V(�x:M)NM1 : : :Mn +op VThe proof of the following theorem is similar to the proof of Theorem 4.3.Theorem 4.7 For all M 2 �0,i) 9N 2 �0: M +op N ) M +p;ii) 8N 2 �0: M +op N ) M !�p N ;iii) M +p)M +op. 18



A computationally adequate model for�p is the modelDp, studied in [HL98].The model Dp is the quadruple (Dp;vp; �Dp ; [[ ]]p), where Dp is the inverselimit solution of the equation D ' [D !? D] in the category CPO?, obtainedstarting form the initial domain Dp0 = f?; 0; 1g, with 0 vp 1, and the initialprojection jp1;0 : Dp1 ! Dp0 de�ned by: jp1;0(?) =?, jp1;0(d) = 0, if d 6=Dp?,d 6=Dp �d 2 Dp0 : if d =Dp? then ? else 1, j1;0(�d 2 Dp0 : if d =Dp? then ?else 1) = 1. Application and interpretation are de�ned using the canonicalisomorphism given by the inverse limit construction. Computational adequacyfollows fromTheorem 4.8 (computational adequacy of Dp)M +p () 9�: [[M ]]p� 6=? : [[M ]]p wp 0 :5 Cartesian applicative structuresAs we pointed out in the Introduction and in Section 2, most of the existingliterature on coinduction principles for applicative structures has focused onAbramsky's notion of applicative bisimulation, and hence, in our terminology,only on the operator �EqD . The most important results which have been ob-tained in this direction are that all the six observational �-theories presented inSection 4.1 can be characterized using the �Eq� -coinduction principle of Propo-sition 2.1 (see [EHR92, AO93, How96, Pit96, Len97, Len97a, Len98]). We canrephrase these results by saying that the term models T�� , which are indeed�-models [Len98, Theorem 7.6.4], are �Eq� -coinductive applicative structures,and hence they can be viewed as strongly extensional H�Eq�2 -coalgebras.The only exceptions to the egemony in the literature of applicative coin-duction principles appear in [HL95] and [Len98]. In the former, the authorsintroduced the coinduction operator 	EqD and they proved, using a semanticaltechnique, that T�v is an Eqv-cartesian applicative structure. In [Len98], thesecond author proved, using a syntactical technique, that both T�v and T�l arecartesian.However, general theorems which allow to extend the results for �EqD tothe other coinduction operators presented in Section 2 are far from obvious.In this section we show that large classes of applicative structures satisfying a�EqD -coinduction principle, are also EqD-cartesian. The technique presented inthis section is semantical, in Section 6 we shall discuss and extend the purelysyntactical technique of [Len98].The semantical technique, called Finitary Method, applies to the approx-imable applicative structures introduced in De�nition 2.11. The main result isthat all �pEq0D -coinductive approximable applicative structures (see De�ntion2.12) are Eq0D-cartesian. Where pEq0D and Eq0D are de�ned as follows:De�nition 5.1 Let D = (D;vD; �D; fpngn2!) be an aas.19



1. Let pEq0D � D �D be de�ned by f(d; e) 2 D �D j d0 vD e0g;2. Let Eq0D � D �D be de�ned by f(d; e) 2 D �D j d0 =D e0g.In particular, the Finitary Method can be used to prove �Eq0D -cartesianityof many �-aas.Notice that the equality relation =D on a pEq0D-caas satis�es immediatelythe �Eq0D -applicative coinduction principle.In the following proposition, we provide an alternative characterization ofthe partial order relation on a pEq0D-caas.Proposition 5.1 Let (D;vD; �D; fpngn2!) be a pEq0D-caas, thend vD e () 8n � 0: 8~f 2 Dn: (d~f)0 v (e~f)0 :Proof The implication (() follows immediately from the fact that f(d; e) j8�!f : (d�!f )0 v (e�!f )0g is a �pEq0D -bisimulation. The converse, i.e. ()), followsimmediately from the fact that d vD e =) d�!f vD e�!f :Finally, we can give one of the crucial theorems of this paper:Theorem 5.1 Let D = (D;vD; �D; fpngn2!) be a pEq0D-caas. Then D is aEq0D-cartesian applicative structure, i.e.�	Eq0D = =D :Proof The inclusion =D��	Eq0D is immediate, since a �Eq0D -bisimulation isa 	Eq0D -bisimulation. In order to show the reverse inclusion, i.e. �	Eq0D�=D,we proceed as follows. Assume the contrary, i.e. 9d; e: d �	Eq0D e ^ d 6vD e.Suppose n is the least natural such that d �	Eq0D e but dn 6vD e. Then n � 1,by de�nition of �	Eq0D . Hence, by Proposition 5.1, there exist f1; : : : ; fm 2 D,such that (dnf1 : : : fm)0 6vD (ef1 : : : fm)0. But, since d �	Eq0D e, there existg1; : : : ; gm such that gi �	Eq0D f i, for all i, and dg1 : : : gm �	Eq0D ef1 : : : fm;hence (dg1 : : : gm)0 =D (ef1 : : : fm)0, and (dnf1 : : : fm)0 6vD (dg1 : : : gm)0. As-sume for simplicitym � n (the other case is dealt with similarly). By inductionhypothesis, for all i = 1; : : : ;m, (f i)n�i v gi, hence we have (dnf1 : : : fm)0 =D(dn(f1)n�1 : : : (fm)n�m)0 =D (dg1 : : : gm)0;which contradicts (dnf1 : : : fm)0 6vD(dg1 : : : gm)0.Using the categorical framework of Final Semantics, the above theoremstates that pEq0D-caas's can be construed as strongly extensional coalgebrasfor the functor H	Eq0DjD0j . 20



5.1 Examples of cartesian approximable applicative struc-turesIn this section, we present many examples of pEq0D�-caas's.5.1.1 CPO �-modelsMany \inverse limit" CPO �-models studied in the literature, e.g. those men-tioned in Section 4.1, are pEq0D�-caas. Therefore, by Theorem 5.1, they areEq0D-cartesian applicative structures. For � = fl; vg, we have to take as D�0 the1-projection domain of D� , i.e. the two-element c.p.o. f?; �d: ?g.5.1.2 Quotient �-modelsAnother interesting class of pEq0D�-caas arises from quotienting the applicativeand projective closure of the interior of a suitable �-aas. We recall that ID , theinterior of a model D, is the subset consisting of the denotations of (�C)0. Theapplicative and projective closure of the interior of a �-model D can be easilyde�ned using indexed terms, i.e. those terms generated by extending the set ofconstants with symbols to denote projections.De�nition 5.2 The set of indexed �-terms �C+ is de�ned as follows:A ::= x j AA j �x:A j c j cpn ;where x 2 V ar, c 2 C.The set of closed indexed terms will be denoted by (�C+)0.In the sequel we shall assume that D = (D;vD; �D; fpngn2!; [[ ]]) is a �-aasmodeling the set of �-terms �C . We can easily extend it canonically to a �-aasD+, which models �C+ , by extending [[ ]]D on the new constants as follows: forall n 2 !, [[cpn ]]D+� = pn. Then the applicative and projective closure of ID isID+ .In the rest of this section, we will show how to quotient ID+ by a suitableequivalence relation�!, and we will discuss conditions under which this quotientstructure is a pEq0�-caas. In e�ect, we start by introducing an appropriaterelation, which will be shown to be a preequivalence relation in Proposition 5.2below. Notice that, for all n � 0, we have that pn =D ([[�x:x]]D� )n+1.De�nition 5.3 Let v!D� ID+ � ID+ be the relation de�ned bya v!D b i� 8n � 0: an vnD bn ;where the relations vnD� (ID+ \ Dn) � (ID+ \ Dn) are inductively de�ned asfollows: 21



� a v0D b i� a vD b.� a vn+1D b i� 8c vnD d: ac vnD bd.Let �!D be the relation v!D \(v!D)�1.The notionv!D above generalizes the notion of call-by-value applicative bisim-ulation introduced in [EHR92], and the corresponding notion used in [AO93] forthe lazy �-calculus. In [EHR92], this relation was utilized for showing that thetheory �v is Eqv-applicative. Notice that it is not at all obvious that the re-lation v!D is a preequivalence and a congruence w.r.t. application. The proofof this (Proposition 6.1) and in particular of the fact that v!D is re
exive israther involved. It generalizes the one carried out in [EHR92] for call-by-valueapplicative bisimulation. Once we have this, we can de�ne a quotient �-modelby endowing Q+D with the structure of a �-aas (Corollary 5.1). Then, we willshow that the relation v!D satis�es a �pEq0Q+D -coinduction principle. Thereforethe quotient structure Q+D is a pEq0Q+D�-caas and hence, by Theorem 5.1, it ispEq0Q+D -cartesian.We start by isolating a crucial property of �!D. We call it 0-projectionpreservation, since it guarantees that if two terms are �!D-related, then theyhave the same 0-projection (see Lemma 5.1 below).De�nition 5.4 The relation �!D is 0-projection preserving if, for all a; b 2ID+1 , a v1D b =) a0 v0D b0 :Lemma 5.1 Let �! be 0-projection preserving. Theni) 8n: a vnD b =) a vn+1D b;ii) 8n: a vn+1D b =) an vnD bn.Proof The proof of i) and ii) is by mutual induction on n.Lemma 5.2 Let �!D be 0-projection preserving. Then, for all a; b 2 ID+ ,a v!D b () 8c; d 2 ID+ : (c v!D d ) ac v!D bd) :Proof ()) This follows from the fact that in �nitary models ab =D Fn2N anb,and from the fact that v!D is inclusive, i.e., if 8n: an v!D bn, then a v!D b.(() First of all, notice that, using Lemma 5.1, one can easily show that 8a; b 2ID+n : a vnD b () a v!D b. Using this fact, one can easily show that 8n �0: an+1 vn+1D bn+1. The thesis follows using the hypothesis a1 v1D b1 =)a0 v0D b0. 22



Lemma 5.3 Let �! be 0-projection preserving. Then, for all M 2 �C+ , forall �; �0 : V ar ! (Dvar \ ID+),� v!D �0 =) [[M ]]D� v!D [[M ]]D�0 ;where � v!D �0 denotes the fact that 8x 2 V ar: �(x) v!D �0(x).Proof By structural induction. In particular, for the application case useLemma 5.2()), for the abstraction case use Lemma 5.2(().In what follows, we assume that Dvar \ ID+0 6= ;.Proposition 5.2 Let �!D be 0-projection preserving. Then v!D is a preequiva-lence which is a congruence w.r.t. application.Proof Re
exivity follows from Lemma 5.3, since the interpretation of closedterms in (�C+)0 does not depend on the environment, and, by the blanketassumptionDvar\ID+0 6= ;, there exist environments �; �0 : V ar ! (Dvar\ID+)such that � v!D �0. Transitivity follows by showing, by induction on n, that,the relations vnD are all transitive. The fact that v!D is a congruence w.r.t.application follows from Lemma 5.2()).Finally we can de�ne a �-caas out of the quotient Q+D.Corollary 5.1 Let D = (D;vD; �D; fpngn2!; [[ ]]) be a �-aas. If �! is 0-projection preserving, then the structure (Q+D; ev!D ; �; f[pn]�!Dgn2!; [[ ]]) is a �-aas, where:� Q+D � (ID+= �!D);� ev!D is the partial order induced on the quotient by v!D;� [d]�!D � [e]�!D = [de]�!D , where [d]�!D denotes the equivalence class of dmodulo �!D;� for all � : V ar ! (Q+D)var, [[M ]]� = [M [~�(x1)=x1; : : : ; ~�(xn)=xn]]�!D , whereFV (M) � fx1; : : : ; xng, and ~�(xi) is a representative of the equivalenceclass �(xi).We can show that all quotient structures arising from relations which are0-projection preserving are �pEq0Q+D -coinductive. To this end we need to givean alternative applicative characterization of the relation v!D. But �rst we needthe following lemma, which is easily proved by induction on n, using Lemma5.1.Lemma 5.4 If �!D is 0-projection preserving, then, for all n � 0,a vnD b =) 8a1; : : : ; ak 2 ID+0 : (aa1 : : : ak)0 vD (ba1 : : : ak)0 :23



Proposition 5.3 If �!D is 0-projection preserving, thena v!D b () 8a1; : : : ; ak 2 ID+0 : (aa1 : : : ak)0 vD (ba1 : : : ak)0 :Proof ()) This follows by contradiction, using Lemma 5.4 and properties ofapplication in an aas.(() Suppose, by contradiction, that 9n: an 6vnD bn. Then, since �! is 0-projection preserving, n > 0. By de�nition of vnD, there exist a1n�1; : : : ; an0 ,b1n�1; : : : ; bn0 such that 8i = 1; : : : ; n: ain�i vn�iD bin�i ^ (ana1n�1 : : : an0 )0 6vD(bnb1n�1 : : : bn0 )0: Moreover, by Lemma 5.1, ain�i v!D bin�i; then, since v!D is acongruence, we have (bna1n�1 : : : an0 )0 v!D (bnb1n�1 : : : bn0 )0, and hence a fortiori(aa1n�1 : : : an0 )0 6vD (ba1n�1 : : : an0 )0; which is a contradiction by Lemma 5.4.Theorem 5.2 Let (D;vD; �D; fpngn2!; [[ ]]D) be a �-aas. If �!D is 0-projectionpreserving, then the structure (Q+D; ev!D; �; f[pn]�!Dgn2!; [[ ]]), de�ned in Corol-lary 5.1, is a pEq0Q+D�-caas.Using Theorem 5.1, we get immediately the followingCorollary 5.2 Let D be a �-aas. If �!D is 0-projection preserving, then thestructure (Q+D; ev!D ; �; f[pn]�!Dgn2!; [[ ]]) is a pEq0Q+D -cartesian applicative struc-ture.Corollary 5.2 can be applied to the quotient �-aas generated by all the modelsDh, Dl, Dv, Do, Dn, and Dp of Section 4.1. Moreover, since projection functionsare �-de�nable in the models Dv and Do, we can use Corollary 5.2 also forshowing that, for � = v; o the theories �� are Eq�-cartesian. In fact, usingthe Computational Adequacy Theorems 4.2 and 4.5, one can check that Eq� =Eq0Q+D� :6 The congruence candidate methodIn this section, we present a purely syntactical technique for establishing Eq�-cartesianity of observational �-theories ��. We recall that Eq� = f(M;N) 2(�C)0 � (�C)0 j M +� , N + �g. This method, which we call congruencecandidate method, was introduced in [Len98]. It is inspired by the congruencecandidate method used in [How89] (see also [How96]), for showing that �� forlazy strategies is �Eq� -coinductive. The congruence candidate method will beused here for showing that the �-theories��, for � = h; l; v; p, are Eq�-cartesian.In general, it can be applied to observational �-theories, which satisfy the �Eq� -coinduction and the technical condition (�) of Theorem 6.1 below.The congruence candidate method makes an essential use of the Eq�-cartesiancoinduction principle itself. One starts out by de�ning a candidate relation on24



�C , which is a congruence, and which includes the greatest 	Eq� -bisimulation�	Eq� . This candidate relation is then shown to be a 	Eq� -bisimulation. Hencethe Eq�-cartesian coinduction principle guarantees that �	Eq� itself is a congru-ence w.r.t. application and thence it coincides with ��Eq� . Since this methodis very technical we outline the:General pattern of the congruence candidate method:� Build a candidate relation b�	Eq� � �C � �C such that1. b�	Eq� ��	Eq� ;2. b�	Eq� is a congruence w.r.t. application;3. (b�	Eq� )j(�C )0 is a 	Eq� -bisimulation.� Use the Eq�-cartesian coinduction principle to deduce that �	Eq� is acongruence w.r.t. application.We shall now present the congruence candidate method in general. Thefollowing De�nitions and Lemmata build up to Theorem 6.1. In the next sub-section we shall apply Theorem 6.1 to various strategies.In order to discuss uniformly both call-by-value and eager strategies we in-troduce the following notation:Notation Let M;N 2 �C and let !� be a strategy. We put:�� = � fM 2 (�C)0 jM +�g if 8M;N 2 (�C)0: N 6+�)MN 6+� ,(�C)0 otherwise.First of all, we have to explain how to build the candidate relation b�	Eq� .These are de�ned in terms of the extensions to open terms of 	Eq� -bisimulations:De�nition 6.1 Let R be a 	Eq�-bisimulation. For all M;N 2 �C such thatFV (M;N) � fx1; : : : ; xkg, we de�neM Rext N ()8P1; : : : ; Pk 2 �� : 9Q1; : : : ; Qk 2 �� :(8i = 1; : : : ; k: Pi R Qi ^ M [P1=x1 : : : Pk=xk] R N [Q1=x1 : : : Qk=xk]) ^8Q1; : : : ; Qk 2 �� : 9P1; : : : ; Pk 2 �� :(8i = 1; : : : ; k: Pi R Qi ^ M [P1=x1 : : : Pk=xk] R N [Q1=x1 : : : Qk=xk])In the sequel, by abuse of notation, we will simply denote Rext by R.De�nition 6.2 (candidate relation) Let R � �C � �C be a re
exive andtransitive 	Eq� -bisimulation. De�ne the candidate relation bR � �C � �C byinduction on M as follows: 25



x R Nx bR N M1 bR M 01 M2 bR M 02 M 01M 02 R NM1M2 bR Nc R Nc bR N M bR M 0 �x:M 0 R N�x:M bR NNotice that the candidate relation is not simply the contextual closure of R;this subtle de�nition of bR, originally due to Howe, is necessary to guarantee thecrucial Substitutivity Lemma 6.2. The following lemma is an easy consequenceof the de�nition of bR.Lemma 6.1 Let R � �C ��C be a re
exive and transitive 	Eq� -bisimulation.Then:i) bR is re
exive.ii) R � bR.iii) bR is a congruence w.r.t. application.iv) M bRM 0 ^ M 0RN =) M bRN .Lemma 6.2 (substitutivity) Let R � �C � �C be a re
exive and transitive	Eq� -bisimulation. For all M;M 0 2 �C , N;N 0 2 ��,M bRM 0 ^ N bRN 0 =) M [N=x]bRM 0[N 0=x] :Proof By induction on the structure of M .� M � x : x R M 0x bR M 0xRM 0 =) 9P 2 �� : N 0RP ^ PRM 0[N 0=x], by de�nition of R, and hence,by transitivity of R, N 0RM 0[N 0=x]N bRN 0 ^ N 0RM 0[N 0=x] =) N bRM 0[N 0=x], from iv) of Lemma 6.1.� M � c : c R M 0c bR M 0 this case is immediate.� M �M1M2 : 9M 01;M 02 s.t. M1 bR M 01 M2 bR M 02 M 01M 02 R M 0M1M2 bR M 0By de�nition of R, 9P 2 �� such that N 0RP and M 01M 02[P=x]RM 0[N 0=x].In particular, from N bRN 0 and N 0RP , we get N bRP . By induction hypothesis,M1[N=x]bRM 01[P=x] and M2[N=x]bRM 02[NP=x]. Hence:M1[N=x] bR M 01[P=x] M2[N=x] bR M 02[P=x] M 01M 02[P=x] R M 0[N 0=x]M1M2[N=x] bR M 0[N 0=x] :26



� M � �y:M1 : 9M 01 s.t. M1 bR M 01 �y:M 01 R M 0�y:M1 bR M 0By de�nition of R, there exists P 2 �� such that N 0RP and(�y:M 01)[P=x]RM 0[N 0=x]. In particular, from N bRN 0 and N 0RP , we get N bRP .By induction hypothesis, M1[N=x]bRM 01[P=x]. Hence:M1[N=x] bR M 01[P=x] (�y:M 01)[P=x] R M 0[N 0=x](�y:M1)[N=x] bR M 0[N 0=x] :Thus, if we take R to be the equivalence �	Eq� , we get a relation b�	Eq� ,which, by ii) of Lemma 6.1, includes �	Eq� . Moreover, by iii) of the samelemma, it is a congruence w.r.t. application. In order to show that �	Eq� isitself a congruence w.r.t. application, we prove that (b�	Eq� )j(�C )0 = (�	Eq�)j(�C )0 . This is done using the 	Eq� -coinduction principle, by proving that(b�	Eq� )j(�C )0 is a 	Eq� -bisimulation. In order to prove that (b�	Eq� )j(�C )0 is a	Eq� -bisimulation, it is su�cient to show that, for all M;N 2 (�C)0,M b�	Eq�N ^ M +� =) N +� :Hence we can state the followingTheorem 6.1 If, for all M;N 2 (�C)0,M b�	Eq�N ^ M +� =) N +� (�) ;then �	Eq� is a congruence w.r.t. application.6.1 The congruence candidate method at workThe validity of hypothesis (�) of Theorem 6.1 depends on the particular strat-egy. In this section we show that hypothesis (�) holds for all the observationalcongruences induced by the strategies !l, !v, !h, !p. First we need thefollowing two lemmata. Notice that for the \non lazy" strategies h and p werefer to the alternative \lazy" axiomatizations +0� introduced in De�nitions 4.7and 4.8.Lemma 6.3 Let � 2 fl; v; h; pg. Then, for all (�x:M)N 2 �0 and N 2 ��,(�x:M)N �	Eq� M [N=x] :Proof It is easy to see that(�x:M)N ��Eq� M [N=x] :The thesis follows from ��Eq���	Eq� . 27



Lemma 6.4 Let � 2 fh; pg. Then, for all M 2 �0M +0� ) M �	Eq� P :Proof It is su�cient to prove that M ��Eq� P , and this follows from thecorrectness of !�(!�KN ) reduction.First we prove that condition (�) holds for the \lazy" strategies, namely:Theorem 6.2 Let M;N 2 �0, and let � 2 fl; vg. ThenM b�	Eq�N ^ M +� �x:P =) 9Q:(N +� �x:Q ^ P b�	Eq�Q) :Proof The proof proceeds by induction of the derivation of M +� �x:P .� M � �x:P : 9N 0 s.t. P b�	Eq� N 0 �x:N 0 �	Eq� N�x:P b�	Eq� NFrom the de�nition of �	Eq� it follows that there exists Q such that N +� �x:Q.By Lemma 6.3, N�	Eq��x:Q, hence, by transitivity of �	Eq� , �x:N 0�	Eq��x:Q.In particular, using again Lemma 6.3, it is easy to check that N 0�	Eq�Q. Infact: in order to show N 0�	Eq�Q, we have to show that 8P9R: P�	Eq�R ^N 0[P=x]�	Eq�Q[R=x]. But, �x:N 0�	Eq��x:Q implies8P9R: P�	Eq�R ^ (�x:N 0)P�	Eq� (�x:Q)R.Then the thesis follows from Lemma 6.3. Hence, from P b�	Eq�N 0 andN 0�	Eq�Q,using iv) of Lemma 6.1, we get P b�	Eq�Q.� M �M1M2 : 9N1; N2 s.t. M1 b�	Eq� N1 M2 b�	Eq� N2 N1N2 �	Eq� NM1M2 b�	Eq� NWe deal with the case � = l, the other case is similar. Since M1M2 +l, thereexist P; P 0 such thatM1 +l �x:P 0 P 0[M2=x] +l �x:PM1M2 +l �x:P :By induction hypothesis, since M1b�	Eq�N1 and M1 +l �x:P 0, there existsQ0 such that N1 +l �x:Q0 and P 0b�	Eq�Q0. By the Substitutivity Lemma,P 0[M2=x]b�	Eq�Q0[N2=x]. Hence, by induction hypothesis, there exists Q suchthat Q0[N2=x] +l �x:Q and P b�	Eq�Q.Next we discuss the \eager" strategies, notice again the use of +o� :Theorem 6.3 Let M;N 2 �0, and let � 2 fh; pg. ThenM b�	Eq�N ^ M +o� �x:P =) 9Q:(N +o� �x:Q ^ P b�	Eq�Q) :28



Proof The proof proceeds by induction of the derivation of M +o� �x:P . Forsimplicitly, we work out in detail only the case of � = h, the other case beingsimilar.� The only rule applied in the derivation of M +oh �x:P is the �rst rule inDe�nition 4.7. Then M is solvable, i.e. M � �x1 : : : xn:xiM1 : : :Mk. Hence9N1; : : : ; Nk; N0; : : : ; Nk�1; N 01; : : : ; N 0n s.t.xi �	Eqh N0xi b�	EqhN0 M1b�	EqhN1 N0N1 �	Eqh N1xiM1b�	EqhN1...xiM1 : : :Mk�1 b�	EqhNk�1 Mk b�	EqhNk Nk�1Nk �	Eqh N 0nxiM1 : : :Mk b�	EqhN 0nandxiM1 : : :Mk b�	EqhN 0n �xn:N 0n �	Eqh N 0n�1�xn:xiM1 : : :Mk b�	EqhN 0n�1...�x2 : : : xn:xiM1 : : :Mk b�	EqhN 01 �x1:N 01 �	Eqh N�x1 : : : xn:xiM1 : : :Mk b�	EqhNIn order to show that 9Q: N +oh �x1:Q ^ Qb�	Eqh�x2 : : : xn:xiM1 : : :Mk, it issu�cient to prove that �x1:N 01 +oh. Then the thesis follows using Theorem 4.3and Lemma 6.1 iv), and using the fact that �x2 : : : xn:xiM1 : : :Mk b�	EqhN 01.Butxi �	Eqh N0 =) xiN1 �	Eqh N0N1xiN1 �	Eqh N0N1 ^ N0N1 �	Eqh N1 =) xiN1 �	Eqh N1...xiN1 : : : Nk �	Eqh Nk�1Nk ^ Nk�1Nk �	Eqh N =) xiN1 : : :Nk �	Eqh N 0n.Using Theorem 4.3, N 0n +oh ) �xn:N 0n +oh ) N 0n�1 +oh ) : : : N 01 +oh ) �x1:N 01.� M � �x:P and M is not a head normal form then:9N 0 s.t. P b�	Eqh N 0 �x:N 0 �	Eqh N�x:P b�	Eqh NSince �x:P +oh �x:P , then, by de�nition of +oh, 9P 0: P [P 0=x] +oh. From P b�	Eqh N 0and P 0 b�	Eqh P 0, by the Substitution Lemma, P [P 0=x] b�	Eqh N 0[P 0=x]. Hence,by induction hypothesis, N 0[P 0=x] +oh, and then �x:N 0 +oh �x:N 0 and P +ohN 0. But, since �x:N 0�	EqhN , then 9Q: N +oh �x:Q and, using Lemma 6.4,29



�x:N 0�	Eqh�x:Q. Using Lemma 6.3, we getN 0�	EqhQ. Finally, from P b�	EqhN 0and N 0�	EqhQ, we get P b�	EqhQ.� M � (�x:M1)M2 : : :Mk: then, by hypothesis 9V s.t.M1[M2=x]M3 : : :Mk +0h V(�x:M1)M2 : : :Mk +0h V k � 2and 9N1; : : : ; Nk; N1; : : : ; Nk�1 s.t.M1b�	EqhN1 �x:N1 �	Eqh N1�x:M1 b�	EqhN1 M2b�	EqhN2 N1N2 �	Eqh N2(�x:M1)M2 b�	EqhN2...(�x:M1)M2 : : :Mk�1 b�	EqhNk�1 Mk b�	EqhNk Nk�1Nk �	Eqh N(�x:M1)M2 : : :Mk b�	EqhNHenceNk�2Nk�1 �	Eqh Nk�1 ^ Nk�1Nk �	Eqh N =)Nk�2Nk�1Nk �	Eqh NNk�3Nk�2 �	Eqh Nk�2 ^ Nk�2Nk�1Nk �	Eqh N =)Nk�3Nk�2Nk�1Nk �	Eqh N...N1N2 �	Eqh N2 ^ N2N3 : : : Nk �	Eqh N =) N1N2 : : : Nk �	Eqh N�x:N1 �	Eqh N1 ^ N1N2 : : : Nk �	Eqh N =) (�x:N1)N2 : : :Nk �	Eqh N .In order to show that 9Q:N +oh �x:Q ^ P b�	EqhQ, it is su�cient to show that9Q0:(�x:N1)N2 : : :Nk +oh �x:Q0 ^ P b�	EqhQ0. Then the thesis follows usingLemma 6.3 and Lemma 6.4. Hence we need only to show that9Q0:N1[N2=x] : : : Nk +op �x:Q0 ^ P b�	EqhQ0. Now, using the SubstitutivityLemma, we get M1[M2=x] : : :Mk b�	EqhN1[N2=x] : : : Nk. And �nally, applyingthe induction hypothesis, we get the thesis.7 Set-theoretical applicative structuresIn this section we discuss brie
y set-theoretical applicative structures, and theirconnections with EqD-cartesian applicative structures. First of all, we introducethe crucial de�nitionDe�nition 7.1 A set D is a set-theoretical applicative structure over a set UD,if 1. UD \ (D �D) = ;2. D � P((D �D) [ UD); 30



3. 8d1; d2 2 D: 9!d3 2 D: (d2; d3) 2 d1.In the above de�nition the set UD plays the rôle of a set of Urelementen usedfor tagging di�erent copies of the same graph. The condition on UD allows tointroduce the notion of set-theoretical applicative structure even in an atomlessuniverse.De�nition 7.2 A functional set-theoretical applicative structure is a set-theore-tical applicative structure D such that D � DD.The above de�nitions are justi�ed by the following obvious fact:Proposition 7.1 Let D be a set-theoretical applicative structure. Then thestructure (D; �D), whered1 �D d2 = d3 () (d2; d3) 2 d1 ;is an applicative structure.The following proposition shows that the existence of set-theoretical ap-plicative structures is sensitive to the foundation/antifoundation properties ofthe universe.Proposition 7.2 1. The Foundation Axiom implies that there are no set-theoretical applicative structures.2. BAFA (see [Acz88]) implies that all functional applicative structures areapplicatively isomorphic to an extensional set-theoretical applicative struc-ture.3. ZF�X1 (see Appendix A) implies that there are no non-trivial functionalset-theoretical applicative structures.Proof1) Immediate, since a set-theoretical applicative structure is a non-wellfoundedset.2) Immediate from the de�nition of BAFA.3) Immediate from the strong extensionality of a universe satisfying X1.Hence the theory of set-theoretical applicative structures is most interestingwhen the universe satis�es the Axiom X1 of [FH83] (see Appendix A). In thiscase, the universe itself satis�es the well known strong extensionality property,which amounts to the fact that the universe is strongly extensional and �nalP( )-coalgebra (see Appendix A).The following proposition illuminates on the connections between set-theore-tical applicative structures and 	EqD -cartesian coinduction principles in a uni-verse satisfying X1. 31



Proposition 7.3 Assume ZF�X1.1. Any applicative structure of cardinality � is applicatively isomorphic to aset-theoretical applicative structure D over a set UD of cardinality �.2. Let D be a set-theoretical applicative structure over the set UD. Then(D; �D) is an EqD-cartesian applicative structure, for EqD de�ned byd EqD d0 , d\UD = d0\UD. Moreover (D; idD) is a strongly extensionalH	EqDjUDj -coalgebra in Set�.3. Any EqD-cartesian applicative structure is applicatively isomorphic to aset-theoretical applicative structure over a set UD whose cardinality is thecardinality of the equivalence classes of EqD.Proof Straightforward using the de�nitions.It is somewhat funny to point out that the very last proposition of thispaper was actually what triggered the whole investigation carried out in thepaper itself.8 Concluding remarks� In [HL95], we had given already a proof of the fact that the theory �vis Eqv-cartesian. The proof which derives from the general method ofSection 5 is conceptually simpler. The results concerning the strategies land v, and techniques in Section 6 are essentially those of [Len98].� In this paper we did not fully address all possible natural questions whichcan arise in connection with the operator 	EqD , let alone all the otheroperators of Section 2. For instance, one could ask whether �n is Eqn-cartesian. Although we con�dently conjecture that this is the case, theproof could be extremely technical, since in de�ning +on for abstractionsone should test termination on in�nitely many closed terms.Some interesting observations concerning the other operators can be madereadily. For example, the �nEq� -coinduction principle, for n > 1, is clearlyunsound for lazy strategies, but it is sound for those strategies which yieldextensional term models such as h; n; o. More general results, however,seem extremely hard to establish.References[Abr89] S.Abramsky. The lazy lambda-calculus, Research Topics in Func-tional Programming, D.Turner ed., Addison Wesley, 1989, 65{116.32
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[TR98] D.Turi, J.J.M.M.Rutten. To appear in Math. Struct. in Comp. Sci-ence, 1998.A Non-wellfounded setsNon-wellfounded sets are elements of a Universe of a Zermelo Fr�nkel-like set-theory ZF�X1. ZF�X1 is the theory consisting of the axioms extensionality,Pairing, Union, Power Set, Replacement, In�nity, Choice, and the Antifounda-tion Axiom X1 of [FH83] (or equivalently, by the Antifoundation Axiom AFAof [Acz88]).Let V denote the Universe of sets (without atoms).De�nition A.1 (X1) Let X be a set. For every function f : X ! P(X), thereis a unique function g : X ! V which makes the following diagram commuteX f //g �� P(X)g+||yyyyyyyyVI.e., for all x 2 X, g(x) = fg(y) j y 2 f(x)g :It is interesting to point out that X1 express precisely the fact that theuniverse V is �nal coalgebra for the functor P(�).The Antifoundation Axiom X1 yields immediately a coinductive characteri-zation of equality between sets, i.e. strong extensionality ([FH83, Acz88]).Proposition A.1 (strong extensionality) Two sets x; y are equal if and onlyif there exists a �+-bisimulation R such that x R y, where �+ is the followingoperator on relations of the universe V :�+(R) = f(x; y) j 8x1 2 x: 9y1 2 y: x1 R y1 ^ 8y1 2 y: 9x1 2 x: x1 R y1g :The notion of �+-bisimulation was called id-admissible relation in [FH83].B Coalgebraic description of coinductionIn this appendix we recall the categorical coalgebraic description of coinduction.This arises from the Final Semantics Paradigm introduced by Aczel ([Acz88,AM89]), and further developed by Rutten and Turi ([RT93, Tur96, Rut96]).Coalgebraically, coinduction principles for reasoning on the possibly circularand in�nite objects of a data type X arise when X can be viewed as F -coalgebrafor a suitable endofunctor F : C ! C. 35



De�nition B.1 Let F : C ! C be a functor. An F -coalgebra is a pair (X;�X),where �X : X ! F (X) is a morphism of C.The F -coalgebras are the objects of a category whose morphisms between F -coalgebras (X;�X) and (Y; �Y ) are morphisms f : X ! Y of the category Csuch that the following diagram commutesX f //�X �� Y�Y��F (X) F (f) // F (Y )The categorical counterpart of the the set-theoretic notion of maximal �x-point is the notion of �nal F -coalgebra.The categorical counterpart of the set-theoretic notion of bisimulation isthe notion of F -bisimulation. We give the de�nition of F -bisimulation in thecategory Set�:De�nition B.2 An F -bisimulation on the F -coalgebras (X;�X) and (Y; �Y )is a set-theoretic relation R � X � Y such that there exists an arrow of C,
 :R! F (R), making the following diagram commute:X�X �� R�1oo �2 //
�� Y�Y��F (X) F (R)F (�1)oo F (�2) // F (Y )De�nition B.3 (strong extensionality) An F -coalgebra, (U; �U ), is stronglyF -extensional if for all u; u0 2 U ,u = u0 () 9 R F -bisimulation on (U; �U ): u R u0 :We recall the crucial theorem of the Final Semantics Paradigm, which allowsto characterize coinductively the equivalence induced by the unique F -coalgebramorphism into the �nal F -coalgebra ([Acz88, RT93]):Theorem B.1 Let F preserve weak pullbacks, and let (X;�X) be an F -coalgebra.If there exists �nal F -coalgebra (U; �U ), then the equivalence �f induced by theunique morphism f : (X;�X)! (U; �U ) can be characterized as follows:�f = [fR j R is an F -bisimulation on (X;�X )g :
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