
University of CaliforniaLos Angeles

Wireless Network Multicasting
A dissertation submitted in partial satisfactionof the requirements for the degreeDoctor of Philosophy in Computer SciencebyChing-Chuan Chiang

1998



c Copyright byChing-Chuan Chiang1998



The dissertation of Ching-Chuan Chiang is approved.
Lixia Zhang

Mani B. Srivastava
Jack W. Carlyle

Mario Gerla, Committee Chair

University of California, Los Angeles1998
ii



To my family

iii



Table of Contents1 Introduction : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11.2 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31.3 Research Overview and Contributions . . . . . . . . . . . . . . . . 51.3.1 Network Infrastructure . . . . . . . . . . . . . . . . . . . . 51.3.2 Routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61.3.3 Multicasting . . . . . . . . . . . . . . . . . . . . . . . . . . 61.3.4 Simulation and Performance Evaluation . . . . . . . . . . 71.4 Organization of the Dissertation . . . . . . . . . . . . . . . . . . . 72 Multihop, Mobile Wireless Network Infrastructure : : : : : : : 92.1 Cluster and Token Infrastructure . . . . . . . . . . . . . . . . . . 102.2 Clustering (Least Clusterhead Change (LCC) Algorithm) . . . . . 122.3 MAC layer (Token Scheduling Channel Access Scheme) . . . . . . . 152.4 Gateway Code Scheduling (GCS) . . . . . . . . . . . . . . . . . . 162.5 Routing Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . 172.6 MAC and Routing Experiments . . . . . . . . . . . . . . . . . . . 202.6.1 Mobility Model . . . . . . . . . . . . . . . . . . . . . . . . 202.6.2 Simulation Parameters . . . . . . . . . . . . . . . . . . . . 212.6.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . 223 Multicasting with RP : : : : : : : : : : : : : : : : : : : : : : : : : : 25iv



3.1 Core Based Tree Multicast . . . . . . . . . . . . . . . . . . . . . . 253.1.1 Multicast Tree graft and prune . . . . . . . . . . . . . . . 263.1.2 Multicast Tree recon�guration . . . . . . . . . . . . . . . . 273.1.3 Simulation & Performance Evaluation . . . . . . . . . . . . 293.2 Hard State versus Soft State Tree Maintenance . . . . . . . . . . 343.2.1 Hard State Protocol . . . . . . . . . . . . . . . . . . . . . 353.2.2 Soft State Protocol . . . . . . . . . . . . . . . . . . . . . . 373.2.3 Simulation & Performance Evaluation . . . . . . . . . . . . 383.3 RP Tree Multicast Strategies . . . . . . . . . . . . . . . . . . . . 453.3.1 Shared Tree Multicast . . . . . . . . . . . . . . . . . . . . 493.3.2 Adaptive Tree Multicast . . . . . . . . . . . . . . . . . . . 513.3.3 Per-Source Tree Multicast . . . . . . . . . . . . . . . . . . 543.3.4 RP Dynamic Relocation . . . . . . . . . . . . . . . . . . . 553.3.5 Simulation & Performance Evaluation . . . . . . . . . . . . 594 Multicasting without RP : : : : : : : : : : : : : : : : : : : : : : : : 714.1 Flooding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 714.1.1 Reverse Path Forwarding (RPF) . . . . . . . . . . . . . . . 724.1.2 Packet ID duplicate detection . . . . . . . . . . . . . . . . 734.2 Per-Source Multicast: Wireless extension of DVMRP . . . . . . . 734.2.1 Leaf Node Detection . . . . . . . . . . . . . . . . . . . . . 744.2.2 Dynamic Grafting/Pruning . . . . . . . . . . . . . . . . . 754.2.3 RPF vs. Packet ID duplicate detection . . . . . . . . . . . 77
v



4.2.4 Protocol Overhead . . . . . . . . . . . . . . . . . . . . . . 784.3 Forwarding Group Multicast Protocol (FGMP) . . . . . . . . . . 794.3.1 FG Maintenance via Receiver Advertising (FGMP-RA) . . 834.3.2 FG Maintenance via Sender Advertising (FGMP-SA) . . . 844.3.3 Protocol Overhead . . . . . . . . . . . . . . . . . . . . . . 854.4 Simulation Environment & Performance Evaluation . . . . . . . . 864.4.1 Simulation Environment . . . . . . . . . . . . . . . . . . . 864.5 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . 874.5.1 Throughput & E�ciency . . . . . . . . . . . . . . . . . . . 874.5.2 Forwarding Group Size . . . . . . . . . . . . . . . . . . . . 894.5.3 Channel & Storage Overhead . . . . . . . . . . . . . . . . 894.5.4 Light Load Tra�c Performance . . . . . . . . . . . . . . . 925 On-Demand Multicast : : : : : : : : : : : : : : : : : : : : : : : : : 955.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 955.2 On-Demand Routings . . . . . . . . . . . . . . . . . . . . . . . . . 975.3 On-Demand FGMP . . . . . . . . . . . . . . . . . . . . . . . . . . 1005.3.1 On-Demand Request phase . . . . . . . . . . . . . . . . . 1005.3.2 Next hop Recovery phase . . . . . . . . . . . . . . . . . . . 1015.3.3 Refresh Strategy . . . . . . . . . . . . . . . . . . . . . . . 1035.3.4 Optimal next hops . . . . . . . . . . . . . . . . . . . . . . 1045.4 Simulation & Performance Evaluation . . . . . . . . . . . . . . . . 1055.4.1 Performance Evaluation . . . . . . . . . . . . . . . . . . . 106
vi



5.4.2 Channel Utilization . . . . . . . . . . . . . . . . . . . . . . 1075.4.3 Storage Overhead . . . . . . . . . . . . . . . . . . . . . . . 1105.4.4 Throughput & E�ciency . . . . . . . . . . . . . . . . . . . 1115.4.5 Forwarding Group Size . . . . . . . . . . . . . . . . . . . . 1125.4.6 Delay & Hops . . . . . . . . . . . . . . . . . . . . . . . . . 1136 Reliable Multicast : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1166.1 The Reliable Multicast Problem . . . . . . . . . . . . . . . . . . . 1176.2 Scalable Reliable Multicast (SRM) . . . . . . . . . . . . . . . . . 1176.2.1 Session Messages . . . . . . . . . . . . . . . . . . . . . . . 1186.2.2 Loss Recovery Algorithm . . . . . . . . . . . . . . . . . . . 1196.3 FGMP + SRM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1206.4 Unicast patching for FGMP-RA . . . . . . . . . . . . . . . . . . . 1216.5 Simulation & Performance Evaluation . . . . . . . . . . . . . . . . 1226.5.1 Performance Evaluation . . . . . . . . . . . . . . . . . . . 1227 Conclusions and Future Work : : : : : : : : : : : : : : : : : : : : : 1287.1 On-demand and Hierarchical Multicast . . . . . . . . . . . . . . . 1297.2 Quality of Service (QoS) and RSVP . . . . . . . . . . . . . . . . . 1297.3 Wireless Multicast Flow Control . . . . . . . . . . . . . . . . . . . 1297.4 Reliable Multicast . . . . . . . . . . . . . . . . . . . . . . . . . . . 130A RP Trees Multicast Protocols : : : : : : : : : : : : : : : : : : : : : 131A.1 Shared Tree Multicast : Unicast Sender Mode . . . . . . . . . . . 132
vii



A.2 Shared Tree Multicast : Multicast Sender Mode . . . . . . . . . . 133A.3 Adaptive Tree multicast . . . . . . . . . . . . . . . . . . . . . . . 134A.4 Examples of RP Dynamic Relocation . . . . . . . . . . . . . . . . 136B FGMP Protocols : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 140B.1 FGMP-RA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140B.2 On-Demand FGMP: Join Request . . . . . . . . . . . . . . . . . . 141Bibliography : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 144

viii



List of Figures2.1 Cluster changes vs. Transmission Power . . . . . . . . . . . . . . 132.2 Clustering among 100 hosts, Transmission Power=120 . . . . . . . 142.3 Average delay of CGSR+PTS+GCS with multiple radio . . . . . 172.4 Routing examples (from node 1 to node 11) . . . . . . . . . . . . 182.5 Mobility Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202.6 Throughput of CGSR� and DSDV . . . . . . . . . . . . . . . . . 243.1 Performance comparison of ACK tree and REQ tree . . . . . . . . 273.2 Loop example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293.3 Initial multicast tree . . . . . . . . . . . . . . . . . . . . . . . . . 303.4 Recon�g. & control pkts vs group size . . . . . . . . . . . . . . . . 313.5 Total # of transient loops . . . . . . . . . . . . . . . . . . . . . . 323.6 Recon�g. & control pkts vs group size . . . . . . . . . . . . . . . . 333.7 Control packet O/H . . . . . . . . . . . . . . . . . . . . . . . . . . 343.8 Average JOIN latency . . . . . . . . . . . . . . . . . . . . . . . . 353.9 Soft State: impact of Trefresh and mobility . . . . . . . . . . . . . 403.10 Ttimeout = N * Trefresh @ mobility = 0.45 km/hr . . . . . . . . . . 413.11 Trefresh @ mobility = 0.45 km/hr . . . . . . . . . . . . . . . . . . 413.12 Ttimeout = N * Trefresh @ mobility = 72 km/hr . . . . . . . . . . . 423.13 Trefresh @ mobility = 72 km/hr . . . . . . . . . . . . . . . . . . . 423.14 Join Latency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 443.15 Control Messages . . . . . . . . . . . . . . . . . . . . . . . . . . . 45ix



3.16 Throughput . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 463.17 Example of unicast sender mode . . . . . . . . . . . . . . . . . . . 503.18 Example of multicast sender mode . . . . . . . . . . . . . . . . . 503.19 Examples of adaptive tree multicast . . . . . . . . . . . . . . . . . 533.20 Examples of per-source tree multicast . . . . . . . . . . . . . . . . 543.21 Heavy load experiments; uniform mobility . . . . . . . . . . . . . 633.22 Light load; uniform mobility . . . . . . . . . . . . . . . . . . . . . 653.23 Heavy load; 2-level mobility . . . . . . . . . . . . . . . . . . . . . 663.24 Light load; 2-level mobility . . . . . . . . . . . . . . . . . . . . . . 673.25 Light load; 2-level mobility (only senders move) . . . . . . . . . . 683.26 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . 704.1 Example of upstream change . . . . . . . . . . . . . . . . . . . . . 764.2 Throughput of adaptive vs. non-adaptive DVMRP . . . . . . . . 774.3 Throughput of DVMRP . . . . . . . . . . . . . . . . . . . . . . . 794.4 An example of FGMP . . . . . . . . . . . . . . . . . . . . . . . . 804.5 Example of Forwarding tables (FGMP-RA) . . . . . . . . . . . . . 854.6 Throughput . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 894.7 Performance of Flooding, DVMRP, and FGMP (Type 1, Load A) 904.8 Forwarding Group Size comparison . . . . . . . . . . . . . . . . . 914.9 Control Channel Overhead . . . . . . . . . . . . . . . . . . . . . . 924.10 Multicast Storage O/H (Type 2 con�guration) . . . . . . . . . . . 934.11 Performance in Light Load Multicast Tra�c (mean = 50 ms) . . . 94
x



5.1 Channel Usage by RTU . . . . . . . . . . . . . . . . . . . . . . . . 975.2 Total number of transmissions of RTU . . . . . . . . . . . . . . . 975.3 An example of On-Demand Routing . . . . . . . . . . . . . . . . . 995.4 Example of Forwarding tables for FGMP-RA . . . . . . . . . . . . 1065.5 Channel Utilization of FGMP-SA (Bellman-Ford) [One-to-Many] . . . . . . 1085.6 Channel Utilization of FGMP-SA (On-Demand) [One-to-Many] . . . . . . . 1085.7 Control Messages of FGMP-SA (Bellman-Ford) [One-to-Many] . . . . . . . 1095.8 Control Messages of FGMP-SA (On-Demand) [One-to-Many] . . . . . . . . 1095.9 Throughput [One-to-Many] . . . . . . . . . . . . . . . . . . . . . . . 1105.10 Multicast E�ciency [One-to-Many] . . . . . . . . . . . . . . . . . 1105.11 Size of Forwarding Group (jFGj) [One-to-Many] . . . . . . . . . . . 1125.12 Average number of RTE [One-to-Many] . . . . . . . . . . . . . . . . 1125.13 Average Delay [One-to-Many] . . . . . . . . . . . . . . . . . . . . . . . 1135.14 Average Hops [One-to-Many] . . . . . . . . . . . . . . . . . . . . . . . 1135.15 Throughput [One-to-Many] . . . . . . . . . . . . . . . . . . . . . . . 1145.16 Average number of RTE [Many-to-Many] . . . . . . . . . . . . . . . 1145.17 Throughput [Many-to-Many] . . . . . . . . . . . . . . . . . . . . . . . 1155.18 Average Delay [Many-to-Many] . . . . . . . . . . . . . . . . . . . . . . 1156.1 SRM Loss Recovery: upon hearing B's response to A's request, Sdoes not respond. . . . . . . . . . . . . . . . . . . . . . . . . . . . 1196.2 Performance Evaluation of SRM . . . . . . . . . . . . . . . . . . . 1236.3 Patch O/H . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
xi



6.4 Performance Measure of Patch . . . . . . . . . . . . . . . . . . . . 1256.5 Patch Comparison of SRM vs. Unicast Patching . . . . . . . . . . 1266.6 Patch Comparison of SRM vs. Unicast Patching (2-level Mobility) 127A.1 Examples of multicast protocols . . . . . . . . . . . . . . . . . . . 136A.2 Total Length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137A.3 Max Height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138A.4 Total Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

xii



List of Tables2.1 Simulation Topology and Parameters . . . . . . . . . . . . . . . . 223.1 parameters of higher throughput . . . . . . . . . . . . . . . . . . . 434.1 Reooding period . . . . . . . . . . . . . . . . . . . . . . . . . . . 784.2 Format of join request packet . . . . . . . . . . . . . . . . . . . . 824.3 Format of member table at the sender . . . . . . . . . . . . . . . 834.4 Format of forwarding table FW . . . . . . . . . . . . . . . . . . . 844.5 Multicast Tra�c Load . . . . . . . . . . . . . . . . . . . . . . . . 875.1 Format On-Demand routing table entry . . . . . . . . . . . . . . . 1025.2 Format of on-demand join request/sender info packet . . . . . . . 1025.3 Routing table of node 12 for �gure 4.5 . . . . . . . . . . . . . . . 1055.4 Routing table of node 12 for �gure 5.4 . . . . . . . . . . . . . . . 1055.5 Routing table of node 12 with next hop list . . . . . . . . . . . . . . 1055.6 Soft state parameters . . . . . . . . . . . . . . . . . . . . . . . . . 107

xiii



Acknowledgments
I owe the deepest gratitude to Professor Mario Gerla, my advisor, for hisguidance, support, and kindness throughout my years at UCLA. He motivatedand inspired me during every stage of the writing process. I am thankful toProfessor Lixia Zhang who provided me with additional advice and insights intoseveral aspects of this thesis. I would like to thank Professor Jack Carlyle andMani Srivastava for their patience and willingness to be on my committee. Igreatly thank Professor Mani Srivastava for agreeing to be on my committee atan extremely short notice. I am grateful to Professor Jack Carlyle for his helpduring my �rst year at UCLA.I am indebted to many friends and colleagues (Jei-Chen Wu, Winston Liu,Tsuwei Chen, Ronn Ritke, William Su, Hsiao-Kuang Wu, Guangyu Pei, GurpreetMultani, and James Stepane) for their contributions to my work.Finally, the acknowledgments would not be complete without mention of mywife, Ya-Ching Wang, whose encouragement and love has always supported meduring my most productive period, and of my parents whose faithful support hascontinued over the years.This research has been supported by the fellowship from Chung-Cheng Insti-tute of Technology.

xiv



Vita1964 Born, PingTung, Taiwan, R.O.C.1983{1987 B.S. (Applied Mathematics), Chung-Cheng Institute of Tech-nology, TaoYuan, Taiwan, R.O.C.1987{1989 Teaching Assistant, Computer Science Department, Chung-Cheng Institute of Technology, TaoYuan, Taiwan, R.O.C.1989{1991 M.S. (Computer Science and Information Engineering), Na-tional Taiwan University, Taipei, Taiwan, R.O.C.1991{1994 Instructor, Computer Science Department, Chung-Cheng Insti-tute of Technology, TaoYuan, Taiwan, R.O.C.1994{present Ph.D, Computer Science Department, UCLA.

xv



Publications
Ching-Chuan Chiang, Mario Gerla and Lixia Zhang, \Forwarding GroupMulticast Protocol (FGMP) for Multihop, Mobile Wireless Networks", in Spe-cial Issue of Cluster Computing: the Journal of Networks, Software Tools andApplications, Vol. 1, No. 2, 1998.Ching-Chuan Chiang and Mario Gerla, \Routing and Multicast in Multi-hop, Mobile Wireless Networks", in IEEE International Conference on UniversalPersonal Communications (ICUPC'97), San Diego, California, 1997.Ching-Chuan Chiang, Mario Gerla and Lixia Zhang \Shared Tree WirelessNetwork Multicast", in IEEE 6th International Conference on Computer Com-munications and Networks (ICCCN'97), Las Vegas, Nevada, 1997.Ching-Chuan Chiang, Eric Hsiao-Kuang Wu, Winston Liu, and Mario Gerla,\Routing in Clustered Multihop, Mobile Wireless Networks with fading chan-nel", in The IEEE Singapore International Conference on Networks (SICON97),Singapore, 1997.Ching-Chuan Chiang and Mario Gerla, \Routing in Clustered Multihop, Mo-bile Wireless Networks", in Proceedings of 11th International Conference on In-formation Networking (ICOIN11), Taipei, Taiwan, R.O.C., 1997.Winston Liu, Ching-Chuan Chiang, Hsiao-KuangWu, Vikas Jha, Mario Gerla

xvi



and Rajive Bagrodia, \Parallel Simulation Environment for Mobile Wireless Net-works", in 1996 Winter Simulation Conference Proceedings (WSC'96), San Diego,CA, 1996.

xvii



Abstract of the DissertationWireless Network MulticastingbyChing-Chuan ChiangDoctor of Philosophy in Computer ScienceUniversity of California, Los Angeles, 1998Professor Mario Gerla, ChairWireless networks provide mobile users with ubiquitous communicating capa-bility and information access regardless of location. Conventional ground radionetworks are the \last hop" extension of a wireline network, thus supportingonly single hop communications within a \cell". In this dissertation we addressa novel type of wireless networks called \multihop" networks. As a di�erencefrom \single hop" (i.e., cellular) networks which require �xed base stations inter-connected by a wired backbone, multihop networks have no �xed based stationsnor a wired backbone. The main application for mobile wireless multihoppingis rapid deployment and dynamic recon�guration. When the wireline network isnot available, as in battle�eld communications and search and rescue operations,multihop wireless networks provide the only feasible means for ground commu-nications and information access. Multihopping poses several new challenges inthe design of wireless network protocols. We focus on multicasting in this thesis.The multicast service is critical in applications characterized by the closecollaboration of teams (e.g., rescue patrol, battalion, scientists, etc.) with au-dio/video conferencing requirements and sharing of text and images. Multicast-ing in a multihop wireless network is much more complex than in cellular wirelessxviii



networks where all mobiles in a cell can be reached in a single hop. In fact, oneor more multicast structures (e.g., trees) are maintained in the multihop networkto e�ciently deliver packets from sources to destinations in the multicast group.Multicast solutions similar to those used in mesh wireline networks such as theInternet might be considered. Yet, these solutions are not directly applicable towireless networks because of the mobility of the users and the dynamically chang-ing topology. In this dissertation we evaluate various popular multicast protocolsvia simulations and propose new protocols which are well suitable for multihopnetworks.This dissertation mainly covers �ve areas: (1) Cluster-Token infrastructureand cluster routing; (2) Shared tree wireless multicast routing protocols; (3)Wireless multicast routing without Rendezvous Points; (4) On-demand wirelessmulticast; (5) Reliable wireless multicast.
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CHAPTER 1Introduction1.1 MotivationData transmission between multiple senders and receivers is becoming increas-ingly important in today's networks. There are many applications for sendingdata from a single source to multiple destinations (e.g., audio/video broadcast-ing), or from multiple senders to multiple receivers (e.g., teleconference). Multi-casting reduces the communication costs for applications that send the same datato multiple recipients. Instead of sending data via multiple unicasts, multicas-ting minimizes the link bandwidth consumption, sender and router processing,and delivery delay. In addition, multicasting provides a simple and robust com-munication mechanism when the receivers' individual addresses are unknown orchangeable. In wireless networks, it is very important to reduce transmissionoverhead and power consumption, due to the limitation of the wireless channel.Multicasting can improve the utilization of the wireless link when sending mul-tiple copies of messages, and exploit the inherent broadcast property of wirelesstransmission. Each multicast group has a unique multicast identi�er. Each mul-ticast address identi�es a host group [CD85], namely a group of hosts that shouldreceive a packet sent to that address. Membership management protocols, e.g.,IGMP [Dee89], provide the membership information for data forwarding. Themulticast group maintenance protocols should be adaptive to the dynamic change
1



of the group membership. Such management protocols are especially importantand challenging in a mobile environment because group members need to betraced.This dissertation covers the topic of multicast, speci�cally for wireless net-works. Wireless terrestrial networks provide mobile users with ubiquitous com-municating capability and information access regardless of the location. Broadlyspeaking, we can de�ne two types of wireless networks: (a) cellular networks, and(b) instant infrastructure, multihop networks. In cellular radio networks [TIA92,Goo90] mobile users communicate in a single hop with a base station, which isin turn connected to a wired backbone. In multihop wireless networks, in con-trast, there are no �xed base stations. Transmissions to the intended destinationmust travel one or more wireless hops. The main application of wireless multi-hop networks is rapid deployment in areas where there is no wired infrastructure(e.g., the battle�eld) or where the infrastructure has failed (e.g., earthquake,�re, ood relief, etc.). Examples of multihop implementations are ad-hoc net-works [Joh94, PB94] and packet radio networks [CE95, JT87].Multihopping poses new challenges in wireless network protocol design. Forexample, mobile-IP routing protocols developed for cellular-type networks [IDJ91]cannot be directly applied to the multihop case since there is no �xed homeagent to serve as routing reference. Multicasting, in particular, is very chal-lenging in a multihop environment. Again, traditional wired network multicastprotocols [BFC93, DC90] cannot be directly applied to this environment. Forexample, in the Internet multicast backbone (MBone) application, the multicastprotocol DVMRP [DC90] uses the reverse path forwarding (RPF) protocol todeliver multicast packets. In reverse path forwarding, a router forwards a broad-cast packet originating at source S if and only if it has arrived via the shortest
2



path to S. If source S moves rapidly, it is possible that its packet arrives froma direction di�erent than indicated by the the local routing table (which has notyet been updated). Thus, the router will fail to forward the packet [ABB96].In addition, periodic full broadcasts in DVMRP introduce costly overhead onthe low bandwidth wireless channel and is not suitable for a sparsely distributedmembership.Mobility is clearly the main challenge in wireless multicast, posing the fol-lowing problems: (a) sources move, making source-oriented protocols ine�cient;(b) multicast group members move, thus requiring an easily recon�gurable mul-ticast tree topology; (c) transient loops may form during tree recon�guration; (d)channel overhead caused by tree recon�guration updates tends to increase veryrapidly with mobility, network size and membership size.1.2 Previous WorkIn wired network such as the Internet, there are two popular wired networkmulticast schemes: per-source shortest tree and shared tree. The per-source treescheme consists of broadcasting the packet from the source to all destinationsalong the source tree using \reverse path forwarding". An arbitrary network nodewill accept the packet broadcast by source S as long as the packet is receivedfrom the shortest path emanating from S. This provision is required in orderto avoid endless looping. Examples of per-source tree multicast protocols areDVMRP [DC90] and PIM dense mode [DEF97]. Per-source tree multicastinghas many attractive properties. To begin, the shortest tree information fromeach source to all destinations generally comes for free since it is embedded inthe routing tables of the most common routing algorithms such as Distance Vectorand Link State. Furthermore, source tree multicast distributes the tra�c evenly3



in the network (assuming that sources and receivers are evenly distributed); itrequires minimal initialization and maintenance; and it does not rely on a centralcontrol point (e.g., rendezvous point). In mobile networks, however, the per-source tree approach presents a problem. Suppose a source moves faster thanthe routing tables can track it. In this case, some of the nodes have obsoleterouting tables which point in the \wrong direction". Following the \reverse pathforwarding" principle, multicast packets are dropped at such nodes and may neverreach some of the receivers.Another popular wired network scheme is shared-tree multicast. In thisscheme, a single tree rooted at a Rendezvous Point (RP ) is maintained (insteadof many per-source trees). Examples of shared-tree approach are CBT [BFC93,CZ95] and PIM sparse mode [DEF96]. The shared tree is less sensitive to sourcemobility and can in part overcome the above mentioned fast moving source prob-lem. Namely, a very fast source will send its packet to the RP in unicast mode.Packets are correctly delivered to the RP on the shortest paths, irrespective ofthe speed of the source. The RP will then multicast the packet on the sharedtree to the intended destinations. This works as long as the shared tree is stable.If ALL the nodes are moving fast (relative to routing table updates), the sharedtree solution also fails.Some wireless multicast protocols have been proposed [ABB96, CB95, PR97].Protocol of [ABB96] modi�es IP multicast and is designed for single hop wirelessnetworks. The scheme proposed in [CB95] is a RP -based multicast combiningresource reservation and admission control. A link level reliable broadcast scheme,per-source tree based, is studied in [PR97], which is able to provide reliablebroadcast services to all members and is more exible than spanning tree andmore e�cient than ooding.
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1.3 Research Overview and ContributionsMost multicast protocols work well with static networks. However, to support ane�cient and adaptive multicasting for a very dynamic network (especially multi-hop) is very challenging. In this dissertation we work on this \ad-hoc" networkand evaluate various existing multicast schemes. New multicast strategies areproposed to achieve better performance. Protocol evaluations are performed viaa detailed simulator which provides an exible way to verify and monitor theprotocol behavior.1.3.1 Network InfrastructureThe infrastructure proposed in this dissertation is a clustered multihop infras-tructure [CWL97, GT95]. A number of mobile nodes are grouped into a clusteraccording to a distributed clustering algorithm. Clustering provides an e�cientaccess control for wireless channel and spatial reuse, which increases the capacityand the utilization of a wireless channel. We propose a clustering scheme (LCC)which has better stability than previous clustering schemes, and thus provides amore stable infrastructure for upper layer protocols such as routing and multi-casting. Within a cluster, the channel access is controlled by a token which isscheduled by the clusterhead. Nodes are moving based on a three-state Markovchain probability model. The cluster structure is automatically maintained ac-cording to the clustering algorithm when nodes move and topology changes. Theclusterhead monitors and schedules the token. A new token is created when theclusterhead detects a token loss. A 2-level mobility model is used to improvethe scalability of cluster and/or multicast structure in some experiments, wherenodes are subdivided in two classes, slow and fast, at network initialization.
5



1.3.2 RoutingMost multicast protocols are designed independent of the underlying routingscheme. Some multicast schemes like DVMRP need routing information to detectthe duplicate packets and to direct packet forwarding. A distance vector typerouting protocol, Destination-Sequenced Distance-Vector (DSDV), is used formost experiments. DSDV has the same complexity as Bellman-Ford or RIP, butwith better protection against loops. A hierarchical cluster routing protocol hasbeen proposed to take advantage of the cluster-token infrastructure. On-demandrouting strategies are also exploited for supporting on-demand multicasting.1.3.3 MulticastingThe major focus of this dissertation is on the multicasting for wireless networks.Various existing multicast protocols have been studied to explore their problemsin mobile wireless networks. Variants of CBT, DVMRP, and PIM are modi�edin order to apply to our infrastructure. Two multicast maintenance schemes,soft state and hard state, are evaluated for mobile environments. The soft statescheme is more exible and e�cient than the hard state scheme and adapts wellwith mobility, making it very suitable for dynamically changing environments. Anew multicast protocol, FGMP, is proposed for mobile wireless networks. FGMPtakes advantage of inherent wireless transmission property and is very suitable fordynamic network topologies. The forwarding group concept is adopted in FGMPwhich maintains and forwards multicast tra�c based on forwarding nodes ratherthan on multicast tree links like most multicast schemes. We also propose anOn-Demand multicast which uses on-demand routing to reduce the storage andchannel overhead of routing tables. Without routing table updates, on-demandmulticast is able to scale well with increasing network and multicast member size.6



In addition, on-demand multicast achieves better performance at high mobility.Reliable multicast, which provides a con�dential delivery of multicast packets, isvery important for the wireless channel. An application level reliable multicaststrategy, SRM, has been adopted and simulated with FGMP.1.3.4 Simulation and Performance EvaluationIn order to evaluate the performance of various protocols, a simulator based ona parallel simulation language, Maisie, has been developed. The Maisie simu-lation environment has been implemented on a variety of workstation systems(SunOs, Solaris, and Linux etc.), on distributed memory multiprocessor systemslike IBM/SP2, and on a shared memory system (Sparc 1000). This simulatorprovides a fancy graphic interface which is very useful in debugging, verifying,and re�ning the protocols. Statistical values for the simulation are collected tomeasure the performance. The performance metrics include throughput, dupli-cate packets, average delay, average hops, loss rate, channel overhead, and storageoverhead.1.4 Organization of the DissertationThis dissertation focuses on the multicast protocol design and performance eval-uation for multihop, mobile wireless networks. In chapter 2, we present the net-work infrastructure we envision; clustering, MAC scheme, and routing strategiesare described as well. Chapter 3 discusses multicast protocols using RendezvousPoint(s). Shared tree multicast schemes belong to this category. An adaptivemulticast scheme is proposed for mobile environments. Per-source tree multicastschemes and multicasting without a Rendezvous Point are studied in chapter 4,
7



and. FGMP is described and compared with other schemes. Chapter 5 intro-duces the On-demand multicast and shows the performance results. Chapter 6addresses the Scalable Reliable Multicast (SRM) [FJM95] and presents the im-plementation on our simulator. Chapter 7 contains the conclusions and directionsfor future research.

8



CHAPTER 2Multihop, Mobile Wireless NetworkInfrastructureWireless networks provide mobile users with ubiquitous communicating capabil-ity and information access regardless of the location. Cellular networks [TIA92,Goo90] or personal communication services (PCS) [LCN95] provide mobile userswith continuous network connectivity under the coverage of base stations (some-times called Mobile Support Stations, MSS, or Mobility Support Routers, MSR).Mobile users communicate directly via wireless channel with base stations whichare interconnected by a wired backbone (single hop). The network architec-ture under study is a wireless, mobile, multihop architecture. Unlike cellularor PCS systems, there are no �xed base stations connected by a wireline net-work. All nodes communicate via wireless channel with possible multihoppingover several mobile stations. The main motivation for mobile wireless multi-hopping is rapid deployment and dynamic recon�guration. When the wirelinenetwork is not available, as in battle�eld communications and search and rescueoperations, multihop wireless networks provide the only feasible means for groundcommunications and information accesses. Examples of such networks are ad-hocnetworks [Joh94, PB94] and packet radio networks [CE95, JT87]. The dynamicfeature in multihop mobile wireless networks leads to the problem of keeping trackof the topology connectivity [PB94]. The network protocols such as MAC layer
9



(channel access), routing, multicasting, etc., are more complicated than singlehop wireless networks. There have been various protocols proposed during thepast years [GT95, LG95, Lin96]. This research focuses on multicast in multihop,mobile wireless networks. The network infrastructure, MAC layer, and routingstrategies are introduced in this chapter.2.1 Cluster and Token InfrastructureThe aggregation of nodes into clusters under clusterhead control provides a con-venient framework for the development of e�cient protocols both at the MAClayer (e.g., code separation among clusters, channel access, bandwidth alloca-tion) and at the network layer (e.g., hierarchical routing) [GT95]. At the MAClayer, the main objective of clustering is e�cient use of the medium, while atthe network layer the hierarchical routing induced by clustering provides scala-bility and robustness to mobility. In our distributed clustering algorithm, nodesare elected as clusterheads based on preferential criteria (e.g., lowest ID number,etc.). All nodes within transmission range of a clusterhead belong to the samecluster. That is, all nodes in a cluster can communicate directly with a cluster-head and (possibly) with each other. Nodes belonging to more than one clusterare called gateways. Gateways support communications between adjacent clus-ters. Clustering provides an e�ective way to allocate wireless channels amongdi�erent clusters. Across clusters, we enhance spatial reuse by using di�erentspreading codes (i.e. CDMA [GJ91]). Within a cluster, we use a clusterheadcontrolled token protocol (i.e. polling) to allocate the channel among competingnodes. The token approach allows us to give priority to clusterheads in order tomaximize channel utilization and minimize delay. A clusterhead should get morechances to transmit because it is in charge of broadcasting within the cluster and10



of forwarding messages between mobile hosts which are not "connected". Thechannel access scheme is as follows:1: Initially, the clusterhead gets the permission token to access the radio chan-nel. It transmits any messages it has in its transmission queue.2: The clusterhead passes the token to one of its neighbors according to aseparately de�ned scheduling algorithm.3: The cluster node (regular node2) or gateway returns the token to its clus-terhead after it has transmitted its message(s) (if any).4: Repeat 1 to 3.For each cluster only one node, which gets the permission token, can access thechannel with an assigned code (CDMA). In some cases the permission token maybe lost. Such a case occurs when the node with the permission token moves out-side the cluster. Another case is when the host is a gateway. The gateway mightbe tuned to a di�erent code (i.e. di�erent cluster), thus missing the permissiontoken which is then lost. To overcome these problems, the clusterhead reissuesthe permission token after timeout.We can use a heuristic token scheduling algorithm (described in section 2.3)to choose the next neighbor host to get more e�cient channel utilization andmessage delivery performance. Also we can reserve some channel accesses (morechances) for real time or multimedia tra�cs.Polling was chosen here for several reasons. First, polling is consistent withthe IEEE 802.11 standard (Point Coordination Function) [CWK97]. Secondly,polling gives priority to the clusterhead, which is desirable since routes are forced2A regular node is a node which is neither a clusterhead nor a gateway
11



to go through clusterheads in the 2-level cluster routing. Third, polling permitseasy support of real time connections (which can be scheduled at periodic intervalsby the clusterhead). Fourth, in our experiments each cluster has on average sixneighbors (which is the optimal value in a uniform multihop architecture [KS78]);thus polling latency is not a critical concern. For larger cluster size the pollingscheme can be replaced by a polling/random access scheme, to reduce latency.This is accomplished by de�ning a two phase cycle. In the �rst phase, the clus-terhead transmits its packets and polls nodes with real time connections; in thesecond phase, backlogged nodes access the channel using the CSMA/CA proto-col [Kar90]. This latter scheme is also consistent with IEEE 802.11 (DistributedCoordination Function). In this thesis we only consider polling for simplicity.2.2 Clustering (Least Clusterhead Change (LCC) Algo-rithm)In a mobile network, an important criterion in cluster algorithm design is stability.Frequent clusterhead changes adversely a�ect the performance of other protocolssuch as scheduling and allocation. In our clustering algorithm (Least ClusterChange (LCC) clustering algorithm), only two conditions cause the clusterheadto change. One is when two clusterheads come within range of each other, andthe other is when a node becomes disconnected from any other cluster. This is animprovement (in stability) over existing algorithms which select the clusterheadevery time the cluster membership changes.Following is our clustering algorithm speci�cation.1 : At the start we use lowest-id cluster algorithm or highest-connectivity clus-ter algorithm to create initial clusters.12



0

10000

20000

30000

40000

50000

60000

70000

0 100 200 300 400 500 600 700 800 900 1000

N
um

be
r 

of
 c

lu
st

er
he

ad
 c

ha
ng

es

Transmission Power (meter)

highest-connectivity
lowest-id

LCC-highest-connectivity
LCC-lowest-id

Figure 2.1: Cluster changes vs. Transmission Power2 : When a non-clusterhead node in cluster i move into a cluster j, no cluster-head in cluster i and j will be changed (only cluster members are changed).3 : When a non-clusterhead node moves out of its cluster(s) and does notenter into any existing cluster, it becomes a new clusterhead, forming anew cluster.4 : When clusterhead C(i) from cluster i moves into the cluster j, it challengesthe corresponding clusterhead C(j). Either C(i) or C(j) will give up itsclusterhead position according to lowest-id or highest-connectivity (or someother well de�ned priority scheme).5 : Nodes which become separated from a cluster will recompute the clusteringaccording to lowest-id or highest-connectivity.Figure 2.1 shows that LCC further reduces clusterhead changes with respectto the existing schemes. We note that using LCC with lowest-id or highest-connectivity as the underlying mechanism does not make much di�erence.13



Figure 2.2 shows an example of clustering using LCC with lowest-id among100 nodes.
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Figure 2.2: Clustering among 100 hosts, Transmission Power=120One may also introduce the \preferential" condition that clusterheads arechosen among \slow moving" nodes. This way, the stability of hierarchical routing(and, consequently, of the forwarding group) is greatly improved. Beside theclusterhead election, additional procedures are required to manage clusters. Forexample, if spreading codes are used, the nodes must agree on a common control
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code for initialization and for recon�guration [GT95]; and on the selection oforthogonal codes in adjacent clusters, etc.Cluster maintenance protocols run continuously in the background in orderto adjust to node movements and dynamically recon�gure the cluster structureaccordingly. Average convergence time of the clusterhead election algorithm isO(1), that is, it does not depend on network size N and thus scales well [GT95].In fact, clusters are recon�gured as quickly as links are added/deleted. Thisproperty implies that the convergence of the routing algorithm (which operatesabove clustering) is not \slowed down" by the presence of clusters.2.3 MAC layer (Token Scheduling Channel Access Scheme)In this clusterhead-token infrastructure, we can use various token schedule schemesto improve the routing e�ciency. One way to do this is to give higher priorityto neighbors from which a packet was recently received. The clusterhead givesthe permission token to the upstream neighbor (gateway) in such a way that thepackets will be sent with the least delay. Here is a simple way to implementpriority-token-scheduling (PTS).� Initially every neighbor of a clusterhead has the same priority to receivethe token from the clusterhead.� When a data packet is transmitted by node i, the clusterhead increases thepriority of node i.� When the token returns from an empty queue at neighbor j, the clusterheaddecreases the priority of node j.
15



More generally, priority token scheduling allows us to forward high priority traf-�cs with the least delay. Moreover, dynamic scheduling permits us to reserve aportion of the channel by o�ering more transmission opportunities to real timeand multimedia sources.Previous cluster oriented schemes, such as cluster TDMA [GT95] and clustertoken [LG95], did not take full advantage of clusterheads. In our clusterheadoriented token scheme, the clusterhead plays an important role both in clusteringand in dynamic channel scheduling. As a result, LCC clustering is more stablethan previous clustering schemes, and token scheduling is more exible. It is easyfor a clusterhead to forward (broadcast) packets to downstream nodes, since aclusterhead has more chances to transmit, and all its neighbors can receive thepackets if their codes are selected correctly.2.4 Gateway Code Scheduling (GCS)On the other hand, we can use some heuristic code scheduling schemes for gate-ways to improve packets delivery from clusterheads to gateways. One better wayto improve the forwarding is to use a more heuristic code scheduling rather thanrandom scheduling. In this experiment, we give more priority to upstream clus-terhead of a gateway after this gateway transmits a packet to its downstreamclusterhead. The principle is that the gateway must switch its code to hear theupstream clusterhead in order to receive a packet after it sends out a packet toits downstream clusterhead. In the same way, the gateway will switch its code tothe downstream clusterhead in order to receive the permission token to forwardthe packet after it receives a packet from its upstream clusterhead.Current radio interface technology can't switch code at will. Multiple radio
16
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packet will be routed via C1, G1,C2,G2,C3,G3.., where Ci are clusterheads and Giare gateways. We call this routing strategy Clusterhead-Gateway Switch Rout-ing (CGSR). Figure 2.4 shows routing examples for DSDV, DSCR, and CGSR.Node 1 is the source and node 11 is the destination. The main di�erence withrespect to the previous schemes is that the packet is forced to pass through theclusterhead, avoiding gateway to getaway shortcuts as from node 5 to node 7in �gure 2.4. At �rst glance, this may seem to be a drawback rather than anadvantage since it increases path length. However, recalling that clusterheadshave more chances to transmit than other nodes, and that a gateway-to-gatewaytransmission requires that both gateways rendezvous on the same code, we realizethat the presence of a clusterhead between two gateways is well worth the costof the extra hop. Experiments verify this conjecture.We can further reduce packet delay by combining CGSR with priority tokenscheduling (CGSR+PTS), as discussed in section 2. We can go one step furtherand also add gateway code scheduling (CGSR+PTS+GCS). In the two lattercases, the delay improvement is due to MAC layer features, rather than routingfeatures. In both case, the improvement is obtained by exploiting the knowledgethat steady tra�c exists on certain paths in the network, and by assuming thatthis tra�c will persist in the future. However, in a mobile situation, the pathschange continuously, nullifying the advantage of tra�c pattern driven schedulesand priorities. To keep the tra�c pattern more stable, we may attempt to reservethe path for a connection (in a virtual circuit fashion) until it becomes discon-nected, instead of selecting the new shortest path after each move. Once the �rstpacket selects the path, all the subsequent packets will follow this path until itbreaks. We call this path reservation scheme CGSR+PTS+GCS+PR.
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Figure 2.5: Mobility Model2.6 MAC and Routing ExperimentsThe MAC and routing strategies described in the previous section have been eval-uated via simulation. To this end, a multihop, mobile wireless network simulatorwas developed using an existing process-oriented, parallel simulation languagecalled Maisie [BL94, CWL97]. This simulator provides an e�cient and exi-ble solution for verifying and measuring multicast protocols. In this section wedescribe the detailed simulation structure which is used throughout the wholethesis.2.6.1 Mobility ModelInstead of using random mobility model, we explore a probability model whichprovides a more stable node movement. The probability model is controlled by
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a three-state Markov chain. Figure 2.5 shows the state-transition diagrams ofX-direction and Y-direction. Initially, both X-direction and Y-direction are onstate (0). The transition probability matrix P used in our simulator isP = 2666664 0 0:5 0:50:3 0:7 00:3 0 0:7 3777775The node move behavior is a�ected by the P and is able to be adjusted bychanging P . The node velocity is simulated by triggering the movement everymoving period which is speci�ed at each run. Each move unit is one pixel whichrepresents one meter. The moving period, for example, of velocity 30 km/hr is120 ms.2.6.2 Simulation ParametersThe simulation environment consists of 100 mobile hosts roaming uniformly in a1000x1000 meter square. Each node moves randomly at a preset average speed.Radio transmission range is 120 meter. A free space propagation channel isassumed unless otherwise speci�ed. Data rate is 2 Mb/s. Packet length is 10kb for data, 2 kbit for routing tables and 500 bits for control packets (MAC,polling, etc.). Channel overhead (e.g., code acquisition time, preamble etc) isfactored in packet length. Thus, data packet transmission time is 5 ms, 1 msfor routing table, and 0.25 ms for control packet. Routing tables and controlmessages have higher priority over data. Routing tables are updated every second.This low update rate is consistent with typical wired network operation and isadequate for a static network. As node mobility increases, however, the topologystarts changing rather rapidly. In order to maintain accurate routing information,changes in local link status and new routing tables from neighbors trigger new21



Number of nodes, N 100Area of movement, A 1000x1000 meter squareInitial inter-node distance, D Uniform 2 [30m,95m]Velocity, V variableMobility Model �gure 2.5Radio transmission range 120 metersChannel bandwidth 2 Mb/secRouting table size 2K bitsData packet size 10K bitsControl packet size 500 bitsSimulation clock 1 tick = 50 �sTable 2.1: Simulation Topology and Parametersupdates. Table 2.1 lists the simulation parameters which are used as defaultvalues unless otherwise speci�ed.2.6.3 Performance EvaluationThe experiment consists of transmitting a �le of 100 packets from one source toone destination (using a free-wheeling protocol such as UDP), and measuring thee�ective throughput (i.e. bits transmitted/total transfer time) for various routingand MAC layer options, with mobility ranging from 0 to 72 km/hr. Figure 2.6reports the results. It is clear that the combination of cluster (hierarchical) rout-ing, clusterhead/gateway alternation, tra�c pattern driven token scheduling andgateway code scheduling (i.e., CGSR+PTS+GCS) yields a remarkable through-put improvement (typically, between 3 and 4-fold) with respect to the \at"
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routing scheme (DSDV), for a broad range of node speeds. Path Reservation, onthe other hand, does not appear to improve performance in a consistent man-ner. Furthermore, path reservation is not easy to implement, since it requiressaving the \state" of each connection. For these reasons, in the sequel we useCGSR+PTS+GCS (referred to as CGSR for brevity) as the basic routing algo-rithm. Figure 2.6 also permits us to assess the throughput degradation causedby mobility. For zero mobility, the CGSR throughput is 450 kbps (i.e., less thanone fourth of the maximal channel speed, 2 Mbps). Here, the degradation is at-tributed to single transmitting/receiving radio multihop, token overhead and codeswitching overhead. At 72 km/hr, CGSR throughput has dropped to 60 kbps.At high mobility, additional throughput loss is caused by delays and link levelretransmissions due to path changes. Average end to end delays were also moni-tored. The delay results are correlated with throughput results (high throughput! low delay). In particular, for the CGSR+PTS+GCS case we observed 0.229 sdelay for zero mobility. Since the average number of hops was 13 in this case, theaverage delay per hop is 17.6 ms, which accounts for transmission delay, tokenlatency and code switching. At 20 m/s, the average end to end delay was 2.7 s.The main delay contribution in this case is link retransmission delay.In summary, the results show that the proposed CGSR routing scheme im-proves the e�ciency of packet delivery and is better applicable to the clusterhead-token infrastructure which is used as the basic network structure in the followingsimulations.While the multicast strategies are independent of the particular wireless in-frastructure (i.e., routing, MAC and cluster layers) in use, they have been de-veloped on top of a novel wireless, multihop infrastructure for the purpose ofevaluating its performance. The underlying infrastructure itself is innovative and
23
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CHAPTER 3Multicasting with RPVarious multicast schemes have been proposed by researchers. Some of theschemes use one or multiple Rendezvous Points (RP ) to maintain multicast struc-tures. In this chapter we explore RP -based multicast schemes and propose an\adaptive" multicast protocol which is able to adapt to the changing environment.Two tree maintenance schemes, namely soft state and hard state, are evaluatedvia simulations for the RP -rooted multicast trees. RP relocation mechanismsand 2-level mobility models are proposed to improve the performance. Multicastschemes without using any RP s are studied in the next chapter.3.1 Core Based Tree MulticastThe multicast protocol is inspired by the Core Based Tree (CBT) scheme [BFC93].Each multicast group has a unique multicast identi�er (Mid). Each multicastaddress identi�es a host group, the group of hosts that should receive a packetsent to that address. Each multicast group is initialized and maintained by amulticast server (MS) which becomes the core of the CBT for this multicastgroup. Initially the multicast server broadcasts the Mid and its own node id(MSid) using a ooding algorithm. When a node receives this information, itrecords the pair Mid and MSid into its multicast database which can be used tojoin or quit this multicast group. Alternatively to avoid ooding, the multicast
25



server registers the Mid on a directory server. Any node which wants to join aparticular multicast group can query the directory server.3.1.1 Multicast Tree graft and pruneThe construction and maintenance of the core-based tree is receiver-oriented.When node i wants to join a multicast group G, it �rst gets the correspondingMid and MSid either from its database or from the directory server. Then, itsends a JOIN REQUEST to MSid. The JOIN REQUEST will be routed to MSid(core), using CGSR, until it reaches any node j which is already a member of thehost group of G. Node j terminates the JOIN process by sending a JOIN ACKback to node i. A node joins the multicast group and grafts a branch to themulticast tree (core-based tree) upon being traversed by JOIN ACK. Since CGSRrouting is used, the internal nodes of the multicast tree are all clusterheads andgateways. Regular nodes can be found only at the leaves of the tree.When internal node n (a clusterhead or gateway) is traversed by JOIN ACK,it records the upstream and downstream node of JOIN ACK. This informationwill be used to reconstruct the tree when the links in the tree break due tomobility or crash. The clusterhead of node i will record node i as a member ofG after it forwards JOIN ACK to node i.When a leaf node wants to quit the group G, it sends a QUIT REQUESTto its clusterhead. The clusterhead will update its membership information andthen acknowledge this request with a QUIT ACK. A leaf clusterhead leaves G andsends a QUIT REQUEST to its upstream member when all of its downstreammembers have quit G. A non-leaf node cannot quit until it becomes a leaf.The above scheme is somewhat di�erent from the CBT scheme proposedin [BFC93], where JOIN ACK must follow the same path as JOIN REQUEST.26
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Figure 3.1: Performance comparison of ACK tree and REQ treeWe allow JOIN ACK to follow a di�erent path (from JOIN REQUEST), if soprovided by routing tables; and use JOIN ACK to graft links into the tree. TheJOIN ACK strategy is more adaptive to a higher mobile situation where routesmay change between REQ and ACK. In this case, we want to choose the mostcurrent route. Figure 3.1 compares the performance of the two schemes. The treecreated by ACK messages achieves higher throughput performance (throughputis the number of packets received by members) under high mobility. The im-provement is relatively small, however, since the mobility is not high enough tocause signi�cant route changes during the REQ-ACK round trip.3.1.2 Multicast Tree recon�gurationThe core-based tree is not static since the core and the host group may move.The multicast tree will be recon�gured in the following cases: (1) The memberof a host group moves and changes node type. (2) Tree links break and transient
27



loops are created.3.1.2.1 Member migrationIt is necessary to recon�gure the multicast tree when its group members move orchange node-type. A group member can detect the change of its multicast tree bymonitoring its connectivity to upstream and downstream members. A membernode reconnects to the tree by sending a JOIN REQUEST to its multicast server(core) when its upstream member moves out of range or changes node type. Forexample a clusterhead member will send a JOIN REQUEST to the MSid in orderto reconstruct the tree, if its upstream member (a gateway) changes to a regularnode, or becomes disconnected. When a regular node member (a leaf) movesout of a cluster Ci and enters into a cluster Cj, the clusterhead of Ci will dropit from its descendant list. The regular node will send a JOIN REQUEST to itsnew clusterhead of Cj. The clusterhead of Ci will send a QUIT REQUEST toits upstream member if it has become itself a leaf.3.1.2.2 LoopsWhen a node i wants to join a multicast tree G, it sends a JOIN REQUESTto the core. The JOIN REQUEST will be acknowledged by the �rst memberin G, which sends back a JOIN ACK to node i. If node i has moved in theinterim, the JOIN ACK may trace a di�erent path than the JOIN REQUEST.Thus a loop may be formed. Figure 3.2 shows an example of loop caused bythe move of node i. Node i, before the move, sends the JOIN REQUEST tothe core on the path a, b, and c. Node c, the �rst member in G on the path tothe core, returns the JOIN ACK to node i. However, since node i has moved,the new path m, k, o, and p is traced, thus forming the loop c, d, e, f , g, h, k,
28
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Figure 3.2: Loop exampleand m. To avoid loops, it is required that an established group member, uponreceiving a JOIN ACK, return a QUIT REQUEST to the node which sent thisJOIN ACK while forwarding the JOIN ACK on the new path. In �gure 3.2,for example, node k will send a QUIT REQUEST to node m after it receivesa JOIN ACK. At the same time node k will forward JOIN ACK to node o onthe new path creating a loop-free branch to node i. We can generalize this loopavoidance method as follows: a group member already connected to the multicasttree will acknowledge a JOIN ACK with a QUIT REQUEST, if this JOIN ACKdoes not come from its upstream member. Since each group member in a treecan only have one upstream member, a necessary and su�cient condition for loopavoidance is to allow only one upstream member.3.1.3 Simulation & Performance EvaluationWe have implemented the multicast protocol in our wireless simulator in order toevaluate its performance in terms of : (a) control packet overhead; (b) robustnessto mobility; (c) scaling properties with respect to multicast group membership,and; (d) response time (i.e., JOIN latency). The environment consists of 100mobile hosts roaming in a 1000x1000 meter square (as described in section 2.6).
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The wireless network operates using the LCC clustering algorithm and the clustertoken access protocol. As for routing, CGSR is used, unless otherwise speci�ed.
core

group members

Figure 3.3: Initial multicast treeFigure 3.3 shows the initial multicast tree layout, with 7 members plus core.The core is hand-picked. Based on CGSR and clustering properties, the core isa clusterhead and never gives up this role. That is, the core will not change toa non-clusterhead node. Unless otherwise speci�ed, we assume that membershipis �xed. As members move, they leave one branch of the multicast tree and join30
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Figure 3.4: Recon�g. & control pkts vs group sizeanother. Furthermore, as nodes move, the routes change, thus causing a dynamicrecon�guration of the tree topology. It is thus important to measure the controlpacket overhead caused by these recon�gurations as a function of node speed.In these experiments, the main focus is on algorithm response time and controlpacket overhead. Thus, the network does not carry any user tra�c (only controltra�c) to avoid interference between user packets and control packets.Figure 3.4 shows total number of tree recon�gurations during the experimentlifetime as a function of node speed (up to 30 km/hr). We note that the numberof recon�gurations (i.e., changes in the tree) grows about linearly with speed. In�gure 3.4 we also report the number of JOIN, ACK and QUIT packets. While the�rst two grow almost linearly with speed, the third is not very speed sensitive.Also, the QUIT event is much less frequent than JOIN/ACK. The reason is thatQUIT is issued by a clusterhead or a gateway only when it has no members belowit. Figure 3.5 shows the number of temporary loops detected and removed. This31
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Figure 3.8: Average JOIN latencystream links, if any (except, of course, the link the packet came from). Thus eachintermediate node must keep the state of its downstream members. E�cientupdating of link states has a critical impact on the performance of multicast-ing. For graft-based multicast [BFC93], nodes wishing to join the group send aJOIN REQUEST message to the RP. All nodes traversed by the JOIN REQUESTwill save the join state to maintain the downstream links. There are two majorschemes to maintain the shared tree. One is \hard state", and the other is \softstate".3.2.1 Hard State ProtocolIn the hard state protocols, when a node wants to join a multicast group, it mustsend an explicit JOIN REQUEST and wait until it is acknowledged to becomea member. A member will keep its membership until it intends to quit or theconnection is broken. Namely, the upstream node in the multicast tree keeps alink in "downstream" state until it receives an explicit QUIT REQUEST from35



the downstream node or when the downstream link is disconnected. The hardstate protocol relies on the underlying MAC protocol to provide the link connec-tivity information. Only if the MAC layer provides reliable, periodic link stateinformation, can the hard state protocol adjust to connectivity change (i.e., itcan e�ciently prune broken links and establish new connections to the tree). Forexample, in the mobile wireless networks, when a downstream member of node imoves out of the transmission range of node i, it will send a new JOIN REQUESTto setup a new link to the tree. The original downstream link is disconnected.Since hierarchical routing is used, the internal nodes of the multicast tree areall clusterhead or gateway types. A regular node type (i.e., neither gateway orclusterhead) can be found only at the leaves of the tree. In this cluster infras-tructure, the multicast tree structure in hard state will be recon�gured only inthe following cases: (1) The member of a host group moves and changes nodetype. (2) Tree links break (potentially creating loops).3.2.1.1 Member migrationIt is necessary to recon�gure the multicast tree any time a group member moves orchanges node-type. A group member can detect changes in the multicast tree bymonitoring its connectivity to upstream and downstream members (as mentionedbefore, this must be done by MAC layer). A member node reconnects to thetree by sending a JOIN REQUEST to the RP when its upstream path becomesdisconnected (e.g., the upstream node moves out of range or changes node typefrom clusterhead/gateway to regular node). For example, a clusterhead memberwill send a JOIN REQUEST to the RP in order to reconstruct the tree, if itsupstream member (a gateway) becomes a regular node, or becomes disconnected.When a regular node member (a leaf) moves from cluster Ci to cluster Cj, the
36



clusterhead of Ci will drop it from its descendant list. The regular node will senda JOIN REQUEST to its new clusterhead in Cj. The clusterhead of Ci will senda QUIT REQUEST to its upstream node if it has itself become a leaf.3.2.1.2 Multicast Tree RecoveryIn the multicast tree, an internal node has one parent and one or more children.If the parent link is disconnected, the internal node can recover either by re-sending JOIN REQUEST message to connect to the tree via a new parent, orby sending FLUSH TREE message to its children. The FLUSH TREE messagepropagates to the entire subtree, forcing all downstream leaf-members to rejointhe tree individually. A rejoin by the internal node will be quicker than by leaf-members, but it may occasionally create a temporary loop (rejoin to its owndownstream node). In a mobile environment, we prefer to use the ush schemeto avoid temporary loops.3.2.2 Soft State ProtocolIn the soft state protocol, a node which wants to remain in a multicast group mustperiodically send a JOIN REQUEST to the RP. No ACK is required. The nodereceiving a JOIN REQUEST from its neighbor will store a state for this neighboras a downstream member and will attach a time stamp to it. The upstream nodewill update the state timer when it receives another join request (state-drivenrefresh). The downstream node is automatically expelled from membership whenits timer expires. There is no need to keep track of the upstream node. Every nodereceiving the JOIN REQUEST just forwards it to the RP using the underlyingrouting scheme. This is di�erent from Hard State, where the state of the upstreamnode must also be kept. Soft state provides a fail-safe method for a dynamically
37



changing environment and relaxes the link connectivity dependency on MAClayer.Note that reliable link connectivity maintained at the MAC layer is also re-quired for cluster and route maintenance. However, there are nodes (e.g., lowpower or high mobility) which would never be used as clusterheads or gatewaysin the hierarchical routing scheme. Thus, the connectivity of these nodes will beupdated only sporadically (to save power for example). The sporadic MAC layerconnectivity maintenance of low power nodes, say, causes potential problems forHard State, but, is compensated by the periodic refresh in Soft State.The time periods for refresh (Trefresh) and timeout (Ttimeout) must be carefullychosen taking into account mobility and channel access overhead. In a highlymobile network, a short refresh period is desirable, but it will increase the channeloverhead. If the timeout period is long, there will be stale links and wastedduplicate transmissions on such links. If the timeout period is short, branches areprematurely cut o� and data may be lost. In order to achieve low overhead and yetmaintain connectivity, it is very important to judiciously (possibly, dynamically)select the time period for refresh and timeout. These tradeo�s are explored inthe experiments described in the following sections.3.2.3 Simulation & Performance EvaluationSimulation environments described in section 2.6 are used to evaluate the perfor-mance of hard state and soft state schemes. The RP is hand-picked and does notchange throughout the experiment. Dynamic relocation of the RP could improvethe e�ciency of the tree algorithm. This option, however, is not considered inour study since it would not a�ect the Hard State vs. Soft State tradeo�s. Mem-bers are randomly selected to join and quit the multicast group. On average,
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seven members are part of the group. Figure 3.3 shows a typical multicast treecon�guration. There is a single source of multicast tra�c, placed at the RP.Tra�c input rate is high enough to fully load the network. Nodes have a �nitebu�er. Packets are dropped when bu�ers overow, or when there is no routeto the intended destination, because the topology is disconnected or the routingtables have not yet been updated.For the sake of simplicity we also assume that nodes (and in particular gate-ways) can receive on multiple codes simultaneously (e.g., using multiple receivers).This property does not enhance communications within a cluster, since all wire-less nodes are tuned to the same code anyway. It does, however, permit conictfree communications with the gateways, and in particular conict free multicastfrom clusterhead to gateways. Without the multiple code reception, the gatewaymust tune on di�erent codes (of the adjacent clusters) and can receive correctlyonly if it is tuned to the transmitting clusterhead code. For example, in [LG97]we assume that each gateway takes turns in tuning to the codes of the adjacentclusters for a fraction of time dependent on the tra�c pattern. For the purpose ofthis study, however, the overhead penalty of any of the above remedies will a�ectequally the multicast schemes we are comparing without changing the ranking.Thus, for simplicity, we have opted for the multiple code reception.Total simulation time for each experiment is 2x106 simulation ticks. Onesimulation tick corresponds to 10 �s. Thus, each run represents 20 seconds ofsimulated time.In this section, we �rst evaluate the soft state scheme and select the valuesTrefresh and Ttimeout which optimize its performance (for the given systems pa-rameters). Then, using these values, we compare the performance of hard stateand soft state using as criteria throughput, join latency, and control overhead.
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Figure 3.9: Soft State: impact of Trefresh and mobility3.2.3.1 Soft State Parameter OptimizationThe performance of the soft state scheme depends critically on the selection ofrefresh and timeout intervals. We will evaluate the e�ect of Trefresh and Ttimeoutfor various parameter settings. To this end, we �rst de�ne total throughputperformance as the total tra�c received by members. Some of the received pack-ets however may be duplicates, as described in section 3.2.2. Thus, we de�nethroughput as (total received packets) - (duplicate tra�c).Mobility vs. Trefresh : First we study the relationship between Trefresh andmobility. Recognizing that for stability the timeout must be larger than therefresh period, we set Ttimeout = 10 � Trefresh. We then evaluate throughput andduplicates for various values of Trefresh and mobility. From �gure 3.9 we notethat high mobility causes more duplicates and lower throughput. To improvehigher throughput at high mobility, Trefresh must be reduced so as to adapt tothe rapidly changing topology. However, as Trefresh is reduced, Ttimeout is alsobecoming smaller, eventually causing throughput degradation due to frequenttimeout and tree disconnects. When Trefresh is large, Ttimeout tends to become too
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T_refresh Figure 3.13: Trefresh @ mobility = 72 km/hrFrom the above results it is clear that both Trefresh and Ttimeout must be mod-i�ed as mobility varies, in order to optimize throughput. Table 3.2.3.1 presentsthe optimal results for various mobility values obtained via repeated simulations.We note that the optimal value of Trefresh is inversely proportional to speed. Forexample, a 100 fold reduction of speed (from 72 km/hr to 0.9 km/hr) requires anincrease of Trefresh from 25 ms to 2000 ms. This was expected since the higherthe speed, the lower the refresh period to track the changes in topology. Thetimeout also must decrease as speed increases. However, it should not decreaseso rapidly as Trefresh, in order to avoid unnecessary tree disconnects. We usethe parameters in table 3.2.3.1 for soft state scheme to compare the performanceevaluation with hard state.
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Mobility (km/hr) Trefresh(ms) Ttimeout72 25 25036 50 30018 100 4507.2 250 6003.6 500 8501.8 1000 11000.9 2000 21000.45 4000 4100Table 3.1: parameters of higher throughput3.2.3.2 Join LatencyNext, we evaluate the join latency, namely, the time required for a new mem-ber to join. For soft state, there is no explicit JOIN ACK like in the hardstate protocol. Thus, we measure the join latency as the delay time betweenthe �rst JOIN REQUEST and the �rst multicast data arrival. For hard state,we de�ne two measures for join latency, namely: ACK delay (time betweenJOIN REQUEST and JOIN ACK) and data delay (time between JOIN REQUESTand �rst multicast data arrival). Figure 3.14 shows the average join latency forvarious mobility values. As expected, the join latency of soft state is lower thanthe data delay of hard state. This is because the hard state protocol requiresthe issue of JOIN ACK before data is sent. Conversely, soft state join latency ishigher than hard state ACK delay because the ACK packet is much shorter thanthe data packet.
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Figure 3.14: Join Latency3.2.3.3 Control Packet OverheadIn hard state, the control messages required to maintain the multicast tree are:JOIN REQUEST, JOIN ACK, QUIT, and CLEAR messages. For soft state pro-tocol, only JOIN REQUEST is required. Figure 3.15(a) shows the individualcontrol tra�c components of hard state, and �gure 3.15(b) compares the totalcontrol tra�c of hard state and soft state. The control tra�c of hard state in-creases with node mobility, because higher mobility causes more tree disconnectsand therefore triggers more join requests. For soft state, control tra�c is indepen-dent of mobility as long as Trefresh is a constant. The explicit control messages inhard state are much fewer than in soft state, but the hard state protocol requiresthe underlying MAC layer protocol to continuously probe link connectivity.
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soft state:T_refresh = 3200ms(b) Total Control MessagesFigure 3.15: Control Messages3.2.3.4 Throughput ComparisonFigure 3.16 compares the throughput of hard state and soft state. The softstate experiment uses the best choice of refresh and timeout timers found in oursimulations. Soft state performs better than hard state at high mobility Thisis mainly due to two reasons: (a) in soft state, the join delay is lower than inhard state, thus, fewer packets are dropped during disconnect. (b) when thetree becomes disconnected, hard state su�ers the additional delay of ushing thesubtree, before the members have the chance to create a new subtree.3.3 RP Tree Multicast StrategiesTree multicast is a well established concept in wired networks. Two versions,per-source tree multicast (e.g., DVMRP) and shared tree multicast (e.g., CoreBased Tree), account for the majority of the wireline implementations. In thispaper, we extend the tree multicast concept to wireless, mobile, multihop net-works for applications ranging from ad hoc networking to disaster recovery andbattle�eld. The main challenge in wireless, mobile networks is the rapidly chang-ing environment. We address this issue in our design by: (a) using \soft state";
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Figure 3.16: Throughput(b) assigning di�erent roles to nodes depending on their mobility (2-level mobilitymodel); (c) proposing an adaptive scheme which combines shared tree and per-source tree bene�ts, and; (d) dynamically relocating the shared tree RendezvousPoint (RP ).A detailed wireless simulation model is used to evaluate various multicastschemes. The results show that per-source trees perform better in heavy loadsbecause of the more e�cient tra�c distribution; while shared trees are morerobust to mobility and are more scalable to large network sizes. The adaptivetree multicast scheme, a hybrid between shared tree and per-source tree, combinesthe advantages of both and performs consistently well across all load and mobilityscenarios.The multicast service is critical in ad hoc network scenarios characterized bythe close collaboration of teams (e.g., rescue patrol, battalion, scientists, etc.)because of the audio/video conferencing requirements and the sharing of textand images. Multicasting in a mobile, multihop wireless network is much more46



complex than in wired networks because of node mobility, broadcast radio chan-nel and hidden terminal e�ects. There are many di�erent ways to attack thisproblem. In this paper we approach the problem by transferring and adaptingto the wireless environment the multicast solutions used in wireline networkssuch as the Internet. We modify and extend these solutions to account for mo-bility, dynamically changing topology and radio channel characteristics. To setthe stage, we review in the sequel two popular wired network multicast schemes,namely, per-source shortest tree and shared tree. We identify their limitationswhen applied to a wireless, mobile environment, and preview possible solutions.The per-source tree scheme consists of broadcasting the packet from the sourceto all destinations along the source tree using \reverse path forwarding". Anarbitrary network node will accept the packet broadcast by source S as long asthe packet is received from the shortest path emanating from S. This provisionis required in order to avoid endless looping. Examples of per-source tree areDVMRP [DC90] and PIM dense mode [DEF97]. Per-source tree multicastinghas many attractive properties. To begin, the shortest tree from each sourceto all destinations generally comes for free since it is embedded in the routingtables of the most common routing algorithms such as Distance Vector and LinkState. Furthermore, source tree multicast distributes the tra�c evenly in thenetwork (assuming that sources and receivers are evenly distributed); it requiresminimal initialization and maintenance; and it does not rely on a central controlpoint (e.g., rendezvous point). In mobile networks, however, the per-source treeapproach presents a problem. Suppose a source moves faster than the routingtables can track it. In this case, some of the nodes have obsolete routing tableswhich point in the \wrong direction". Following the \reverse path forwarding"principle, multicast packets are dropped at such nodes and may never reach someof the receivers. 47



Another popular wired network scheme is shared-tree multicast. In thisscheme, a single tree rooted at a Rendezvous Point (RP ) is maintained (insteadof many per-source trees). Examples of shared-tree approach are CBT [BFC93,CZ95] and PIM sparse mode [DEF96]. The shared tree is less sensitive to sourcemobility and can in part overcome the above mentioned fast moving source prob-lem. Namely, a very fast source will send its packet to the RP in unicast mode.Packets are correctly delivered to the RP on shortest paths, irrespective of thespeed of the source. The RP will then multicast the packet on the shared treeto the intended destinations. This works as long as the shared tree is stable. IfALL the nodes are moving fast (relative to routing table updates), the sharedtree solution also fails. In many practical applications however it turns out thatonly a fraction of the nodes is fast moving, while the remaining nodes are staticor relatively slow moving. This 2-level mobility model, further elaborated in sec-tion 3.3.5.1, allows us to de�ne a stable routing scheme and therefore a sharedtree which is robust to mobility.The shared tree approach has some drawbacks of its own with respect to theper-source scheme. First, paths are non optimal and tra�c is concentrated onthe backbone tree, rather than evenly distributed across the network. This leadsto lower throughput e�ciency. To reduce path costs and distribute tra�c moreevenly in the network we allow a receiver to request, under certain conditions,that a source deliver the multicast messages to it on the shortest path rather thanon the shared tree path. This feature, inspired by the PIM protocol [DEF96] andreferred to as \adaptive tree multicast", is described in section 3.3.2. Secondly,as the entire network moves and the membership changes dynamically, the RPmay be \o� center", thus further aggravating the non optimality of the paths. Toovercome this problem, a dynamic relocation strategy is proposed in section 3.3.4.
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Related research on multicasting for ad hoc wireless networks has been re-ported in [CB95]. In particular, the Reservation Based Multicast scheme [CB95]also uses the notion of Rendezvous Point and the concept of combining distributedroutes and shared tree. However, the main emphasis there is on resource reser-vation and allocation in a large wireless network rather than on throughput ef-�ciency in the presence of mobility. The interaction of network protocols withlower layer protocols and the e�ect of control tra�c have not been modeled indetail.3.3.1 Shared Tree MulticastAs previously discussed, the shared tree scheme is of interest in wireless, mo-bile networks for its potential of low overhead and adequate stability even in thepresence of fast moving sources. The shared tree scheme supports many-to-manycasting, with several senders and receivers. In each multicast group, packets sentby sender members will be delivered to all receiver members. The shared treeapproach is based on the notion of a rendezvous point (RP ) [DEF96, CB95].Sender members send multicast packets towards the RP , and receiver memberssend join requests to RP . Multicast packets will be forwarded to receiver mem-bers along the multicast forwarding tree.The RP-rooted tree is created by receiver members which periodically sendjoin requests to RP . The join request contains the forward list which is initiallyset to \all senders f�g". This makes the scheme very scalable to large number ofsenders. All internal nodes traversed by the join request are enpowered to forwardthe multicast packets (from RP ) to the receivers as speci�ed by the forward listinstructions. Active members periodically refresh the forwarding list. We usea soft state approach in which branches are deleted if not refreshed within a
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Figure 3.18: Example of multicastsender modetimeout. An alternate approach is to maintain "hard state" forwarding lists andto require explicit leave requests in case members leave or relocate. A previousstudy has shown that the soft state tree maintenance scheme performs betterthan the hard state one for a mobile environment in which the shared tree mustbe continuously recon�gured [CG97].Within the general shared tree protocol framework, there are several variantswhich can be implemented. In this paper, we examine and compare two di�erentschemes as discussed below.Unicast sender mode: A sender does not know (nor does it need to know)all the receiver addresses. It only knows the RP address and the multicastaddress. The simplest way for it to send a packet to the group is encapsulatingit and unicasting it to RP . Then, RP will forward the packet to all receivemembers.The internal nodes along the path to the RP cannot intercept the packetand forward it in multicast mode since the multicast address is hidden, i.e.,encapsulated within the unicast address to RP . Figure 3.17 shows the sharedtree maintained by the join requests. Packets sent by sender S1 will be unicastto RP (unicast sender mode) and then forwarded to receivers R1 and R2. The
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detailed protocol for unicast sender mode is shown in appendix A.1.Multicast sender mode: Bandwidth e�ciency is improved if the packet canbe forwarded directly to the members on the tree without looping back throughthe RP . If the packets are not encapsulated (i.e., use multicast address), theinternal node Nj in �gure 3.17 can forward the packets directly to R1. To enablethe "multicast" sender mode, the RP after receiving the �rst packet from senderSk, automatically registers Sk and periodically sends a join message to Sk (softstate). As a results, all nodes traversed by the join message will now includeSk in the multicast address list. Thus, they will be able to forward packetsfrom Sk in multicast mode. After receiving the join message, Sk broadcastsunencapsulated multicast packets. Figure 3.18 illustrates the multicast sendermode. Appendix A.2 describes the detailed protocol. In general, multicast sendermode improves performance, as shown in section 3.3.5.3 results. Note howeverthat as source Sk moves, the RP must continuously refresh the path to Sk withjoin requests. If Sk moves too fast for RP to keep track of it, some of thereceivers will miss the packets. To overcome this problem, a \fast source" featureas discussed in section 3.3.5.1 forces a fast source to use unicast sender mode.Another limitation of this scheme is scalability, since intermediate nodes nowmust keep track of senders.3.3.2 Adaptive Tree MulticastThe multicast sender mode previously described allows senders to broadcast pack-ets directly using the multicast group address instead of encapsulating them ina unicast address. This is a major improvement with respect to unicast ad-dressing. There is still a potential ine�ciency, however. There may be packetstraveling from source sk to receiver rj on paths which are much longer than the
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shortest path between sk and rj. It would be desirable for a receive member toreceive packets directly from a sender without being forced to travel on the RPtree, especially if the sender is nearby [DEF96]. Another important incentive toswitchover to the per-source tree is to reduce the load at the root of the sharedtree. More generally, it would be desirable to switch between RP-rooted sharedtree and per-source tree dynamically on a receiver/sender pair basis, using rela-tive path-length/link-load tradeo�s as criteria. Selective per-source multicastingimproves throughput and reduces delay and multicast cost (in terms of total linktransmissions), the latter depending on the amount of sharing on RP tree vs.per-source tree.In the proposed adaptive tree multicast scheme, receiver rj can elect to receivepackets sent by sender sk either from the RP-rooted shared tree or from the per-source tree based on path length comparison. Note that the path from sk to rjon the RP rooted tree is shared among many receivers. Thus, the incrementalsavings may be lower than the cost of establishing and using a separate shortestpath. Likewise, RP bottleneck load is relieved only if there is a decrease inthe number of RP neighbors charged with forwarding sk packets. If the set ofreceivers is dense, this may require several receivers to switchover to the per-source tree simultaneously. Clearly, it is di�cult to capture all of these tradeo�sin a single link metric and path length comparison. With simplicity in mind, wepropose the following heuristic.First, the receiver checks if the hop count carried in the header of the packetfrom sk is larger (by a given margin) than the distance (as per routing table)from rj to sk. Then, it checks if the distance from rj to sk is shorter (by anothermargin) than the distance from rj to RP . This check gives an approximatemeasure of the link cost savings after switchover: if the distance to sk is much
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Rj(b) no switchFigure 3.19: Examples of adaptive tree multicastlarger than the distance to RP , there is little incentive in creating a new, largelynon shared path. If both checks are satis�ed (within margins which are adjustedfor the speci�c application), rj can switch from the RP rooted tree to sk-rootedtree (per-source tree). To accomplish this, the receiver issues a join request withforwarding list FLj = fskg to sk to establish a forward path from sk to rj, andsuppresses sk in the join requests to RP , i.e., FLj = f� � skg.Soft state eliminates stale branches in the shared tree (timeout timer). Aftertimeout, the forwarding of packets from sk on the RP rooted tree to rj will cease.If nodes move and path lengths change, rj may switch back to the RP rootedtree. To do this, rj stops sending join requests to sk and adds sk in the joinrequests to RP . By measuring path length, receiver members can adaptivelyswitch between RP rooted tree and per-source tree. Note that the AdaptiveTree Scheme requires intermediate nodes to keep track of the sources elected forper-source tree delivery. This impacts the scalability to large number of sources.Figure 3.19 illustrates the switchover process. Let P = hop count and D =distance (assume the margin to be zero). In �gure 3.19(a) Pj;k > Dj;k and Dj;k <Dj;RP . Rj will switch from RP rooted tree to per-source tree for receiving datafrom Sk. In �gure 3.19(b), Pj;k > Dj;k but Dj;k > Dj;RP . Rj will not switch sincereceiving from RP is more e�cient and avoids an increase in control overhead.
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(b) Per-Source TreesFigure 3.20: Examples of per-source tree multicastAppendix A.3 shows the detailed protocol for adaptive tree multicasting.3.3.3 Per-Source Tree MulticastTo evaluate the performance of adaptive tree multicast, a per-source tree mech-anism is formed by always switching over to per-source mode in the switchoverprocess of adaptive tree scheme. Namely, when receiver rj receives packets sentby sk from the RP -rooted shared tree, it issues a join request to sk to establishthe path from sk to rj and suppresses the tra�c of sk from RP by removing skfrom the forwarding list FLj in the join request to RP . There is no switch backto RP in all situations. Figure 3.20 shows an example of per-source trees afterswitcher. Note that although all receivers switchover to per-source mode, sendersstill need to send packets to RP because the RP needs to maintain the up-to-date information of senders in order to serve any new joining members. Withoutupdated information, senders would be removed from RP 's member list aftertimeout and then new joining members cannot get any packets. This per-sourcetree scheme, which is assisted by the RP , is di�erent from DVMRP which usesooding and prune/graft messages to maintain the per-source trees.
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3.3.4 RP Dynamic RelocationIn the shared tree scheme, a �xed RP location can be a problem when themembership changes dynamically. Consider �rst a wired, wide area network. Ina particular multicast workgroup application, the RP is initially placed in NewJersey since most of the members in the early hours of the morning are on theEast Coast. At the end of the day, the members are all on the West Coast, andyet are supported by an RP thousands of miles away! An o� center RP causestwo types of ine�ciencies: (a) extra tra�c overhead, since multicast messagesare delivered to the RP (and in some cases must loop back around the RP ), and;(b) poor routing (and therefore higher delays) since the messages must travel ona tree rooted at a far o� RP . In wireless, mobile networks, the RP o� centerproblem is even more likely to occur since user nodes and RP may move.Prior research on RP relocation is reported in [WE95] and in [CZ95], where,the relationship between RP choices and performance is addressed. In [CZ95] thestatic RP location optimization problem is addressed. Namely, for a broad rangeof topologies and applications, and under various performance criteria (band-width, delay and tra�c concentration) three RP selections strategies are de�ned:random, topology based and membership group based. The strategies are com-pared among each other and to the per-source multicast tree solution. The mainconclusion is that from the bandwidth cost point of view the topology based andmembership based RP solutions perform as well as (and in some cases surpass)the per-source rooted solution. From the delay point of view, the per-sourcerooted solution is still superior, as expected. Another important observation isthat the performance is rather insensitive to RP speci�c location, as long as theRP is reasonably centered.The above studies have addressed a static topology and multicast member-
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ship. In our case, both topology and membership change dynamically. As aconsequence, we must implement a \dynamic" RP relocation strategy. Twotypes of strategies can be pursued: (a) centralized, where a network controlcenter constantly monitors the global network status (using for example a LinkState type topology monitoring and routing scheme) and periodically evaluatesall RP candidates, or; (b) distributed, where each RP candidate independentlycomputes its e�ectiveness as RP and competes with the neighbors for the RProle. In this paper, we follow the second approach, which is more compatible withthe distributed nature of wireless multihop architectures and routing schemes.Before introducing the actual distributed RP relocation algorithm, we mustde�ne the performance measure to be optimized. A key concept in these de�-nitions is the shortest path tree from the RP to the multicast group members,henceforth referred to as RP shortest tree. Four performance measures can bede�ned for this tree [CZ95]: (a) average hop distance from the RP to all members(this measure is minimized by selecting the center of mass); (b) height of the RPshortest tree (i.e., max hop distance from RP to any member, which is propor-tional to max end to end delay); (c) total number of links in the RP shortest tree,proportional to bandwidth overhead since each multicast message must traverseall the links of the tree; (Note: the number of links varies from tree to tree sincethe number of internal nodes varies); and (d) tra�c concentration i.e., numberof messages per link. Tra�c concentration is proportional to tra�c congestionand therefore queueing delay on each link. Di�erent objective functions will leadgenerally to di�erent RP locations. In the sequel, we will present optimizationschemes for di�erent measures.First, we introduce the algorithm for measures (a) and (b), which are theeasiest to implement with typical Routing Table setups. We assume (without
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loss of generality) that cluster routing is used and that only clusterheads are RPcandidates.RP relocation algorithm1. Current RP evaluates its own cost. Either (a) or (b) measure can be directlycomputed from routing tables and from member list. Note: RP knowssource and receiver IDs because of periodic refresh.2. Current RP distributes the current member list to the neighbor cluster-heads.3. Neighbor clusterheads compute their own costs (from their routing tables)and return such costs to the RP .4. Current RP delegates RP role to lowest cost clusterhead, if such cost islower than its own. (within a threshold, to avoid oscillations)5. Newly elected RP refreshes the paths to all sources and triggers a refresh(to itself) from all receivers.This procedure is carried out periodically, in a background mode. Note thatthis procedure can also be used to recover from RP failure. The \runner up" inthe last election can take charge if the current RP has been silent beyond a giventimeout.Generally, a downhill procedure like the above will lead to a local minimum.However, for measures (a) and (b) we have shown that for regular topologies(e.g., rectangular grid with cross links, circular grid. with rings and spokes)the function is convex over the discrete set of candidates [GC98]. Thus, a localminimum is also a global minimum. This property is hard to prove for generaltopologies. However, we have examined the behavior of the above measures57



for several randomly generated topologies, and have experimentally veri�ed thatthere is only one local minimum, which is also the global minimum (see �gures A.2and A.3 for examples).As for measure (c), i.e., number of links in the RP shortest tree, the prob-lem is a bit more complex since such information cannot be directly extractedfrom the routing tables (it could, however, be easily computed from the globaltopology information maintained by a Link State routing algorithm). With aDistance Vector type algorithm, this goal can still be achieved using a \parenttree" data structure which is constructed in a distributed fashion in parallel withthe routing vector [HS90, GKA83]. The parent tree representation of a tree is anN dimensional vector (N = number of nodes) where the i-th entry is the parentof node i. Parent tree vectors are exchanged between neighbors at the same timeas routing vectors. Using the parent vectors and routing vectors received fromthe neighbors, each node constructs the parent vector of the shortest tree withitself as the root by merging the parent trees from the neighbors. Each RP can-didate can compute the number of links as required in (c) by \walking" up theparent tree from each group member. Details are found in [GC98]. Note thatthis scheme introduces extra O/H in the network. In fact the routing overheadis practically doubled.The RP relocation algorithm for measure (c) is identical to the one reportedabove for (a) and (b), except for the new objective function. As for the globaloptimum property, this is hard to prove even in regular topologies. The reasonis that regular topologies (e.g., rectangular grid) o�er many alternate shortestpaths between each node pair. To minimize link cost, one must select thesepaths so that they overlap as much as possible. This is in itself a combinatorialproblem. Nevertheless, we were able to show global optimality for the circular
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grid topology [GC98]. Moreover, we have veri�ed global optimality in severalrandomly generated topologies (see �gure A.4 for an example).As for measure (d), tra�c concentration, the \parent tree" data structureproposed for measure(c) can again be used for this computation, by tracing thepaths from the sources and counting the ows on each link. Alternatively, therouting tables received from the neighbors can be used to identify the loadsincoming from the neighboring clusters.In summary, RP dynamic relocation is feasible and practical in wireless net-works. As a side bene�t, it provides automatic RP failure recovery. The com-plexity of the relocation strategy depends on the objective function used. In thefollowing we will evaluate the performance improvement yielded by RP relocationand the cost e�ectiveness of di�erent objective criteria.3.3.5 Simulation & Performance EvaluationPerformance of above schemes has been evaluated via the simulation. We mea-sure the performance of RP -based multicast using unicast sender mode, multicastsender mode, adaptive tree scheme, and per-source trees for di�erent mobilitymodels and tra�c loads. A distributed RP relocation mechanism has been im-plemented into the simulator to measure its e�ciency.3.3.5.1 Mobility : Models and CountermeasuresTo understand the limits of our proposed multicast solutions with respect tomobility, it is important to develop a realistic and yet manageable mobility model.By examining various fast deployable, wireless multihop environments such as adhoc networking, disaster recovery and battle�eld, we observe that while some
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nodes are moving very fast (e.g., helicopters, aircraft, ambulances, etc.), othersare static or relatively slow moving (e.g., command posts, observation vehicles,etc.). This suggests the establishment of a 2-level mobility model: somenodes are stationary or move at speed below routing maintenance threshold,and other nodes move too fast to maintain accurate routes to them and to berelied upon for store and forward routing. Let us assume that the \slow node"population is dense enough to form a connected topology spanning the entirearea. Furthermore, fast nodes are in radio contact with one or more slow nodesat all times. In this case, some of the previous protocols can be \customized"so that the impact of mobility is minimized. To this end, we assume that eachmobile node can measure its velocity and determine its status (slow or fast).To begin, the 2-level mobility model can be easily matched with the 2-levelrouting algorithm based on clusters and clusterhead routing as de�ned in 3.3.5.1[GT95]. Clusterheads and gateways are �xed or slow moving nodes. The assump-tion of dense population of slow nodes guarantees the existence of a connectedsolution. Only clusterheads (and gateways between clusters) support the highlevel routing and store and forwarding. This provides a fairly stable backbonesupported by slow nodes through which peripheral nodes (including fast nodes)can be reached. The mobility model is exploited also in the multicast protocol de-sign. In the shared tree scheme, the fast source uses the \unicast sender" optionbeyond a certain speed (say, 30 km/hr) to avoid routing table misdirections asmentioned in section 3.3.1. In the adaptive tree scheme, the fast source informsall receivers of its status (by stamping a \fast" bit in the header, for example).The receivers will not switch to the per-source tree if the source is fast.
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3.3.5.2 Simulation EnvironmentThe simulator described in section 2.6 is used and A 2-level mobility model isinvolved in some of the experiments, where nodes are subdivided in two classes,slow and fast, at network initialization. In the 2-level mobility model, fast nodesmove at speed up to 90 km/hr. Slow nodes move at walking speed (1.4 km/hr).Node bu�er size is 10 packets. Multicast members are randomly selected to joinand quit the multicast group. In heavy load experiments, tra�c input rate ishigh enough to fully load the network. Total simulation time for each experimentis 4x106 simulation ticks. One simulation tick corresponds to 50 �s. Thus, eachrun represents 200 seconds of simulated time.3.3.5.3 Performance EvaluationThroughput is probably the most comprehensive and meaningful measure forcomparing di�erent schemes. In our experiments, throughput is measured bycounting the total number of received packets (excluding duplicates) during theentire simulation time. Since simulation times may vary from experiment toexperiment, only relative throughput are meaningful for comparison. Throughputis a�ected by many factors. First, we recall that in our simulation model we havenot implemented reliable multicast (i.e., retransmission of dropped packets) norcongestion control. Thus, packets may be dropped and are not retransmitted.Packet drop reduces throughput. Packets may be dropped for several reasons.First, since nodes move randomly in the 1000x1000 meter square, it is possiblethat the topology becomes temporarily disconnected; thus, there is no physicalpath from some sources to some destinations, causing packet loss. This packetdrop rate is independent of load and speed. It a�ects all multicast schemesidentically. In our experiments this loss is rather small given the density of the61



nodes and the transmission range. A second cause of packet drop is mobility. Asnodes move, it becomes di�cult to maintain correct, stable routes from sourcesto destinations. Thus, packets are lost because the correct route is not available(although a physical path may exist from source to destination). This packetdrop rate depends on speed and on the speci�c multicast scheme. It is ratherinsensitive to load. A third cause of packet drop is due to bu�er overow. Thisdrop rate goes up as the load increases. It is clearly dependent on the ability ofthe multicast scheme to evenly distribute the load over many paths. Thus, it willa�ect shared tree more than per-source trees. Channel load, and therefore bu�eroverow, is also impacted by the control overhead introduced by the di�erentmulticast schemes.In comparison, in light load (i.e., no bu�er overow), packets are droppedmostly because of mobility (i.e., the routing and multicast infrastructure cannotkeep up with fast moving nodes). Thus, throughput in light load is a measure ofthe ability to withstand mobility. In heavy load, on the other hand, packets aredropped mostly because of bu�er overow at bottlenecks. Thus, throughput inheavy load is a measure of the ability of the multicast scheme to evenly distributethe tra�c across the network. In our study, we carry out both light and heavyload experiments.Throughput is measured by counting the number of packets received by themembers. Duplicate packets are excluded from the count. Beside throughput,we also measure average number of hops, average end to end delay (sum of trans-mission and queueing delays along the path) and total number of joint requestmessages transmitted on the links for various multicast schemes.
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Figure 3.21: Heavy load experiments; uniform mobilityHeavy Load The �rst set of experiments was carried out in heavy o�eredload (see �gure 3.21). Uniform mobility is assumed, from 0 up to 90 km/hr.As expected, per-source shortest path scheme performs best in this environmentsince it can spread out the load evenly, and will use the minimal number of hops,thus economizing resources. In comparing shortest path with adaptive scheme,we note that adaptive approaches the performance of per-source which is optimalin our experiment since it has the shortest path (only some packets go to theRP before the switchover). In the shared tree case, the multicast sender schemeoutperforms the unicast sender scheme under any measure and for any speed, asexpected, because of the reduction in average path length and the reduction oftra�c load on the RP . 63



Mobility a�ects performance, as expected. Note that uniform mobility is as-sumed here. As speed increases, throughput decreases rapidly for all schemes, dueto failure of the routing and multicast protocols to keep up with node movements.Thus, packets cannot be delivered and must be dropped. Average hop numberand delay decrease with mobility simply because the packets directed to distantdestinations are more likely to be dropped. Of interest to note is the increasein number of join requests with mobility for adaptive and shortest path cases.The overhead is much higher than for the other schemes. It is due to the needto continuously adjust the multicast forwarding tables (i.e., join requests) fromreceivers to fast moving sources. The higher the mobility, the higher the refreshrate. For the shared tree based schemes, the scope of the refresh is limited to thenodes on the shared tree. Thus, the overhead is much lower, making shared treesmore attractive in this respect.Light Load The next set of experiments reports the behavior in light load.In this case, there is no bu�er overow and therefore the main cause of packetdrop (and thus throughput reduction) is the failure of routing and multicastingbecause of mobility. Here we assume uniform mobility. In �gure 3.22, examiningthe throughput curves, we note that all schemes deliver the same throughput atzero mobility (i.e., no packet loss) as expected. As speed increases, the per-sourceshortest path and adaptive schemes still outperform the shared tree schemes. Thisis because in presence of uniform mobility the maintenance of the shared tree isstill more problematic then that of routing tables and per-source shortest trees.The other measures (hops, delays, control request O/H) show the same trends asin �gure 3.21 (heavy load).
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Figure 3.22: Light load; uniform mobility2-level Mobility In the next set of experiments we assume 2-level mobility.The slow nodes move at 1.41 km/hr while the remaining nodes move at a higherspeed, which varies with each experiment. The �rst set of experiments in �g-ure 3.23 assumes heavy load. In this case 50% of the nodes are slow (includingsenders and receivers). If we compare these results with the results in �gure 3.21(heavy load, but uniform mobility), we note the same general behavior in thesense that the per-source, shortest path scheme still dominates the shared treeschemes. In other words, the per-source tree advantage of distributing ows inheavy load cannot be o�set by the degradation caused by source mobility. How-ever, we also note that, as speed increases, the performance of the shared treeschemes (in particular, unicast scheme) degrades much less with 2-level mobility65
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Figure 3.23: Heavy load; 2-level mobilitythan with uniform mobility. 2-level mobility provides a much more stable sharedtree backbone. The adaptive tree scheme performs as well as per-source tree, asexpected.Next, we show light load results in �gure 3.24, for the 50/50, 2-level mobilitymodel (50% of the nodes are slow). First, by comparing �gure 3.24 with �g-ure 3.22 (uniform mobility) we note that 2-level mobility improves performancedramatically across the board, for high mobility.The adaptive scheme performs best as expected. Note that in �gure 3.24the vertical scale is o�set, so that the relative di�erence in performance amongall schemes is only about 1%. In practice, all schemes perform very well underthe 2-level mobility model. Even the per-source tree performs well, and in factsurpasses the shared tree schemes, in part for the relative stability of routes inthe 2-level mobility model, and in part because of the improvements introducedin the per-source tree scheme, as described in section 3.3.3.
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Figure 3.24: Light load; 2-level mobilityAnother reason why the per-source tree does not show major degradationwith speed in the above light load experiments is the fact that even 90 km/hris not fast enough to trigger the \fast source" problem discussed in section 3.3.Recall that when the source moves faster than routing can track it, then theper-source join requests will not permit the receivers to refresh the paths to thesource. Consequently, the packets issued by the source are dropped since thenew neighbors do not recognize the multicast address and source ID, and thuscannot forward them. In order to estimate the critical speed which triggers the\fast source" problem, consider the fact that a node must move about 100 m tojoin a new cluster, and that routing is updated every second. If speed is above100 m/s, i.e. 360 km/hr, we can easily see that the node moves faster than therouting tables can track it.Based on the above observation, we have carried out another light load ex-periment with a carefully selected 2-level mobility model in order to isolate and
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Figure 3.25: Light load; 2-level mobility (only senders move)amplify the e�ect of source mobility. Namely: only sources move, while all othernodes are static. Furthermore, speed now grows up to 400 km/hr. The through-put results in �gure 3.25 clearly show the collapse of the per-source shortest treescheme for speeds between 150 and 250 km/hr. This is exactly what we predicted.The unicast shared tree performs extremely well, as expected: packets from thefast moving source are reliably delivered to the RP via the static tree almostirrespective of speed. The multicast sender shared tree shows higher degrada-tion than unicast because the multicast tables become unstable when the sourcemoves too fast. Yet, even in this case, performance is nearly optimal up to con-siderable speeds (250 km/hr). The adaptive tree performs best, and maintainsgood performance up to 400 km/hr.RP Dynamic Relocation Two sets of measurements are reported, withoutRP relocation (�gure 3.26(a)) and with RP relocation (�gure 3.26(b)). In theexperiments in �gure 3.26(a), the RP is \o� center". In �gure 3.26(b), the RPhas been kept \centered" by the RP relocation algorithm. In both cases, heavy68



load and uniform mobility are assumed. First, we compare �gure 3.26(a) and�gure 3.26(b) to evaluate the e�cacy of the RP relocation algorithm (based onaverage path length from RP to members). We note that the unicast servermodel stands to gain the most (with respect to all measures) from RP reloca-tion: throughput is almost doubled over the entire speed range from 10 to 90km/hr. This is due to the fact that with an o� center RP a single link (the onein and out of the RP ) must carry almost all the m-cast tra�c. With a centeredRP , the unicast sender load is distributed over several tributary links, thus de-creasing the load and accounting for the increase in throughput. As expected,the adaptive per-source tree scheme does not bene�t (with respect to throughputor delay) from RP relocation. This is because with the �xed \o� center" RP ,receivers systematically switch to the per-source multicast trees. When the RPrelocation algorithm is on, the RP is optimally positioned, and the conditions forswitchover are rarely met (in part because of the thresholds). Thus, the adaptivescheme is not as aggressive as with the o� centered RP , and behaves almost likethe multicast sender scheme, missing the load spreading bene�ts o�ered by persource trees. This explanation is consistent with the join request overhead. WithRP relocation, only relatively few per-source reroutings are pursued, reducing thenumber of join requests to the same order as the other schemes. With �xed RP onthe other hand, the number of join requests is much higher. Figure 3.26(a) reportsalso the results for the per-source, shortest path multicast scheme. In compar-ing shortest path with adaptive scheme, we note that performance is practicallyidentical for the two schemes. This con�rms our observation that the adaptivescheme aggressively uses shortest paths almost everywhere when the RP is o�center. Figure A.2 shows the location of the RP following the optimization. Notethat the RP path length value is minimum over all other nodes. Furthermore,there are no other local minima, con�rming convexity of the solution.69
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(b) Dynamic RP relocationFigure 3.26: Performance Evaluation70



CHAPTER 4Multicasting without RPRP -based multicast is e�cient if the location of RP is optimal and �xed. For amoving environment, RP mobility may a�ect multicast e�ciency. Some schemesuse sets of RPs [CE95] to direct multicast routing and resource reservation. Tomaintain good performance and reliability,RP selection or relocation mechanismsare required to work with. The mobile RPs tend to increase the overhead of RPselection and thus reduce multicast e�ciency. We explore multicast schemeswithout RP s in this chapter. Flooding and DVMRP [DC90] are studied �rst.Modi�ed variants for our network infrastructure are evaluated for comparison. Anew wireless multicast protocol, FGMP, is proposed to take advantage of wirelesstransmissions and to adapt to mobile environments. Various performance metricsare measured from the simulator.4.1 FloodingThe simplest way to multicast packets to all receiver members without RP assis-tance is to ood the packets. The scope of ooding can be speci�ed by the valueof TTL (Time To Live). However, the channel overhead is large and increaseswith the number of senders, and thus limits the scalability to large multicastmember size. The multicast packets is forwarded to the network boundary (leafnodes) or until hop count reaches TTL. The packet is forwarded by an internal
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node if it is not a duplicate and there are more than one neighbors. The inher-ent broadcast property of wireless transmission makes ooding more e�cient inwireless networks than in wireline networks. Unlike other multicast schemes suchas CBT, PIM, DVMRP etc., there is no storage and control channel overheadfor ooding. Another advantage of ooding is the less sensitivity to mobility (see�gure 4.6). In the case of very high mobility, ooding might be the only solutionfor multicast. Flooding can achieve good performance if multicast membershipis very dense. For sparse mode member group, many transmissions are uselessand the multicast e�ciency 1 is low (see �gure 4.7). The redundant transmissionsincur many duplicates which must be detected and discarded to avoid further de-terioration. Here we explore two schemes to detect duplicate multicast packets.One is using Reverse Path Forwarding (RPF) algorithm [DC90] and the other isto detect the duplicates by checking the packet ID numbers.4.1.1 Reverse Path Forwarding (RPF)According to RPF algorithm, a packet is forwarded only if it comes from theshortest path to the sender. The shortest path information is provided by theunderlying routing protocol. Multicast packet header contains the sender ID andmulticast address which are examined by the eligible nodes to decide the for-warding. Flooding using RPF to forward the packets does not need any bu�ersto detect duplicates. However, the shortest path routing information is required.Furthermore, RPF cannot completely avoid duplicates when the network topol-ogy changes.1Multicast E�ciency is de�ned in section 4.5.1
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4.1.2 Packet ID duplicate detectionWhen a source moves faster than the routing tables can track it, the routing tablesmay point in the \wrong direction". In this case, Reverse Path Forwarding (RPF)does not work well as a technique to detect duplicate. A better technique is touse packet ID numbers (e.g. sender ID and sequence number). The �rst packetdelivered by ooding is accepted and forwarded to neighbors. A large number ofbu�ers, storing the multicast addresses, sender IDs, and sequence numbers, arerequired in order to detect the duplicates. Without depending on any routinginformation, packet ID duplicate detection is less sensitive to mobility and thusis more suitable for mobile networks. Any routing schemes can be used withouta�ecting the forwarding. For example, on-demand routings which do not trackevery node cannot be used for RPF ooding. In the sequel we use packet IDdetection for multicast ooding.4.2 Per-Source Multicast: Wireless extension of DVMRPIn DVMRP, each sender selectively \oods" multicast packets to all nodes withina speci�ed range (de�ned by TTL) using the reverse shortest path forwardingscheme [DC90]. Periodically, non-member leaf nodes and nodes without anydownstream members send prune messages upstream to prune o� branches tonon-member nodes. After timeout, pruned branches become alive and get oodedagain. A new receiver member can also send a graft message to upstream nodesin order to speed up the connect process.There are some problems in the use of DVMRP in mobile wireless networks.One problem is the leaf node detection. In a wireless network, all nodes canfunction as routers. Thus, there is no explicit subnet. IGMP is not suitable for
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this environment. In section 4.2.1, we explore two alternative schemes to detectthe leaf nodes in a wireless network and compare their performance via simula-tion. The second problem is the data ooding overhead. Since upstream nodesmay change or be disconnected due to mobility, each source must periodicallyreood and explore pruned branches in order to reestablish the upstream con-nection, reconnect lost members, or allow new members to join. This periodicreooding causes considerable transmission overhead for the low bandwidth wire-less channel. In section 4.2.2 we describe an adaptive grafting/pruning schemewhich alleviates the problem. The third problem is Reverse Path Forwarding(RPF). Since DVMRP uses the RPF mechanism, packets are accepted only fromthe shortest path. If the shortest path changes and no multicast packets arriveon the new path, the node becomes disconnected from the tree (since it will notaccept packets from the old path). Section 4.2.3 presents an alternative to RPFwhich improves performance in high mobility. Finally, a problem with per-sourcetree is scalability to large number of senders. Each internal tree node stores thelist of sources and associated timers. Storage and processing overhead growslinear with jSj. The shared tree eliminates this problem.4.2.1 Leaf Node DetectionIn DVMRP, leaf routers are responsible for sending prune messages to upstreamrouters when multicast packets arrive and there is no member on the leaf subnet.For the wireline network, each router has explicit link information to decide whichlinks are child links for a given source. Multicast packets are forwarded only tochild links. For a wireless node, it is not trivial to decide if it is a leaf node.Namely, each node is a router and there is no explicit link interface informationto determine the leaf status. Here we propose two schemes for detecting the leaf
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nodes for a source. One is using ACK to detect the leaf node. When a node Nreceives a multicast packet from source S via the \reverse path", it broadcaststhe packet and all neighbors will hear it. Neighbors which are on the reverseshortest path via N to S will accept the packet and send ACK to N . NodeN is a leaf node if there is no ACK coming back (from its neighbors) after atimeout interval T . T is large enough to accommodate the round-trip delay forall neighbors. The main cost of this scheme is extra ACK tra�c. Another schemeis to use neighbors' routing tables. Node N is able to �nd out if there exists anydownstream neighbor for source S by checking its neighbors' routing tables (whichare periodically exchanged). A neighbor is the downstream node if it has longerdistance to S via N or if it advertises N as the next node to destination S. NodeN is a leaf node if there is no downstream neighbor. Prune messages can be sentupstream with lower delay than with the ACK scheme. However, the overhead ofthis scheme is the space required to store all neighbors' routing tables. We willuse the neighbor routing table scheme in the sequel.4.2.2 Dynamic Grafting/PruningDVMRP routers set a timer for each pruned-o� downstream and upstream link.Multicast packets are reooded to pruned-o� downstreams when the timer ex-pires. Reooding is necessary for the following reasons : (1) to pick up newmembers who do not have source information, (2) to update per-source tree in-formation, and (3) to refresh source status. A router sends a prune message toits upstream if it is the leaf router and all its downstreams are pruned o�. Whena node receives a multicast packet from source S, it stores (or updates) the up-stream link and the timer for S. If a node not on the tree wants to join this group,it can send graft messages directed to the senders of this group. In a mobile en-
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Figure 4.2: Throughput of adaptive vs. non-adaptive DVMRPthe shortest path to the source changes, the node sends a graft message to the newupstream node and a prune message to the old upstream node. For the examplein �gure 4.1(b) node i detects the change and sends a graft message to k and aprune message to j. This reduces the need of reooding for topology adjustment.We still need reooding however to pick up new members. In addition, status ofthe senders (live or expired) must be refreshed via reooding. A scheme similar to\dynamic" DVMRP has been proposed in [Dee91], but it provides only dynamicgrafting, not pruning. Figure 4.2 shows the improvement of dynamic DVMRP.The dynamic version will be used in all subsequent experiments, unless otherwisespeci�ed.4.2.3 RPF vs. Packet ID duplicate detectionAs explained in section 4.1.1, RPF is not very e�cient for a mobile environment.Packet ID duplicate detection is also explored for DVMRP. The �rst packet de-livered by ooding is accepted and the corresponding transmitter is marked as77



the upstream node. Figure 4.3 compares the throughput of the two schemes ina light load (100 nodes) experiment. ID number checking is superior to RPF formedium and high mobility. It will thus be used in all the subsequent experiments.Table 4.1: Reooding periodMobility Reooding period (ms)(km/hr) non-Adaptive Adaptive0.02 20000 20000.70 4000 20001.41 2000 20002.81 1000 20005.62 800 200011.25 700 200022.50 600 200030.00 500 200045.00 400 200060.00 300 200090.00 200 2000
4.2.4 Protocol OverheadTo compare with our new protocol, we address the overhead of DVMRP in mo-bile wireless networks. There are two types of overhead: channel and storage.The channel overhead comes from redundant ooding. The frequency of oodingis dependent on the timers of pruned o� branches. For each pruned o� branch,there is a timer associated with it and multicast packets will be forwarded afterthe timeout. The channel overhead is worse for wireless networks than wireline78
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Figure 4.3: Throughput of DVMRPnetworks since one branch's timeout will cause packet ooding. The storage over-head corresponds to the storage space for tree status. For each sender source,each node needs to store information of upstream, downstreams, and some main-tenance status. The information includes timers and status ags. If there areS senders for a group and D downstreams on average, the storage overhead ofa node is S � (D + 1) � N bytes, where N is number of bytes for each link. Insection 4.5.3.2 we evaluate the storage overhead in our simulation.4.3 Forwarding Group Multicast Protocol (FGMP)In a wireless broadcast channel, there is no notion of explicit link interface like ina wired point to point channel. Multicast forwarding is based on nodes (routers)which are going to accept multicast packets rather than on outgoing links onwhich multicast packets are forwarded. Traditional multicast protocols are basedon upstream and downstream links (e.g., CBT [BFC93, CZ95], PIM [DEF96],
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Only one ag and a timer are needed for each forwarding node. When theforwarding ag is set (as described in following subsections), each node in FGforwards data packets belonging to G until the timer expires. Regardless ofmember group size, one forwarding ag is enough to guarantee e�cient deliveryof multicast packets. Storage overhead, a major problem in traditional multicastprotocols, is minimal, thus improving the scalability. The timer is refreshed bythe forwarding group updating protocol. Stale forwarding nodes are deleted fromFG after timeout.The major problem in FGMP is how to elect and maintain the set FG offorwarding nodes. The size of FG should be as small as possible to reduce wirelesschannel overhead, and the forwarding path from senders to receivers should beas short as possible to achieve high throughput.The key to e�cient multicasting is a mechanism which allows the network toforward packets e�ciently from senders to receivers without resorting to globalooding. Unless the senders have full membership information, some limitedooding is required to discover the members. For example, in DVMRP eachsource periodically oods multicast packets to update the multicast information(upstream, downstreams, and source information). However periodic oodingof packets is not cost-e�cient especially for wireless channel. We use a newscheme which has lower overhead (both in channel and storage) than DVMRP,thus improving the performance. To reduce the overhead, we propose to oodexplicit sender or receiver membership (rather than data packets as in DVMRP).Namely, instead of ooding data packets like DVMRP, we only ood small sizecontrol messages and with less frequency. In DVMRP, ooding from the senderis needed to refresh senders' status and re-establish multicast states (upstreamand downstream). To adapt to the changing environment (mobility), the ood-
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Mcast Group id Receiver Id Sequence # TTLTable 4.2: Format of join request packeting frequency must be increased as mobility increases. Thus, high mobility needshigh frequency ooding to maintain and reestablish the multicast status, butthis will increase the channel overhead and degrade the performance. Our pro-posed membership advertising scheme only refreshes the membership. Channeloverhead is much lower than DVMRP, making this scheme e�ective in a mobilewireless environment.In the proposed scheme, the decision to forward multicast packets depends ona forwarding ag. The forwarding ag is associated with a timer (\soft state").When a node in FG learns of a receiver member (described in detail in thefollowing sections), it resets its forwarding timer. A node with enabled forwardingag (i.e., timer has not expired) is responsible for forwarding the multicast packetsfor that group. Due to the inherent broadcast property of wireless transmission,it is not necessary to store the downstream link status as in DVMRP. Whena node with an enable ag receives a multicast packet, it just broadcasts it toits neighbors. Only neighbors with an enabled forwarding ag will accept thepacket. In DVMRP, every node needs to store the upstream and downstreamlink information for each sender, thus reducing the scalability. Here, instead ofstoring all downstream links (live or pruned) as in DVMRP, only the forwardingag and timer are stored, thus reducing the storage overhead and increasing theexibility and performance.
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Mcast Group idRefresh Timerreceiver member id timer... ...Table 4.3: Format of member table at the sender4.3.1 FG Maintenance via Receiver Advertising (FGMP-RA)One way to advertise the membership is to let each receiver periodically andglobally ood its member information formatted as in table 4.2. Each sendermaintains a member table as shown in table 4.3. When a sender receives the joinrequest from receiver members, it updates its member table. Expired receiverentries will be deleted from the member table. Non-sender nodes simply forwardthe request packet. The sender will broadcast multicast data packets only if themember table is not empty. After updating the member table, the sender createsfrom it the forwarding table FW shown in table 4.4. The next hop on the shortestpath to the receiver is obtained from pre-existing routing tables. The forwardingtable FW is broadcast by the sender to all neighbors; only neighbors listed inthe next hop list (next hop neighbors) accept this forwarding table (although allneighbors can hear it). Each neighbor in the next hop list creates its forwardingtable by extracting the entries where it is the next hop neighbor and again usingthe pre-existing routing table to �nd the next hops, etc. After the FW table isbuilt, it is then broadcast again to neighbors and so on, until all receivers arereached. The forwarding table FW propagation mechanism essentially activatesall the nodes on the source tree which is rooted at the sender. These nodes becomepart of the FG. At each step, after receiving the forwarding table, nodes on the
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next hop neighbor list enable the forwarding ag and refresh the forwarding timer.Soft state dynamic recon�guration provides the ability to adapt to a changingtopology. Mcast Group idreceiver member id next hop... ...Table 4.4: Format of forwarding table FWAppendix B.1 describes the detailed protocol and �gure 4.5 shows an exampleof multicasting the forwarding tables. Node 12 is the sender. Five nodes areforwarding nodes, FG = f4; 12; 16; 22; 25g, because they are in the next hoplist. Only the sender and the internal nodes, in our case 12 and node 22, needto create a forwarding table (�gure 4.5(a),(b)) and broadcast it. Forwardingnodes 4, 16, and 25 do not need to create their forwarding tables since theyare \leaves", i.e., all receiver members are immediate neighbors. It is critical tonote that the forwarding tables are NOT STORED like routing tables. They arecreated and broadcast to the neighbors only when new forwarding tables arrive.When forwarding nodes receive new forwarding tables, their forwarding timersare refreshed; in absence of refreshes, the forwarding ag will automatically timeout and the forwarding node is deleted from FG.4.3.2 FG Maintenance via Sender Advertising (FGMP-SA)Another way to advertise the membership is to let senders ood sender informa-tion. Sender advertising is more e�cient than receiver advertising if the numberof senders is less than the number of receivers. Most multicast applications be-
84
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in section 3. The storage overhead of membership advertising schemes is alsogreatly reduced. For example in DVMRP, if there are S senders, R receivers, andD downstream links on average for a group, every node needs S�(D+1)�B bytesto store both upstream and downstreams status, where B is number of bytes foreach link. However, for FGMP, each forwarding node (not all nodes) only needsone ag and one timer for a group. In the sender advertising scheme, a receiverneeds an additional storage of S � B0 bytes for membership table, where B0 isnumber of bytes for each entry in the joining table.4.4 Simulation Environment & Performance EvaluationThe FG multicast protocol presented so far requires the availability of routingtables, but is otherwise independent of lower layer protocols. The overall perfor-mance does, however, depend on the protocol infrastructure. As in section 3.2.3,the network infrastructure and simulation environments described in chapter 2have been opted.4.4.1 Simulation EnvironmentTwo multicast membership con�gurations are evaluated. Type 1 con�gurationconsists of one sender and 9 receiver members. Type 2 con�guration has 10members and each of them is both sender and receiver. The type 1 tra�c patternmay correspond to a broadcast service such as video on demand, while the type 2may correspond to audio/video conferencing or computer collaboration. Packetinterarrival times are exponentially distributed with mean 1=�. Table 4.4.1 showsthe tra�c load used for type 1 and type 2. In addition to multicast, there is alight background uniform unicast load originating from each node at the rate of
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Member Con�guration Tra�c Load 1=� Total packetsType-1 Load-A (heavy load) 25 ms unlimitedLoad-B (light load) 50 ms 400Type-2 Load-C 250 ms unlimitedTable 4.5: Multicast Tra�c Load1=� = 5sec.4.5 Performance EvaluationPerformance of multicast protocols without RP are evaluated in this section,including ooding, DVMRP, and FGMP. Adaptive DVMRP and sender/receiveradvertising FGMP are also involved for comparison. Metrics of evaluation aremulticast throughput and e�ciency, forwarding group size, and overhead of thechannel and the storage.4.5.1 Throughput & E�ciencyTo evaluate multicast performance, we measure the \throughput" at the receivers.The \throughput" is de�ned as total multicast packets received at all receivermembers excluding duplicated packets. As previously explained, not all packetswill be delivered because of bu�er overow and dropping. Throughput perfor-mance is a�ected by two factors: (a) the temporary loss of a multicast routebecause of mobility, and; (b) the line O/H caused by control messages. Line O/Hindirectly causes congestion and bu�er overow. Thus, net throughput is a goodcumulative measure of multicast performance.In a wireless channel, the multicast protocol can take advantage of MAC layer87



broadcast/multicast. For example, in our proposed scheme, a packet transmit-ted by a clusterhead is simultaneously received (and accepted) over the wirelesschannel by several gateways. The e�cient wireless multicast scheme makes gooduse of the MAC layer broadcast facility. It is thus appropriate to evaluate andcompare multicast schemes using the performance measure \Multicast E�ciency"de�ned as:ME = total number of multicast receptions (along the path as well as at destinations)total number of multicast transmissions (at each node)To measure the multicast e�ciency, we accumulate the hop count of everymulticast packet at each destination (i.e., receiver member). Then, ME = HMTX ,where H is the total number of hops accumulated by multicast packets, andMTX is the total number of packet transmissions. For multicast transmissions,typically ME � 1. If ME < 1, that means some multicast transmissions areredundant like in the global ooding case. Unicast transmissions with possibleretransmissions will yield a \Transmission E�ciency" less than or equal to 1.Figure 4.6 compares the throughput of FGMP, DVMRP and ooding. Wenote that for zero mobility (static network) FGMP and DVMRP achieve thesame throughput. Flooding yields lower throughput because of redundant trans-missions. As mobility increases, DVMRP performance drops very fast, even belowooding. FGMP and adaptive DVMRP performs quite well. Flooding is almostinsensitive to mobility, as expected. Figure 4.7 shows the \Multicast E�ciency"of the various schemes. Global ooding is the least e�cient because of the largenumber of redundant transmissions. FGMP makes the best use of MAC broad-casting. In all, FGMP shows the best performance among all schemes understudy. There is little di�erence between the sender and the receiver version ofFGMP.
88



0

10000

20000

30000

40000

50000

60000

70000

80000

0 10 20 30 40 50 60 70 80 90

T
hr

ou
gh

pu
t (

to
ta

l r
ec

ei
ve

d 
pa

ck
et

s)

Mobility (km/hr) 

FGMP-Sender
FGMP-Receiver

DVMRP-Adaptive
DVMRP
Flooding

Figure 4.6: Throughput4.5.2 Forwarding Group SizeThe size of the forwarding group FG should be kept small to minimize the channeloverhead. Large FG size will also degrade throughput e�ciency as well, due toincreased wireless channel competition. Figure 4.8 shows the average size offorwarding group for various protocols. The size is measured every 20 ms andaveraged over the entire experiment. Flooding has largest FG size since allclusterheads and gateways are included in FG. FGMP has the smallest FGsize because of better \scoped" ooding. FG size of DVMRP increases duringreooding and returns back to normal after pruning, thus ranging between FGMPand Flooding.4.5.3 Channel & Storage OverheadLow overhead for wireless channel is very important since the available bandwidthis scarce and high overhead a�ects the e�ciency of channel access. Economical
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Figure 4.7: Performance of Flooding, DVMRP, and FGMP (Type 1, Load A)storage is necessary for mobile nodes which are equipped with limited resources.For these reasons, we measure the overhead for channel and storage utilization.4.5.3.1 Channel OverheadTwo types of channel overhead are evaluated. One is the redundant transmissionof multicast data; the other is the transmission of multicast control messages.Redundant transmissions include unnecessary ooding and duplicates. Multicaste�ciency, ME, de�ned in section 4.5.1 is the appropriate measure for channeloverhead caused by redundant transmissions. The more redundancy, the smallerME is. The results in �gure 4.7 con�rm that Flooding and DVMRP have a highpercentage of redundant data transmission.To compute control message overhead, we measure the total number of mul-ticast control bits MCO=H transmitted during the experiment and divide it bythe \network" transmission capacity TC (expressed in bits). In our simulation
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Figure 4.10: Multicast Storage O/H (Type 2 con�guration)a route is not available, i.e., the multicast infrastructure (e.g., FG or multicasttree) has not kept up with node movements. The best performance is o�eredby global ooding, which in light load does not su�er throughput degradationbecause of redundant packets, and at the same time will reach all members whichare connected to the network. In global ooding, packet loss is caused exclusivelyby the temporary topology disconnection of some of the members. This problemis emphasized by mobility. We note that FGMP performance is very close toooding. This indicates that in FGMP, most of the packet loss at high mobilityis due to topology disconnections; only a small fraction of the loss is due tothe fact that the forwarding group does not keep up with member movements.DVMRP performance is again much inferior to FGMP.
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CHAPTER 5On-Demand MulticastIn this paper we propose an \On-Demand" multicast protocol for multihop, mo-bile wireless networks. The on-demand multicast does not need any unicastrouting information, and thus it provides a very suitable and e�cient way forenvironments in which maintaining unicast routing is not e�cient due to the dy-namic changing topology. Traditional distance vector routing schemes keep anentry for each destination router in the routing table and maintain the routing in-formation by periodically exchanging the routing table. The overhead of storage(large size routing tables) and channel (routing table updates) limits the scala-bility for multihop, mobile networks in which each mobile node is a router. Bymaintaining only active entries (without routing table updates) on-demand mul-ticast reduces the channel and storage overhead, thus improving the performanceand scalability.5.1 MotivationDistance vector routing protocols maintain up to date routing information byexchanging routing tables (RT) with neighbors. In order to adapt to changingtopology such as mobile networks, the update of routing tables needs to be per-formed frequently. For example, in addition to periodical updates (i.e. �xedupdate period), the routing tables need to be updated if there is any change in
95



the link of neighbors. That is the higher the mobility, the more frequent updates.These frequent updates, however, increase the wireless channel overhead. Fur-thermore, the size of routing table limits the scalability for large networks. Forwireless networks, it is important to use the channel e�ciently. To understandthe channel usage for distance vector routings in mobile wireless networks, webuild a simulation (described in section5.4) in which only tra�c of routing tableupdates is involved (i.e. no data tra�c), and the channel utilization of routingtable update (RTU) (percentage of total channel capacity) is evaluated. For eachnode the routing table is updated every one second. Neighboring changes triggerthe update as well. The RTU consists of entries for each reachable destination.Figure 5.1 shows the channel utilization of RTU and �gure 5.2 presents the totalnumber of RTU for varying mobility. We note that more than half of bandwidthis used by RTU at high mobility, making distance vector routing schemes note�cient for wireless mobile networks.Most multicast protocols work independently of underlying unicast proto-cols. They still need, however, unicast routing information (e.g. checking reverseshortest path, sending join/prune messages etc.) to construct the tree, for ex-ample. The channel overhead of routing table updates apparently will a�ect theperformance of data tra�c.In this paper we propose a multicast protocol which uses on-demand routingwithout any routing table updates, thus avoiding the channel overhead used bythe update of routing tables and increasing the scalability. Multicast routinginformation is created and maintained based on the requests of multicast mem-bers. This On-Demand Multicast protocol does not need any unicast routing,thus making it very applicable for any on-demand routing applications. In ad-dition to using on-demand routing, our multicast protocol exploits the inherent
96
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Mobility (km/hr) Figure 5.2: Total number of transmis-sions of RTUbroadcast property of the wireless medium. Instead of using tree infrastructureslike traditional multicast protocols, our protocol uses \Forwarding Group", anumber of nodes which are responsible for forwarding multicast data, to delivermulticast tra�c. The Forwarding Group infrastructure reduces lots of storageoverhead which is required in the traditional multicast protocols to maintain themulticast trees, and provides a more exible connectivity among multicast mem-bers (node connectivity rather than link connectivity). The reduction of channeland storage overhead and the enhancement of connectivity make this protocolmore scalable for large networks and very e�cient for mobile wireless networks.5.2 On-Demand RoutingsDistance vector routing protocols [PB94] need to update routing information byperiodically exchanging the routing table with neighbors. When the size of rout-ing table is very large and the network topology is not static, the overhead ofexchanging routing tables reduces the e�ciency of these routing protocols. Thissituation occurs in the multihop, mobile wireless networks (ad hoc networks).97



Because of the mobility and no static subnets, each node in the ad hoc networkfunctions as a router and needs routing information in the routing table. Thatmeans that the size of a routing table is N entries if there are N mobile nodes inthe network. When the network size is large and the mobility is high, distancevector routing becomes ine�cient. Several routing protocols have been recentlyproposed for ad hoc networks [CE95, PB94, JM96]. Any of these schemes willbe adequate to support on-demand multicast. In our study we have used theon-demand routing proposed by [Per97]. The basic principle of on-demand rout-ing is to keep only routing information for active source/destination pairs. Whena source S wants to send data to a destination D and does not �nd D in itsrouting table, it broadcasts a REQUEST for route to D. REQUEST messagesare ooded until nodes are reached which have the routing information to D. AREPLY message is sent back to S by each node which has routing informationto D in its routing table. Routes are computed using the well known \backwardlearning" principle, which has been applied, among others, in LAN interconnec-tion via spanning tree bridges. Namely, REQUEST messages create reverse pathrouting entries to S. REPLY messages create forward path routing entries from Sto D. After one or more routes to the destination are established, the source cansend data by selecting an appropriate route. There is no RTU tra�c. For eachnode, the routing entries in the routing table are created solely by the REQUESTand REPLY messages which are small and �xed in size. The major di�erencebetween distance vector and on-demand routing is that on-demand routing tablesare dynamically created and updated according to the tra�c demand instead oftopology changes, and thus reduces the storage overhead for the routing tablein sparse tra�c situations. This storage economy is very important for mobilenodes and makes it more scalable for large networks. Each entry is associatedwith a timer which is refreshed by data tra�c. A stale entry is deleted after98
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5.3 On-Demand FGMPIn previous section, FGMP uses forwarding/joining table to maintain forwardinggroup. The forwarding/joining table needs the information of the next hop tothe members. The next hop information in the routing table can be createdand maintained in the way of on-demand routing rather than using periodicalupdates of the routing table in order to reduce the channel overhead and improvethe delivery e�ciency. The format the routing table entry of on-demand routingis presented in table 5.1. Di�erent from Bellman-Ford, there is an additional�eld called \Timer". Entries with an expired timer are removed from the routingtable, thus saving the storage requirement for mobile nodes. There are two phasesto establish the next hop information for on-demand FGMP. One is "Requestphase" which is issued by multicast members to create the routing information(next hop) for forwarding/joining table. The other is "Recovery phase" which isused to request the next hop information if it is not available while the forwardingnode is sending the forwarding/joining table.5.3.1 On-Demand Request phaseWithout periodical updates of routing tables, we need to �nd out a way to estab-lish the routing information required for FGMP. Fortunately, FGMP only needsrouting information in �nding the next hops for the forwarding/joining table.There is no unicast control message in FGMP. Furthermore, the next hop in-formation can be easily created like on-demand routing by using the advertisingmessages. For FGMP-RA, the advertising messages (join requests) issued byreceiver members can be used to create the path information from senders toreceivers. To this end, some attributes need to be carried on the join request inorder to setup the path information. Table 5.2 shows the format of on-demand100



join request. \Sending ID" is the node ID which is currently sending the re-quest; \Hops" is the hop count traversed by the request message. When a noden receives a join request message, which contains receiver member ID Ri, fromneighbor m, node n examines its routing table. If there is no routing entry forRi, a new entry containing �elds < Ri(destination), m(next hop), hops, sequencenumber, timer> is added into the routing table. Otherwise, the entry for Ri isrefreshed if the request is newer. A newer request means either a larger sequencenumber or a smaller hop count and same sequence number. The refresh causesthe updates of next hop, hop count, sequence number, and timer. Appendix B.2describes the update of on-demand routing table in detail. The join requestsare ooded to the network scoped by TTL. By the time the sender membersreceive the join requests, path information from senders to receiver members hasbeen created/updated and thus the forwarding table can be readily delivered toupdate the forwarding group. Note that senders do not need to send back anyreply message to receiver members since the path information from receiver mem-bers to senders is not used in FGMP-RA. Without the overhead of RTU as inBellman-Ford, on-demand join requests can arrive to senders with smaller delay,thus improving multicasting performance.A similar process is applicable to FGMP-SA, in which case sender membersood sender information to create/update paths from receiver members to sendermembers and the joining table is delivered to the sender members along the paths.5.3.2 Next hop Recovery phaseOn-demand multicast uses member advertising messages to create/update rout-ing path information. However, the main purpose of advertising messages isto update membership status rather than to maintain the routing status. In
101



Table 5.1: Format On-Demand routing table entryDestination Next hop Hop Count Sequence # TimerTable 5.2: Format of on-demand join request/sender info packetMcast Group ID Receiver/Sendermember ID Sequence # TTL Sending node ID Hops
Bellman-Ford+FGMP, every node just forwards the advertising messages (ood-ing) without marking any trace since routing information is maintained by RTU.In the on-demand case, in addition to forwarding the advertising messages, eachnode updates its routing table based on the content of the received message.On-demand routing does not increase the frequency of advertising, thus withoutincurring channel overhead (although the message size is increased, it has onlytwo more �elds and a much smaller routing table). The only routing informationneeded for FGMP is the next hop information to create the forwarding/joiningtable which is used to maintain the forwarding group (FG). The path informa-tion created/updated by the advertising messages may not be able to track highmobility. That is, when a forwarding node receives a forwarding/joining tableand wants to create a new forwarding/joining table to forward according to itsrouting table, it may discover that it does not have the next hop information forsome destinations. To overcome this problem, when the next hop to member mkis not existent, a path request, which is an on-demand unicast request, is issuedto open a new path to member mk. This path request need not be ooded to theentire network like a typical on-demand unicast request. Since path informationto mk has already been created in the network via mk's advertising messages, two
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or three hops probes (TTL = 2 or 3) would be enough to reach nodes which haverouting information for mk, thus without increasing much the latency. After re-plys come back, the next hop information is restored and the forwarding/joiningtable is delivered to the new path and new forwarding nodes are exploited.5.3.3 Refresh StrategyThe performance of soft state maintenance schemes is a�ected by refresh inter-val (how frequently to refresh status) and timeout period (how long the statusstays) [CGZ97]. On-demand multicast uses soft state for both on-demand rout-ing and multicast maintenance. The refresh and timeout intervals are de�ned asfollows:RTE timeout : timeout interval of routing table entries (RTE).MEM refresh : refresh interval of member advertising messages.MEM timeout : timeout interval of membership status.FT refresh : refresh interval of forwarding/joining tables.FG timeout : timeout interval of forwarding nodes.Member advertising messages are issued by sender/receiver members accord-ing to MEM refresh; Stale members in member tables maintained atreceiver/sender are removed based on theMEM timeout. The routing entries inthe on-demand routing tables are deleted if their lives exceed the RTE timeout.Forwarding/joining tables are issued periodically by sender/receiver membersaccording to the FT refresh. Any update of member tables triggers the for-warding/joining tables as well. Forwarding nodes are refreshed by the forward-ing/joining tables and demoted to non-forwarding nodes after timeout (life ex-ceeds FG timeout). To adapt to changing topology, these parameters should be
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tuned to adequate values. Section 5.4 presents these parameter values in oursimulation models.5.3.4 Optimal next hopsThe major idea of FGMP is to select a group of nodes for forwarding multicastpackets. The forwarding group (FG) should be as small as possible to reduceunnecessary transmissions. On the other hand, the FG should provide redundantconnectivity for dynamic environment in order to reduce the impact of topologychanges. An optimal FGMP should allow all moving nodes get multicast tra�cwherever they reside with minimal overhead. Flooding can provide the bestconnectivity but is not e�cient due to unnecessary transmissions. Multicasttree protocols reduce the transmission waste by forcing multicast tra�c to beforwarded on the trees. However, tree structures do not perform well in dynamicnetworks where topology changes incur heavy recon�guration overhead. Thegoal of FGMP is to provide a richer and more exible connectivity with theleast overhead for dynamic networks. The exible and adaptive connectivityis achieved by exploiting the soft state updates of the forwarding group. Thewasteful transmission is avoided by removing stale forwarding nodes. It can bereduced further via a optimal selection of next hops for forwarding/joining tables.Recall that the forwarding/joining table is constructed according to the routingtable. The next hop information provided by the routing table may not be in aoptimal status. For example, in �gure 4.5 we assume that the routing informationat node 12 is as table 5.3. If the routing entries for receiver members at node12 are as in table 5.4, the forwarding group would be formed as �gure 5.4 andthe forwarding table of node 12 would be as �gure 5.4(a), and thus enlarges theforwarding group and reduces the e�ciency. The selection of an optimal (maximal
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Table 5.3: Routing tableof node 12 for �gure 4.5Dest. Next hop... ...3 45 415 1618 2227 22... ...

Table 5.4: Routing tableof node 12 for �gure 5.4Dest. Next hop... ...3 75 815 1618 1727 21... ...

Table 5.5: Routing table ofnode 12 with next hop listDest. Next hop list... ...3 4,7,115 4,8,1315 11,16,2018 13,17,2227 20,21,22... ...common) next hop for a number of members can achieve an optimal FG and thusimprove the e�ciency and reduce the overhead. To select an optimal next hopfor forwarding/joining tables, all next hops with the same metric (hop) need tobe stored. Table 5.5 shows an example of routing table with next hop list for�gure 4.5. When a node is constructing its forwarding/joining table, it selectsthe maximal common next hop among the next hop list. Table 5.3 is the exampleafter optimizing the next hops.5.4 Simulation & Performance EvaluationDi�erent from the simulation environments in chapter 3 and 4, there is no rout-ing table updates for on-demand multicast. We compare the performance ofon-demand multicast with FGMP using the Bellman-Ford routing scheme intro-duced in section 4.3. Table 5.6 lists various parameters used in our experiments.Two multicast membership con�gurations are evaluated. One-to-many multicastconsists of one sender and 9 receiver members. Many-to-many con�guration has10 members each of which is both a sender and a receiver. One-to-many tra�c105
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Mobility Soft state parameters (time interval in ms)(km/hr) Bellman-Ford & On-Demand On-DemandMEM refresh MEM timeout FT refresh FG timeout RTE timeout0.02 400 960 200 560 9600.70 400 960 200 560 9601.41 400 960 200 560 9602.81 400 960 200 560 9605.62 400 960 200 560 96011.25 400 960 200 560 96022.50 400 960 160 480 96030.00 400 960 120 400 96045.00 400 960 80 320 96060.00 400 960 60 280 96090.00 400 960 40 240 960Table 5.6: Soft state parameterssured to prove the e�ciency of on-demand multicast. One-to-many con�gurationusing FGMP-SA is evaluated from section 5.4.2 to section 5.4.6. Section 5.4.6.1explores other con�gurations and loads.5.4.2 Channel UtilizationTotal network capacity is de�ned as C = S � B (bits), where S is the averagenumber of clusters and B is the wireless bandwidth (bits/sec). The channeloverhead of RTU is then given by:CURTU = (Total number of RTU) * (Routing Table Size(bits))C � T ;
107



0

10

20

30

40

50

60

70

80

90

100

0.02 0.7 1.41 2.81 5.62 11.25 22.5 30 45 60 90
Mobility (km/hr)

C
h

an
ne

l U
ti

liz
at

io
n 

(%
)

Idle
Others
Multicast data
RTU
Token

Figure 5.5: Channel Utilization ofFGMP-SA (Bellman-Ford)[One-to-Many]
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Figure 5.6: Channel Utilization ofFGMP-SA (On-Demand)[One-to-Many]where T is the total simulation time. Figure 4.5.3.1 shows the channel utilizationby message type for FGMP-SA using Bellman-Ford routing; Figure 4.5.3.1 showsthe results of FGMP-SA using on-demand routing. Token utilization is the factionof bandwidth available for data (i.e., token). As expected, on-demand routingeliminates channel overhead due to routing table updates and increases the to-ken utilization for multicast tra�c. From these results, it is quite obvious thatbeyond, say, 10 km/hr, for this particular network con�guration the overheadintroduced by the Bellman-Ford updates makes on-demand routing much moreattractive then Bellman-Ford routing.5.4.2.1 Control Message OverheadOn-demand multicast creates/maintains routing information by using on-demandrequests/replys and hello messages. The on-demand request includes memberadvertising messages, next hop requests, and unicast requests. Figure 5.8 showsthe overhead of all control messages for on-demand FGMP-SA. Compared with
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Figure 5.7: Control Messages ofFGMP-SA (Bellman-Ford)[One-to-Many]
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Figure 5.8: Control Messages ofFGMP-SA (On-Demand)[One-to-Many]�gure 5.7 which is using Bellman-Ford, the overhead of on-demand control mes-sages is much less than routing table updates (RTU). Note that the RTU messageoverhead in �gure 5.7 was divided by 40 so as to �t it in the graph. The majorcontribution to control message O/H in on-demand is the hello message whosefrequency increases with mobility. The member advertising overhead in Bellman-Ford case is slightly less than the one of on-demand since in Bellman-Ford eachadvertising message is forwarded only once at each node (ooding). The adver-tising message may be forwarded more than once in on-demand case because thehop count carried in the message header is examined and routing information isupdated if the hop count is better than the previous one. In our infrastructure,it is possible to get the �rst message with longer path than the second duplicate(due to ooding). In this case, the second duplicate (the same message from themember) will suppress the �rst one and be forwarded in order to establish betterpath information. The extra transmission of advertising messages will triggermore joining table updates.
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Figure 5.9: Throughput [One-to-Many] 0
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Figure 5.10: Multicast E�ciency[One-to-Many]5.4.3 Storage OverheadAnother bene�t of on-demand routing is the reduction of routing table size. Thisis very important for scalability to a large size network. In a multihop mobilenetwork, each node functions as a router. There is no explicit subnet and hi-erarchical structure. Therefore, it is necessary to keep an entry for each nodewhen using distance vector routing. This limits the scalability since it increaseschannel and storage overhead. To understand the usage of the routing tablefor on-demand routing, we measure the average number of routing table entries(RTE). The number of RTE is measured every 20 ms and averaged over the en-tire experiment. The average RTE per node is shown in �gure 5.12. We notethat on-demand only needs approximately 12 RTEs while Bellman-Ford main-tains between 95 and 100 RTEs (depending of speed) in our infrastructure (100nodes). In �gure 5.12 we also show the maximal number of RTE used by on-demand routing during the experiment, which is also much less than 100 used byBellman-Ford.
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5.4.4 Throughput & E�ciencyTo evaluate multicast performance, we measure the \throughput" at the receivers.The \throughput" is de�ned as total multicast packets received at all receivermembers excluding duplicated packets. As previously explained, not all pack-ets will be delivered because of bu�er overow and dropping. More precisely,throughput performance is a�ected by two factors: (a) the temporary loss of amulticast route because of mobility, and; (b) the line O/H caused by controlmessages. Line O/H indirectly causes congestion and bu�er overow. Thus,net throughput is a good cumulative measure of multicast performance (i.e., theability to withstand mobility and to reduce O/H).In a wireless channel, the multicast protocol can take advantage of MAC layerbroadcast/multicast. For example, in our proposed scheme, a packet transmit-ted by a clusterhead is simultaneously received (and accepted) over the wirelesschannel by several gateways. The e�cient wireless multicast scheme makes gooduse of the MAC layer broadcast facility. It is thus appropriate to evaluate andcompare multicast schemes using the performance measure \Multicast E�ciency"de�ned as:ME = total number of multicast receptions (along the path as well as at destinations)total number of multicast transmissions (at each node)To measure the multicast e�ciency, we accumulate the hop count of everymulticast packet at each destination (i.e. receiver member). Then, ME = HMTX ,where H is the total number of hops accumulated by multicast packets, andMTX is the total number of packet transmissions. For multicast transmissions,typically ME � 1. If ME < 1, that means some multicast transmissions areredundant like in the global ooding case. Unicast transmission with possibleretransmission will yield a \Transmission E�ciency" less than or equal to 1.111
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Figure 5.11: Size of Forwarding Group(jFGj) [One-to-Many]
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Figure 5.12: Average number of RTE[One-to-Many]Figure 5.9 compares the throughput of FGMP(Bellman-Ford) and On-DemandFGMP. Figure 5.10 shows the \Multicast E�ciency". At low speed, the per-formance is comparable. At high speed, on-demand multicast reaches higherthroughput because of the reduction of routing table updates which waste chan-nel capacity and degrade the throughput (see �gure 5.5 and 5.7). The lowere�ciency of on-demand in low mobility means that there are more duplicates foron-demand due to a larger forwarding group (this is veri�ed in section 5.4.5).In high mobility the e�ciency approaches the same, making on-demand moresuitable for mobile networks.5.4.5 Forwarding Group SizeThe size of the forwarding group FG should be kept small to minimize the channeloverhead. Large FG size will also degrade throughput e�ciency as well, due toincreased wireless channel competition. Figure 5.11 shows the average size offorwarding group for Bellman-Ford and on-demand. The size is measured every20 ms and averaged over the entire experiment. We note that on-demand has a
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Figure 5.13: Average Delay [One-to-Many] 0
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Figure 5.14: Average Hops [One-to-Many]larger size group in low mobility and a smaller group in high mobility. Bellman-Ford provides more stable routing information in low mobility and thus maintainsa better (smaller) forwarding group than on-demand. The economical forwardinggroup and less overhead of RTU in low mobility allows Bellman-Ford to havebetter e�ciency than on-demand routing.5.4.6 Delay & HopsAverage delay and hop count are evaluated as well. The average delay and hopcount is measured at each receiver member. Each multicast packet carries thetime stamped by the sender and the hop count. Total delay and hop count areaccumulated and averaged over throughput. The delay includes transmission andqueueing delay. Figure 5.13 shows the average delay and �gure 5.14 shows theaverage hop count. On-demand multicast has much smaller delay at high mo-bility due to the channel e�ciency (without RTU) and token e�ciency (withoutcompetition of neighbors). This result is somewhat surprising since usually, on-demand routing for unicast has longer delay due to the latency of request/reply.However, in FGMP, most on-demand requests are performed by member adver-
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Figure 5.15: Throughput [One-to-Many] 0
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Figure 5.16: Average number of RTE[Many-to-Many]tising message and no replys are required, thus avoiding the latency. On-demandrequest/reply is only needed to �nd the new next hop when it is not available.This happens only if the topology changes. However, the latency of �nding thenext hop is small since the next hop information can be found from nodes two orthree hops away. This is because routing information to the member nodes areperiodically maintained by member advertising messages which will e�cientlymaintain routes from all nodes to the member nodes. On the other hand, routinginformation maintained by Bellman-Ford is not e�cient (longer delay) at highmobility due to the channel overhead. On-demand does not incur much longerpaths for delivering multicast packets, making it suitable for dynamic networks.5.4.6.1 Miscellaneous ResultsIn this section we explore the performance evaluation for various con�gurationsand tra�c loads. Figure 5.15 compares the sender advertising (SA) and the re-ceiver advertising (RA) schemes for FGMP for one-to-many. As expected, SAtakes advantage of one-to-many con�guration and reaches slightly better perfor-
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Figure 5.17: Throughput [Many-to-Many] 500
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Figure 5.18: Average Delay [Many-to-Many]mance than RA for both Bellman-Ford and on-demand cases.Figures 5.17, 5.18, and 5.16 present the results for many-to-many con�gura-tion and prove that on-demand multicast outperforms multicast using Bellman-Ford.
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CHAPTER 6Reliable MulticastFrom applications involving human collaboration to critical network services likeautonomous management and security, many target applications envisioned formultihop wireless networks bene�t from a network multicast. However, most net-work multicast services of today o�er some form of "best-e�ort" delivery whichlacks any end-to-end recovery mechanisms. While many ad-hoc mechanisms havebeen developed over the years for adding end-to-end recovery to unreliable deliv-ery, multicast poses several unique challenges related to both the size of the net-work and the number of multicast sessions and session participants; this problemdeserves special attention in wireless networks with relatively scarce transmissionresources. For these reasons, we conducted simulations with one such reliablemulticast mechanism. Speci�cally, Scalable Reliable Multicast (SRM) [FJM95]provides a framework for developing applications which both bene�t from networkmulticast and incorporate end-to-end recovery mechanisms. In this chapter, wehave built upon the the existing multicast simulation infrastructure, which us-ing FGMP protocol described in chapter 4.3, to better understand the overallsuitability of SRM in wireless environments.

116



6.1 The Reliable Multicast ProblemAdding reliability mechanisms to multicast poses several problems. First andforemost, an e�ective reliable multicast scheme must handle scaling of controltra�c overhead in the face of one-to-many relationships. In order to supportInternet size sessions, control mechanisms must not adversely scale with the sizeof the session. In the case of loss-recovery-based reliability, this design goal ap-plies applies specially to the number of receivers. Considering TCP illustratesthis idea. In the TCP protocol, receivers send explicit acknowledgments to thesender for each segment of data received. In the multicast domain, such a schemescales poorly with the number of receivers. Sometimes generally referred to asacknowledgment "implosion", sessions with a large number of receivers each send-ing acknowledgments results in a clog of acknowledgments at the sender. Muchas a data ow diverges in the network subsequent to initial transmission by thesender, e�ective reliable multicast which supports a large number of receiversmust aggregate recovery initiated by those receivers.6.2 Scalable Reliable Multicast (SRM)SRM, as described in [FJM95], is a framework for building multicast applicationswhich incorporate reliability. In recent years, many proposals have emerged forsupporting reliable multicast. The key contribution of SRM lies in its overallphilosophy of supporting a minimal form of reliability. While, like most reliabilitymechanisms, SRM's notion of reliability includes the recovery of data lost duringtransit, it does not include guarantees about the ordering of packets commonlypresent in other mechanisms. Instead of providing a reliable ordered bit-streamlike TCP, SRM places the requirement for providing unique names and ordering
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for data-units upon the application. In this way, SRM applies the principles forApplication Level Framing (ALF) [CT90] to the reliable multicast.While SRM di�ers from TCP in many ways, it remains similar in one re-spect. Much like TCP, the designers the SRM framework took an end-to-endapproach to control. In other words, recovery from losses occurs somewhereabove the network-level. This allows SRM recovery to operate over a potentiallylarge internetwork in which intermediate remain ignorant of SRM operations.This presents a contrast to some other mechanisms, for example, those presentedin [PR97], which introduce reliability at or below the network-level.In addition to its lightweight notion of reliability and end-to-end control, SRMdi�ers from other reliability mechanisms in several other ways. Typically, relia-bility schemes include a protocol, i.e. a set of well-de�ned message formats andan accompanying state machine describing how to process these messages. SinceSRM applies ALF principles, these don't explicitly exist in the SRM framework.Instead, the SRM framework consists of two main components. (1) The notionof session messages, and (2) the loss recovery algorithm. Subsequent sectionsdescribe both of these.6.2.1 Session MessagesEach participant in a multicast session periodically transmits session messagesto the entire session. These messages allow the other participants to form ashared-state describing the session. Some values of interest include the sequencenumbers of ordered data for the purpose of detecting loss as well as the topologicaldistances used by the loss recovery algorithm described in the next section. How-ever, the exact nature of the session message will depend upon the requirementsof the application, it's methods of detecting loss, and it's method of deriving a
118
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Figure 6.1: SRM Loss Recovery: upon hearing B's response to A's re-quest, S does not respond.distance metric to weight the timers of loss recover.6.2.2 Loss Recovery AlgorithmSRM's loss recovery works in the following way. Upon detecting a loss, a receivingparticipant in the session schedules a request for repair (patch request) by settinga timer over a uniform interval weighted by the perceived distance to the source.This distance could be measured in a number of ways, but the white-board ap-plication described in [FJM95] uses a synchronized time space maintained bythe session messages. Upon sending the request, the receiver resets and mul-tiplicatively increases this request-timer. The patch request is ooded to thenetwork so that other participants in the session can receive it. Upon hearingthis request, a participant in the multicast session who previously received therequested data schedules a response by setting a timer over a uniform intervalweighted by the distance to the requesting receiver. By weighting the responsein this way, participants closer to the requesting receiver will generally respond
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before those farther away, keeping the repair localized about the source of therequest. If a responding participant does not hear a response from anyone elseby the time its timer expires, it transmits its repair (patch) to the entire session(ooding). On the other hand, if a responding participant hears a repair fromsome other participant while waiting to transmit its response, as in �gure 6.1, itcancels its own response and does not send any repairs for the loss. Finally, ifthe receiver originally requesting a repair fails to recover by the time its requesttimer expires, it sends another request and again sets its request timer with amultiplicative back-o�.6.3 FGMP + SRMTo explore the reliable multicast and analyze SRM, we implement SRM intoFGMP described in section 4.3. Each multicast packet is marked with a sequencenumber and the sender ID so that receivers can detect the loss. A end-of-sessionmessage, which contains the sequence number of the last packet, needs to besent to all receivers in order to recover lost packets due to the loss of the lastpacket. For the FGMP-RA scheme, the sender can send a reliable unicast end-of-session message to all receiver members since the receiver membership is storedin the sender's member table. For FGMP-SA, the end-of-session message can bepiggyback on multicast packets or can be sent to all receivers by ooding. Packetloss is detected by the receiver and a timer is set for a patch request for the lostpacket. Instead of using a gap which may consist of variable number of packets,we use a packet by packet recovery scheme. That is, each lost packet is set witha timer for the patch request and will be recovered by a patch. Patch requestsand patches are ooded with TTL speci�ed to the entire network. Rather thanrecovering the whole gap a packet based recovery is to reduce the dominance and120



unfairness of wireless channel usage. Patch recovery timers are set according tothe perceived delay which can be measured from the patch request.6.4 Unicast patching for FGMP-RAThe SRM uses ooding algorithm for patch request and patches. This is nec-essary when the receiver does not have other members' information. However,ooding creates much overhead (especially for patches) and thus increases thelatency of recovery. For FGMP-RA, the receiver advertises its information andthis advertising message can be used to track multicast membership. Namely,each receiver keeps other members' information such as member IDs, distance,and delay. These information can be used to improve loss recovery. For ex-ample, based on the distance to members, a receiver can issue a patch requestwith proper TTL in order to avoid a large scope of ooding. Another poten-tial is unicasting the patch requests and patches. We use the unicast patchinghere to improve the performance. The advantages of using unicast patching are:(a) unicast patching reduces the channel overhead incurred by ooding; and (b)upon receiving the patch request, the member which has received the requestedpacket can respond to the request immediately (without setting a timer sincethere is no possibility that other members might respond as well and need sup-pressions to avoid duplicate responses), thus reducing the patch delay. The patchrequest is sent to a candidate member which is elected on the distance metric.If the candidate member cannot repair the request, it forwards the request toanother member. The patch request carries a list of traversed members to avoidoscillation. Performance results are reported in the following section.
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6.5 Simulation & Performance EvaluationThe simulator described in section 2.6 is used to evaluate SRM. The multicastprotocol is FGMP-RA. The multicast membership con�guration is one to manymulticast (Type-1 con�guration in section 4.4.1). The sender S sends 400 multi-cast packets at the rate of 1=� = 100ms. The end-of-session message containingthe end of sequence number (400) is sent to all receivers by the way of reliableunicast. The timer for a patch request and a patch has a uniform distribution inan interval based on RTT (Round Trip Time). The patch has the same packetsize as data packet (10k bits) while the message size of the patch request is equalto the control message size(500 bits). Two sets of experiments are simulated:FGMP and FGMP+SRM. Performance measures are based on throughput, aver-age delay, average hop, and maximal bu�er. The patch overhead and performanceare evaluated as well to explore the e�ciency of SRM. Sets of experiments usingunicast patching are developed as well to compare the performance with SRM.A 2-level mobility model is also used to evaluate the performance under morestable environments.6.5.1 Performance EvaluationThe information carried in the packet header includes sender ID, sequence num-ber, hop count, and origin time stamp. The hop count is increased by one whenthe packet is forwarded. Upon receiving multicast packets, the receiver memberscompute the throughput (received packets excluding duplicates), hop count, anddelay. Accumulated results are collected to analyze the average values (hop countand delay). Figure 6.2 compares the results of FGMP and FGMP+SRM.
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Figure 6.2: Performance Evaluation of SRMThroughput: The throughput after recovering the loss is 3600 since there arenine receiver members (Type-1) and 400 packets sent by the sender. As expected,SRM is able to recover all packet losses since the patch requests are ooded toall multicast members and any of members can send the requested patches byooding (if it is not cancelled by other patches). Without SRM, packet loss isincreased with mobility. Since the multicast tra�c load is very light and thereis no packet dropping due to the bu�er overow. Packets are lost because theforwarding group cannot catch up the moving nodes and thus some packets arenot forwarded correctly.Average Delay : The packet delay is measured at receiver members by sub-tracting the origin time, which is carried in the packet header, from the reception
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Figure 6.3: Patch O/Htime. For SRM, the patch carries the origin time from the multicast sender ratherthan from the node which originates the patch. From �gure 6.2 we note that theaverage delay of SRM is much higher. This is due to the delay (timer) of issuingthe patch requests and the patches and the channel competition for ooding thepatches.Average Hops : Like the average delay, the hop count is computed fromthe multicast packet rather than counting from the patch source. Thus, the hopcount of a patch, which is originated from member P and is received at receiverR, is the path length from multicast sender S to receiver R via member P . Asexpected, the average hops increase after including the patches.Maximal Bu�er: The maximal bu�er size required is measured during theexperiment. We assume that there are unlimited bu�ers available and the maxi-mal bu�er size is recorded. SRM needs larger bu�ers at higher mobility to storethe patches ooded from multicast members in order to recover the packet loss.
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MulticastFigure 6.4: Performance Measure of Patch6.5.1.1 Patch analysisTo understand the SRM messages (patch and patch request), we further explorethe patch behavior. Figure 6.3 shows the total number of patches and patchrequests transmitted during the experiment. The patches and patch requests,which are identi�ed by the sender ID and sequence number, are suppressed ifthey are duplicates. The number of patches are smaller than the one of patchrequests but the patch size is larger than the request size, and thus the patch hasmuch larger overhead than the patch request. Figure 6.4 compares the multicastpackets with the patch packets. Average delay and hop count is larger for patchpackets than for multicast packets.6.5.1.2 Performance of Unicast PatchesSRM repairs packet losses by sending patch requests to all members which re-spond the requests if the requested packets have been received. Timers are set inorder to avoid duplicate requests and responses. The patch requests and responsesare ooded to the networks in order to reach the member and to suppress theduplicates. However, ooding increases the channel overhead and thus reduces
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Figure 6.5: Patch Comparison of SRM vs. Unicast Patchingthe e�ciency. From �gure 6.3 we note that the patch overhead is very large athigh mobility. Figure 6.5 shows the results of unicast patching. In general, with-out ooding patches, unicast patching reduces much of the patch overhead andgains better response. The delay spike in the middle of the mobility spectrumoccurs for both schemes and is worse for unicast patching. This is due to thetemporary disconnection of network topology. When the receiver is disconnectedfrom other members, unicast patching has a longer recovery period than ooding.To measure the performance under a more stable environment, A 2-level mobil-ity model described in chapter 3 are involved, where the clusterheads are slownodes and move at 1.41 km/hr, thus providing a highly connective clustering.Figure 6.6 shows the average delay of patches and non-lost multicast packets.Unicast patching achieves less delay as expected.
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CHAPTER 7Conclusions and Future WorkWireless communication provides an e�cient and economical means for frequentroamers to communicate. The bene�ts of wireless networks are mobility, easyand rapid installation, and ubiquitous transmissions. The Multihop infrastruc-ture allows rapid deployment and dynamic recon�guration; it provides the feasiblenetworking solution for a very dynamic environment such as battle�eld commu-nications and disaster recovery operations. Multicasting is very important inwireless networks because it reduces the channel overhead incurred by redundantand duplicate transmissions.In this dissertation we study various multicast protocols and explore the mul-ticast problems in multihop, mobile wireless networks. Performance evaluationsare reported via a detailed simulation. Modi�cations are implemented onto theexisting protocols to improve the e�ciency for dynamically changing environ-ments. New multicast protocols have been proposed to take advantage of wirelesstransmissions and to adapt e�ciently to mobile networks. On-demand multicastis proposed to reduce overhead of routing table updates and thus is very scalableto large network size. The Scalable Reliable Multicast (SRM), which is based onapplication level framing, has been implemented into our protocols and infras-tructure, thus providing a reliable solution for wireless multicasting. Future workis in many directions:
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7.1 On-demand and Hierarchical MulticastOn-demand and hierarchical routing strategies improve the scalability by reduc-ing the storage overhead of routing tables and the channel overhead of routingtable updates. Since most applications provide services for a large number ofgroup members, scalability is a very important issue for multicast. Conventionalmulticast protocols are not suitable for the large size networks either due tothe poor scalability (e.g., DVMRP) or due to the ine�ciency for large members(e.g., tra�c concentration in CBT). On-demand and hierarchical multicast is apotential solution for large ad-hoc networks.7.2 Quality of Service (QoS) and RSVPQoS information is important for real time multicast applications such as videoand audio programs. RSVP provides a feasible solution for QoS on multicasting.Future work will implement RSVP on FGMP and evaluate the performance ofreal time multicasting.7.3 Wireless Multicast Flow ControlIt is very challenging to e�ciently control the multicast ow in mobile wirelessnetworks, mainly due to the diverse properties of wireless channel. Congestioncontrol is a solution for mobile nodes because it alleviates the limitation of scarcebu�er space. The automatic acknowledge ability in wireless transmission providesa feasible way for multicast ow control. Flow control can also be used with QoSand reliable multicast to improve the quality of multimedia applications.
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7.4 Reliable MulticastSRM satis�es the reliable requirement on the application level. Some link level(hop by hop) reliable multicast protocols have been proposed [PR97] for ad-hocnetworks. Future work will implement link level reliable multicast and compareit with SRM.
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APPENDIX ARP Trees Multicast ProtocolsThis chapter presents the detailed protocols described in chapter 3.3.1. The termsused in these protocols are de�ned as follows:RP i : Rendezvous Point of group i.Ri : set of receiver members of group i.Si : set of sender members of group i..F i : set of internal forwarding nodes of group i, that is, nodes on the tree betweenRP i and Ri.FLij : forwarding list of group i for node j.DLij : downstream list of group i for internal node j.SLiRP : senders list of group i at RP .FLijtok : forwarding list of group i at node j sent to node k.SLij : senders list of group i at node j.Pj;k : path length recorded on packets from sender sik received at receiver rij.Dm;nj : distance from node n to node m at routing table of node j.TH lRP toS : threshold value from shared tree to per-source tree.THhRPtoS: threshold value from shared tree to per-source tree.TH lStoRP : threshold value from per-source tree to shared tree.
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A.1 Shared Tree Multicast : Unicast Sender ModeReceiver member rij 2 Ri:rij periodically sends join requests with FLij = f�g to RP i to create the RP-rooted tree which is adaptive to nodes mobility (soft state).Sender member sij 2 Si:sij sends packets to RP i by encapsulating the packet and unicasting it to RP i.F i, FLik:When a node k receives the join requests from receiver rij, rij is added into DLikassociated with timer, and node k is added into F i. The FLik includes all senders,FLik = f�g, that means node k will forward multicast packets from all sendermembers in group i. The downstream and forwarding status will be deleted aftertimeout. When the node k receives a multicast packet (forwarded via RP i), itbroadcasts the packet if the sender is in FLik.RP i:RP i maintains DLiRP and FLiRP when it receives the join requests from receiverrij. When RP i receives packets from sender members, it decapsulates the packetsand sends them by using multicast address (broadcast) to all neighbors.
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A.2 Shared Tree Multicast : Multicast Sender ModeReceiver member rij 2 Ri:rij periodically sends join requests with FLij = f�g to RP i to create the RP-rooted tree which is adaptive to nodes mobility (soft state).Sender member sij 2 Si:Initially, sij sends packets to RP i by encapsulating the packet and unicasting it toRP i. After receiving join message from RPi, sij broadcasts decapsulated packets.F i, FLik:When node k receives the join requests from receiver rij, rij is added into DLikassociated with a timer. The FLik is set to include all senders, FLik = f�g, thatmeans node k will forward multicast packets from all sender members in group i.When node h receives the join message with source RP i and destination sij,RP i is added into DLih associated with a timer, and sij is included into FLih,FLih = FLih [ fsijg.The downstream and forwarding status will be deleted after timeout. When thenode k receives a multicast packet (forwarded via RP i), it broadcasts the packetif the sender is in FLik.RP i:RP i sets DLiRP and FLiRP when it receives the join requests from receiver rij.When receiving register packets (encapsulated packets) from sij, RP i adds (orupdates) sij into SLiRP , and decapsulates the packets and sends by using multicast
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address (broadcast) to all neighbors (only neighbors on the tree will accept andforward the packets). There is a timer associated with the sender in SLiRP .Periodically (soft state), RP i sends join messages with FLiRP = fsijgto registeredsenders sij 2 SLiRP . RP i will update the timers of members in SLiRP when itreceives packets (with multicast group address) from the sender members. Stalesender members will be deleted after timeout.A.3 Adaptive Tree multicastReceiver member rij 2 Ri:Initially FLijtoRP = f�g.rij periodically sends join requests with FLijtoRP to RP i and join requests withFLjtol : l 2 SLij in order to create the RP-rooted tree and per-source trees whichare adaptive to nodes mobility (soft state).When receiving a packet from sik:if Pj;k �Dj;kj > TH lRP toS and Dj;kj �Dj;RPj < THhRPtoS,SLij = SLij [ fsikgFLijtok = fsikgFLijtoRP = FLijtoRP � fsikgif Pj;k �Dj;RPj > THStoRP ,SLij = SLij � fsikgSLij = SLij � fsikgFLijtoRP = FLijtoRP [ fsikgSender member sij 2 Si:Initially, sij sends packets to RP i by encapsulating the packet and unicasting itto RP . After receiving join message from RPi, sij broadcasts unencapsulated134



packets.F i, FLik:When node k receives the join requests with forwarding list FLij from receiver rij,rij is added into DLik associated with a timer. The FLik is set to FLij, that meansnode k will forward multicast packets from sender members in FLik. When nodek receives the join message with source RP i and destination sij, RP i is added intoDLik associated with a timer, and sij is included into FLik, FLik = FLik [ fsijg.The downstream and forwarding status will be deleted after timeout. When thenode k receives a multicast packet (forwarded via RP i), it broadcasts the packetif the sender is in FLik.RP i:RP i sets DLiRP and FLiRP when it receives the join requests from receiver rij.When receiving register packets (encapsulated packets) from sij, RP i adds (orupdates) sij into SLiRP , and decapsulates the packets and sends by using multicastaddress (broadcast) to all neighbors (only neighbors on the tree will accept andforward the packets). There is a timer associated with the sender in SLiRP .Periodically (soft state), RP i sends join messages to registered senders sij 2SLiRP . RP i will update the timers of members in SLiRP when it receives packets(with multicast group address) from the sender members. Stale sender memberswill be deleted after timeout.Figure A.1 shows the examples of di�erent modes.
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APPENDIX BFGMP ProtocolsThis chapter describes the FGMP protocols in detail. Two protocols are pre-sented: FGMP-RA and FGMP-SA. The terms used in these protocols are de�nedas follows:Gi : multicast group i.Ri : set of receiver members of Gi.Si : set of sender members of Gi.FGi : set of forwarding nodes of Gi (table 4.4).FW ij : forwarding table of node j for Gi.FWflagij : forwarding ag of node j for Gi.FWtimerij : forwarding timer of node j for Gi.NextHop(FW ij ): next hop list of FW ij .RMT ij : receiver member table of sender j for Gi (table 4.3).REQik : join request of receiver k for Gi (table 4.2).
B.1 FGMP-RAReceiver member r 2 Ri:Node r periodically oods join request REQir = (i; r; seq++; TTL), and acceptspackets with multicast address of Gi. 140



Sender member s 2 Si:After receiving REQir, node s updates (adds new or refreshes old members)RMT is . Stale receiver members are deleted from RMT is . Once RMT is is up-dated or when the refresh timer of RMT is is reached, node s forms the FW is bychecking RMT is (to get receiver members) and routing table (to get next hop),and broadcasts FW is to all neighbors. FWflagis and FWtimeris are reset andFGi = FGi [ fsg if FW is is not empty. FWflagis is disabled if FWtimeris ex-pires. Multicast packets in queue will be sent (broadcast) if FWflagis is enabled.Node k receiving FW ij :When node k receives the FW ij and k 2 NextHop(FW ij ), it creates FW ik by ex-tracting receiver members from FW ij and checking routing table to get next hopinformation. Only receiver members in FW ij , which have k as the next hop andare not neighbors of k, will be added into FW ik. If FW ik is not empty, it is broad-casts to all neighbors, FWflagik and FWtimerik are reset, and FGi = FGi[fkg.Forwarding node f 2 FGi:When node f receives a multicast packet of Gi, it broadcasts the packet to allneighbor. If FWtimerif expires, FWflagif is disabled and FGi = FGi � ffg.
B.2 On-Demand FGMP: Join RequestRTi : routing table of node i.RT ji : routing entry for destination j at node i (table 5.1).
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RT ji :NextHop : next hop in RT jiRT ji :Hops : hop count in RT jiRT ji :Seq : sequence number in RT jiRT ji :T imer : timer in RT jiREQ : join request received (table 5.2).REQ:rid : receiver member id in REQ.REQ:hops : hop count in REQ.REQ:seq : sequence number in REQ.REQ:nid : sending node id in REQ.When node i receives a join request REQ:if ( no RTREQ:ridi exists in RTi )fdest = REQ:rid;nexthop = REQ:nid;hops = REQ:hops + 1;seq = REQ:seq;timer = current time;RTREQ:ridi = h dest,nexthop,hops,seq,timer i;add RTREQ:ridi into RTi;gelse f if ( REQ:seq > RTREQ:ridi :Seq or(REQ:seq == RTREQ:ridi :Seq and REQ:hop+1 < RTREQ:ridi :Hops) ) fRTREQ:ridi :NextHop = REQ:seq;RTREQ:ridi :Seq = REQ:seq;RTREQ:ridi :Hops = REQ:hops + 1;
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RTREQ:ridi :T imer = current time;gg
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