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5 DRAFT1Language Complexity inGenerative GrammarEarly formal theories of syntax were generally couched in terms ofrewriting systems|phrase structure grammars and the transformationalgrammars based on them. This approach was quite successful in uncov-ering structural properties of natural languages and, moreover, was theo-retically very fruitful as well, yielding the �eld of Formal Language The-ory and leading to the identi�cation of hierarchies of language complexityclasses. There was an expectation, in this early work, that such classeswould play a signi�cant role in de�ning the structure of natural lan-guages. The initial de�nition of the Chomsky Hierarchy (Chomsky 1959)was motivated, in part, by the idea that the hierarchy might serve tocharacterize the class of natural languages, at least in the broad sensethat some level might be shown to include the natural languages whileexcluding signi�cant categories of non-natural languages. The intentwas that by capturing the class of natural languages with a mechanismthat had a formally well-de�ned generative capacity one might gain in-sight into the structural regularities of those languages. Further, giventhe dual structural/automata-theoretic characterizations of these classesone might hope not just to identify the regularities of natural language,but to account for them.Over time the emphasis has turned away from formalisms with re-stricted generative capacity in favor of those that support more naturalexpression of the relevant regularities. These more recent approachestend to fall into the category of constraint-based formalisms|formalismsthat de�ne languages by specifying constraints on the structures analyz-ing their strings. Concomitantly, the topic of language-theoretic com-plexity has all but disappeared from linguistic research. This is largelythe result of a realization that the structural properties characterizing3
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5 DRAFT4 / A Descriptive Approach to Language-Theoretic Complexitynatural languages as a class may well not be those that can be distin-guished by existing language complexity classes, but it is also at leastin part a result of the fact that it is not at all clear how to establishsuch results for constraint-based theories. These studies address both ofthese issues. We introduce a method for establishing language-theoreticcomplexity results that is natural for application to constraint-basedformalisms over trees. What's more, our experience in applying it toGovernment and Binding Theory (GB) suggests that the connection be-tween such results and current research in natural language syntax maybe stronger than generally assumed.It will be useful, by way of introduction, to review brie
y the in-tertwined histories of formal language theory and generative linguisticsand in particular to sketch the diminishing role of language complexitywithin formal theories of syntax. Our focus is the tradition that has ledto the development of Government and Binding Theory, but a similartransition can be found in the evolution of GPSG into HPSG, albeit ac-companied, in that case, by a move from trees to a more general classof structures.1.1 From Rewriting Systems to Constraint-Based For-malismsIn one of the earliest applications of formal language theory to natu-ral language Chomsky (1959, 1957) undertook to prove that English isnot included in the regular languages, and consequently, that �nite-state automata are inadequate to model the human language faculty.At the same time he argued informally that the context-free gram-mars were also, if not inadequate, then at least inexpedient, for de�n-ing natural languages. This proved to be a much more di�cult resultto achieve and is still controversial. Although a considerable amountof subsequent work was directed towards showing formally that vari-ous natural languages were not context-free languages, that work wasmostly unsuccessful (Pullum and Gazdar 1982, Pullum 1984). It is onlyrelatively recently that compelling evidence has been o�ered for the non-context-freeness of natural languages, speci�cally based on case-markingin cross-serial verb constructions in Swiss German (Shieber 1985), onlong-distance extractions in Swedish (Miller 1991), and on word forma-tion in Bambara (Culy 1985).While the context-free grammars are evidently too weak, the context-sensitive grammars seem clearly too powerful to characterize the classof natural languages in any useful way. Savitch (1987), for instance,points out that, for any recursively enumerable language L, there is
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5 DRAFTLanguage Complexity in Generative Grammar / 5a context-sensitive language L0 such that, a string is in L if and only ifit is one of an easily identi�able class of pre�xes of the strings in L0.1Thus, the context-sensitive languages exhibit every kind of structuralregularity exhibited by the r.e. languages.2Natural languages, as a class, then, seem to fall between the context-free and context-sensitive languages in the sense that they includenon-context-free languages but are expected to form a much smallerclass than the context-sensitive languages. Even in the early work(Chomsky 1957, Chomsky 1959) there was a presumption that phrasestructure grammar alone was an inadequate foundation for a theory ofnatural language syntax. This was based largely on the observation thata great deal of the regularity in this syntax can be accounted for by trans-formations that rearrange the components of sentences. At the sametime, one could hope for a formal result that the class of languages gen-erated by CFGs augmented by some transformation mechanism mightbe strictly smaller than the class of context-sensitive languages.This was the intuition behind transformational grammars (as de-veloped inAspects, Chomsky 1965). In TG, a base grammar is associatedwith a set of formal transformations. Here again, the generative capacityof the grammars are well-de�ned, a function of both the complexity ofthe base grammar and the permissible transformations.3 In one extreme,the Universal Base Hypothesis, the base grammar is �xed and allvariation between natural languages (modulo the lexicon) is to be ac-counted for by variation in the transformations. The hope that such agrammarmight provide meaningful bounds on the complexity of naturallanguages was frustrated, though, when Peters and Ritchie (1973, 1971,see also Bach and Marsh 1987) showed that transformational grammarsof the type in Aspects are capable of generating every r.e. language. Thesigni�cance of these results is not that transformational grammars aretoo strong in that they can generate languages that are too hard, in somesense, to be natural languages, but rather that, by itself, the hypothesisthat natural languages are characterized by Aspects-style TGs, or even1Speci�cally, w 2 L i� there is some n 2 IN for which hw; $ni 2 L0, for all w andsome symbol $ not otherwise occurring in the language. This is the case simplybecause any Turing Machine that accepts L, will accept each w 2 L using �nitelymany tape cells. L0 simply encodes in $n that bound for some acceptor of L.2Neither the context-sensitive nor unrestricted grammars have the same inherentconnection to phrase structure that the context-free grammars exhibit through theirderivation trees. Nonetheless, we assume that we are interested in the structure oflanguage and not just the set of strings in the language. That is to say, we areinterested in sets of phrase markers of some sort rather than sets of strings.3Although one does not necessarily have the simple connection to classes of com-puting mechanisms exhibited by the phrase structure grammars.
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5 DRAFT6 / A Descriptive Approach to Language-Theoretic Complexityby TGs with a �xed base, has no non-trivial consequences with respectto the class of natural languages. Every reasonable language is in theclass of languages generated by TGs.Thus, the idea that one could get meaningful bounds on the classof natural languages by restricting the framework in which the theoryof those languages is built was largely unsuccessful. The alternative ap-proach is to work in a framework with relatively unrestricted (or justunknown) generative capacity and characterize the natural languages bya speci�c theory couched in that framework. The Principles and Pa-rameters approach of Government and Binding Theory, for instance,follows a strategy characterized by Berwick as aiming to \discover theproperties of natural languages �rst, and then characterize them for-mally" (Berwick 1984, pg. 190). In this approach the structure of nat-ural languages are consequences of a set of general principles that areinvariant across all of the languages, and a �nite set of parameters thataccount for the observed variation between them. While it is still usuallymodeled as a transformational grammar, the base grammar (X-bar the-ory) generates a single extremely simple set of structures and the catalogof transformations of Aspects has been replaced with a single movementrule, move-�|move anything anywhere. This underlying mechanism isconstrained by additional principles that specify structural conditionsthat must be met in the admissible phrase markers. Ideally, every nodegenerated by the base grammar and every transformation introduced bymove-� is required by the consequences of these principles.4GB, then, has adopted, in the place of the general formalism of TG, aspeci�c set of instances of that formalism. It no longer suggests that TGmight characterize the natural languages, rather that they are charac-terized by a speci�c set of structural principles. This leaves the questionof the formal properties of the class open. But, even though the formalproperties no longer have a central role in guiding the theory, it is stilluseful to determine these properties|both as a way of relating the GBaccount of language to other linguistic theories and for what these prop-4While, at �rst glance, this might appear to be a more powerful system than theearlierTG, particularly given the relative freedom in de�ning the principles on whichit is based, move-�, although relatively unconstrained in terms of what it can moveand where it can move it, represents only a single kind of transformation. In par-ticular, subtrees are moved from one position in the tree to some other positionin the tree, leaving a trace|a node that is phonetically empty|behind. Thus,move-� never deletes any portion of the tree nor creates new portions. The abil-ity of the TG-style grammars to delete material was instrumental to the proof ofPeters, Jr. and Ritchie 1973. Berwick (1984) and Berwick and Weinberg (1984) ar-gue, partly on the basis of this lack of deletion, that GB generates only recursive orcontext-sensitive (respectively) languages.
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5 DRAFTLanguage Complexity in Generative Grammar / 7erties can say about the nature of the human language faculty. Unfortu-nately, formal complexity results are quite di�cult to establish for GB.If they are to be consequences of a set of structural principles, then oneneeds either a complete set of those principles or precise formal boundson the principles that can be employed. The theory provides neither ofthese. As a result, it is di�cult to show even that the languages GBde�nes are recursive.1.2 A Descriptive Approach to Language ComplexityThe topic of this book is a 
exible and quite powerful approach to estab-lishing language-theoretic complexity results for linguistic theories that,like GB theories, are expressed as systems of constraints on trees. Thebook falls naturally into two parts|Part I introduces our approach anddevelops techniques for applying it and Part II gives a fully worked-outexample of its application to a speci�c GB theory. In Chapter 3 weintroduce a logical language L2K;P capable of expressing many of theconstraints on trees that are employed in linguistic theories. This isa monadic second-order language, allowing quanti�cation both over in-dividual nodes in trees and over arbitrary sets of those nodes, and isthus super�cially quite expressive. In Chapters 4 and 5, however, weestablish that the descriptive power of this language, in terms of stronggenerative capacity, is quite limited: sets of �nite trees are de�nable inL2K;P i� they are strongly context-free. Thus, any set of constraints wecan capture in L2K;P licenses a context-free language. Similarly, we canestablish that a set of constraints is capable of de�ning non-context freelanguages by showing that they are not de�nable in L2K;P . We exploretechniques for establishing such results and give examples of both kinds.In Part II we apply this approach to Government and Binding The-ory. We get both de�nability and non-de�nability results. We show,�rst, that free-indexation, the mechanism that is usually employed toexpress co-reference and agreement relationships in GB, is not de�nablein L2K;P , and thus, not enforceable by CFGs. In doing this, though,we actually get the stronger result that free-indexation, even in an ex-tremely weak form, is capable of de�ning languages for which emptinessis undecidable. Thus, in general, it may not be possible to determinethe consistency of linguistic theories in which free-indexation is assumed.Despite this inability to capture free-indexation, we go on to show thata set of GB principles capable of describing substantially all of commonEnglish syntax (or, rather, substantially all that has been accounted forin GB) is, in fact, de�nable in L2K;P . Thus, we are able to establish thatthe language licensed by a particular theory within the GB framework



D
R

A
FT

: S
ep

te
m

be
r 

12
, 1

99
5 DRAFT8 / A Descriptive Approach to Language-Theoretic Complexityis strongly context-free. This gives an indication of the strength of thistechnique for establishing language-theoretic complexity results, as it iseasily the strongest such result for a realistic GB theory that has beenobtained to date.One of the strengths we claim for this approach to language-theoreticcomplexity is the naturalness of L2K;P as a language for formalizing lin-guistically interesting constraints on trees. We have tried to maintain aclose connection to the linguistic concerns driving the theory throughoutour formalization, and, to that end, have tried to make it as orthodox aspossible. The bene�t of such an approach is that, beyond its languagecomplexity consequences, this work stands on its own as a formalizationof a GB theory. The value of such formalizations, beyond providing abasis for reasoning formally about the consequences of a theory, is thatthey frequently raise linguistically signi�cant issues that are obscured inless rigorous expositions. The role of free-indexation, for instance, hasbeen questioned in a number of places within the linguistics literature(we cite some in Section 9.3). Our results provide an independent justi-�cation for such questions|the use of free-indexation in formal theoriesof language may be inappropriate, at least if one wants to restrict one-self to formally decidable theories. The fact that we can capture mostaspects of GB without free-indexation, on the other hand, suggests thatits use in such theories is unlikely to be necessary. More concretely,formalized principles may, in some cases, be simpler than the originalstatements of some of those principles. The identi�cation component ofthe Rizzi's ECP, for example, reduces, in our treatment, to a simple re-quirement that every node occur in a well-formed chain. Although suchresults are typically only theoretically motivated, they may well suggestre�nements to the original theories that can be justi�ed empirically.1.3 Language-Theoretic Complexity ReconsideredHaving sketched the declining role of language-theoretic complexity inthe realm of generative grammar and raised the prospect of its restora-tion, we are left with the question of why such a restoration might bedesirable.The nature of language-theoretic complexity hierarchies is to classifylanguages on the basis of their structural properties. The languages in aclass, for instance, will typically exhibit certain closure properties: if alanguage includes strings of a particular form then it includes all stringsof a related form. Pumping lemmas are examples of such properties.Similarly these classes typically admit normal forms: the languages inthe class can be generated from a set of simple languages using a small
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5 DRAFTLanguage Complexity in Generative Grammar / 9set of operations. Such normal forms are the topic of representation the-orems such as Kleene's Theorem for regular languages or the Chomsky-Sch�utzenberger Theorem for context-free languages (see, for instance,Hopcroft and Ullman 1979).While the linguistic relevance of individual results of this sort is de-batable, the underlying form of the results at least loosely parallels fa-miliar linguistic issues. The closure properties of a class of languagesstate regularities that are exhibited by those languages; normal formsexpress generalizations about their structure. So while these are, per-haps, not the right results, they, at least, are not entirely the wrong kindof results. Its reasonable, then, to ask where the natural languages asa class fall with respect to these hierarchies, and, in fact, because theclasses are de�ned in terms of their structural properties and the struc-tural properties of human languages can be studied directly, there is areasonable expectation of �nding empirical evidence falsifying a givenhypothesis about the language complexity of natural languages shouldsuch evidence exist. Note that even seemingly arti�cial diagnostics (likethe copy language �ww j w 2 fa; bg�	) can provide the basis for suchresults, as witnessed by Shieber's argument for the non-context-freenessof Siwss-German (1985). On the other hand, we will show that the classof languages which can be formalized in the way we develop here can becharacterized by the fact that it is possible to account for movement inthese languages while respecting a �xed bound on the number of chainsthat overlap at any point in the tree. E�ectively, this separates GB theo-ries that license context-free languages from those that do not. We have,then, a means of characterizing context-free languages that is quite nat-ural in the realm of GB. Thus it may well be the case that the apparentmismatch between formal language theory and natural languages hasmore to do with the unnaturalness of the traditional diagnostics thanthe appropriateness of the underlying structural properties.By themselves these results would have little more than formal signif-icance, but language complexity classes have automata-theoretic charac-terizations as well. These determine, along certain dimensions, the typesof resources that are required to process the languages in a class. Reg-ular languages, for instance, are characterized by acceptance by �nitestate automata; they can be recognized using an amount of memory thatis independent of the length of the input string. Context sensitive lan-guages can be characterized by acceptance by linear bounded automata;they can be recognized using an amount of memory that is bounded bya linear function of the length of the input. The context-free languagesare probably best characterized by acceptance of their derivation treesby �nite state tree automata (see Chapter 4); this corresponds to recog-
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5 DRAFT10 / A Descriptive Approach to Language-Theoretic Complexitynition by a collection of processes, each with a �xed amount of mem-ory, where the number of processes is linear in the length of the inputstring and there is minimal communication between the processes in thesense that all communication with a process takes place as that processis spawned.5 The dual characterization of language complexity classesmeans that hypotheses about the complexity of natural languages entailspeci�c predictions about both the structure of those languages and thenature of the human language faculty. The key point is that these arepredictions about the mechanisms implementing a particular aspect ofhuman cognition|the human language faculty|that can be tested di-rectly on the basis of observable behavior|the structural properties ofhuman languages.The possibility that such results might be obtainable is suggested bythe fact that we �nd numerous cases in these studies in which the issuesthat we encounter for de�nability reasons, and ultimately for complex-ity reasons, have parallels that arise in the GB literature where they aremotivated by more purely linguistic concerns. This suggests that theregularities of human languages that are the focus of the linguistic stud-ies are, perhaps, re
ections of properties of the human language facultythat can be characterized, at least to some extent, by language-theoreticcomplexity classes.

5The more common characterization of the context-free languages by acceptance bypush-down automata seems too closely tied to an idiosyncraticmodel of computationto correspond to a natural restriction on the types of resources.
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5 DRAFT2Introduction to Part IThe �rst half of this book is an exploration of the theory of variablybranching �nite trees in a logical language that allows formal reasoningin terms of the kinds of relationships between nodes in a tree that gen-erally form the foundation of formal theories of syntactic structure: inparticular the relationship between a node and its children, the relation-ship between a node and the nodes in the sub-tree it dominates, and therelationship between a node and the nodes that precede it in the left-to-right ordering of the tree. The language supports reasoning aboutlabels or sets of features attributed to nodes through monadic second-order variables|variables that range over arbitrary sets of nodes. Anybounded system of attributes can be interpreted as variables to which areassigned the sets of nodes exhibiting those attributes. As a result, mostsystems of constraints on trees can be expressed nearly immediately inthe language. Exceptions include systems that, like HPSG, potentiallydistinguish in�nitely many types of nodes.1The key motivation for formalizing linguistic theories within thislogic, as opposed to the variety of other formal systems that are avail-able, is the primary result of this part|languages are de�nable in thislogic i� they are strongly context-free. Thus, in addition to the bene-�ts accrued from any rigorous formalization of a theory, one gets stronggenerative-capacity results for the language in question. This result, ofcourse, implies that there are limits to the range of constraints that canbe expressed in this language. We explore the nature of the constraintsthat cannot be captured directly and those that cannot be captured atall, and we provide examples of techniques both for de�ning constraintsand for proving non-de�nability of constraints.The content of this part is necessarily quite technical and it pre-1But, based on the analyses of the second half of this book, one might question thenecessity of such a large variety of categories.13
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5 DRAFT14 / A Descriptive Approach to Language-Theoretic Complexitysumes some familiarity with standard concepts of mathematical logic.We provide de�nitions for most of the concepts we employ, however, andit should be accessible to most mathematically inclined readers. Thosewho are primarily interested in applying these results can safely skipmost of the details, focusing on Chapter 3 and Sections 5.1, 5.2, and 5.4,and skipping, perhaps, most of the proofs. Part II presents a detailedformalization of a quite large theory of English using this approach. Indoing so, it demonstrates a variety of techniques for capturing a widerange of constraints and for circumventing the super�cial limitations ofthe language. Thus, supplemented with only some of the backgroundfrom this part, Part II should serve as an in depth introduction to theapplication of these results to linguistic theories.
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5 DRAFT3Trees as Elementary StructuresThere have been two dominant approaches to the formalization of trees.One of these, an algebraic approach (see, for instance, Courcelle 1983),has grown primarily from studies in the semantics of programming lan-guages and program schemes. In this approach, trees interpret terms inthe algebra generated by some �nite set of function symbols. The termf(x; y), for instance, is interpreted as a tree consisting of a root labeledf that has the subtrees x and y as children. Maher (1988) has provideda complete axiomatization for the equational theory of these trees. Forour purposes there are two characteristics of this theory that are mostsigni�cant: in it one reasons about (variables range over) entire trees asopposed to individual nodes in those trees, and it is extensional in thesense that f(x; y) = f(g(a); g(a)) implies that x = y.In contrast, the second approach is concerned with the the internalstructure of trees. Formal treatments of trees of this sort are ultimatelyfounded in the theory of multiple successor functions, a generalizationof the theory of the natural numbers with successor and less-than. Thedomain of this theory is the individual nodes in the tree|one reasonsabout the relationships between these nodes. Here, it is a theorem thatthe left successor of a node is not equal to the right successor of thatnode regardless of how the nodes are labeled. The structure of multiplesuccessor functions is an in�nite tree in which all nodes have the same(possibly in�nite) degree. Its language includes predicate symbols foreach successor function, a predicate symbol for domination, and onefor lexicographic order (the total order imposed by domination and theordering among the successor functions). Rabin (1969) has shown thatSnS, the monadic second-order theory of this structure with n successorfunctions, is decidable for all n � !. An axiomatization of the weakmonadic second-order fragment has been provided by Siefkes (1978).In applications to computational linguistics trees typically represent15
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5 DRAFT16 / A Descriptive Approach to Language-Theoretic Complexitythe relationships between the components of sentences. Here, it is thesecond approach that is appropriate. One wants to distinguish, for in-stance, between identical noun phrases occurring at di�erent positionsin a sentence. The relations of interest are based on the relation of anode to its immediate successors (parent or immediate domination),the relation of a node to the nodes in the subtree rooted at that node(domination), and the left to right ordering of the branches in the tree(linear precedence or left-of). Here it is often useful to be able toreason about domination independent of parent. Such reasoning is sup-ported directly by SnS. On the other hand, it is also often useful toreason about the parent relation independent of left-of. Since left-of isderived from the ordering of the successor functions in SnS, it is incon-venient in this respect. Further, these applications are concerned with(typically) �nite trees with variable branching, in contrast to SnS, whichis the theory of an in�nite tree with �xed branching.In this chapter we provide a an axiomatization of variably branch-ing trees in a signature tailored to linguistic applications. While ourstructures di�er from the structure of SnS (in that they vary in size andbranching) and our signature varies (in that it is relational and expressesleft-of independently of parent) we will show, in Chapter 4 that the the-ory of this class of structures can be expressed as a fragment of S!S.Consequently, the theory is decidable, even though it is not complete.13.1 LanguageThe signature we employ is intended to support expression of propertiesof trees that typically occur in linguistic theories in as direct a manneras possible. It includes predicates for the standard tree relations: par-ent, domination,proper domination (irre
exive), left-of, and equality.It also includes individual constant symbols (constants naming speci�cnodes in the tree) and monadic predicate symbols (constants namingspeci�c sets of nodes) as may be required. These latter can be thoughtof as atomic labels|the formula NP(x) will be true for every x labeledNP. There are two sorts of variables: those ranging over individualsand those ranging over sets. Thus this is a monadic second-orderlanguage. Crucially, this is all the language includes. By restrictingourselves to this language we commit ourselves to working only withproperties that can be expressed in terms of these basic predicates.1It is incomplete (does not include either � or :� for some formulae) because weinclude trees of all countable cardinalities. A common approach to establishing de-cidability of a theory is to show that it is recursively axiomatizable and complete.The theory of trees is recursively axiomatizable (even in the �rst-order language|see Backofen et al. 1995), but, as it is incomplete, this approach is not applicable.
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5 DRAFTTrees as Elementary Structures / 17To be precise, the language depends on the sets of individual and setconstants it employs. In general, then, we think in terms of a family oflanguages parameterized by those sets.De�nition 1 For K a set of individual constant symbols, and P a setof predicate symbols, both countable, let L2K;P be the language builtup from K, P , a �xed countably in�nite set of variables, in two ranks,X = X0 [X1 and the symbols:/; /�; /+;� | two place predicates, parent, domination, properdomination and left-of respectively,� | equality predicate,^;_;:; 8; 9; (; ); [; ] |usual logical connectives, quanti�ers, and group-ing symbols.We use in�x notation for the �xed predicate symbols /, /�, /+, �, and�. The rank of the variables determines the arity of the relations theyrange over. Variables of rank 0 range over individuals, those of rank 1range over sets of individuals. The set Xi is the set of variables in Xwith rank i. We use lower-case for individual variables and constantsand upper-case for set variables and predicate symbols. Further, wewill say X(x) to assert that the individual assigned to the variable x isincluded in the set assigned to the variable X. So, for instance,(8y)[x /� y ! X(y)]asserts that the set assigned to X includes every node dominated by thenode assigned to x.L2K;P is a relational language, its terms are just the members ofK [X0. Atomic formulae, literals and well-formed-formulae aregenerated in the usual fashion. We use t; u; v, etc. to denote terms and�;  , etc. to denote w�s. R denotes any of the predicates.3.2 Tree AxiomsLet A1T denote the following set of axioms:A1 (9x)(8y)[x /� y],A2 (8x; y)[(x /� y ^ y /� x)! x � y],A3 (8x; y; z)[(x /� y ^ y /� z)! x /� z],A4 (8x; y)[x / y !(x /+ y ^ (8z)[(x /� z ^ z /� y) ! (z /� x _ y /� z)])],A5 (8x; z)[z /+ x! (9y)[y / x]],A6 (8x; z)[x /+ z ! (9y)[x / y ^ y /� z]],
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5 DRAFT18 / A Descriptive Approach to Language-Theoretic ComplexityA7 (8x; y)[x � y $ (:x /� y ^ :y /� x ^ y 6� x)],A8 (8w; x; y; z)[(x � y ^ x /� w ^ y /� z)! w � z],A9 (8x; y; z)[(x � y ^ y � z)! x � z],A10 (8x)[(9y)[x / y]! (9y)[x / y ^ (8z)[x / z ! z 6� y]]],A11 (8x)[(9y)[x � y]! (9y)[x � y ^ (8z)[x � z ! z 6� y]]],A12 (8x)[(9y)[x � y]! (9y)[x � y ^ (8z)[x � z ! y 6� z]]].The intuitive meaning of A1 is that every tree includes a root whichdominates every node in the tree. We will assume normal models (inwhich the interpretation of � is �xed as equality in the domain of themodel). A2 then requires domination to be anti-symmetric. The anti-symmetry of domination implies that the root is unique. A3 requiresdomination to be transitive. Re
exivity of domination follows fromA7.A4 implies that there is no node that falls properly between, wrt dom-ination, any node and its parent.The axiom A5 requires that every node other than the root has aparent. A path from x to y is the set of nodes that dominate y and aredominated by x. By A6, every path from x that is non-trivial (includessome node other than x) includes a child of x. By A4 this is minimalwrt domination among the nodes in the path properly dominated byx. Linear branching is a property of trees that requires every pathto be linearly ordered by proper domination. (Here it is a consequenceof A7 and A8, as we will show below.) Along with A5, this impliesthat every non-trivial path ending at y includes the parent of y, whichmust be maximal wrt domination among the nodes in the path properlydominatingy. If we restrict the class of models to those in which all pathsare �nite, then these axioms, with A3 and A4, �x proper dominationas the transitive closure of parent.2The forward (!) direction of A7 requires every pair of nodes to berelated by either domination or left-of. This is sometimes referred to asthe exhaustiveness property. The converse direction (exclusiveness)asserts that these relations are mutually exclusive (and that left-of isasymmetric). Together with A2 these establish the fact that every treeis totally ordered by the relation x�oy def() x /� y _ x � y. (This givesthe depth-�rst ordering of the tree.) A8 is sometimes referred to as theinheritance (or non-tangling) property. It requires that the entiresubtrees rooted at nodes related by left-of are also related by left-of. A9establishes transitivity of left-of. With A7 this establishes that left-oflinearly orders each set of siblings. A10, then, requires that linear orderto have a minimum and A11 and A12 require it to be discrete.2Axioms A5 and A6 are only independent if we allow models with in�nite paths.
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5 DRAFTTrees as Elementary Structures / 19As we shall see, these axioms by themselves do not su�ce to de-�ne the class of variably branching trees. In fact a simple compact-ness argument shows that this class is not �rst-order axiomatizable(see Backofen et al. 1995). They do imply, though, most of the proper-ties of trees usually encountered in the literature (for instance, McCawley 1968,Siefkes 1978, Radford 1988, Partee et al. 1990, Blackburn et al. 1993, Kayne 1994).Shortly, we will introduce two second-order induction axioms which wewill show extend them su�ciently to capture exactly the structures weare interested in.3 Thus A1T provides a sound and complete basis forreasoning about trees if one admits induction as a rule of inference.One example of a common property of trees that we capture as aconsequence rather than explicitly is linear branching. To see this, sup-pose that x /� z^y /� z. By A7 we have x /� y_y /� x_x � y_y � x.But, by A8 and A7, x � y implies z � y which, in turn, implies :y /� z,contradicting our hypothesis. A similar line of reasoning rules out y � x.Consequently, x /� y _ y /� x.3.3 Models and SatisfactionModels are ordinary structures interpreting the individual constants andpredicate symbols.De�nition 2 A model for the language L2K;P is a tuple:hU ; I;P;D;L;Rpip2P ;where:U is a non-empty domain,I is a function fromK to U ,P, D, and L are binary relations over U(interpreting /, /�, and � respectively),Rp is a subset of U interpreting p, for each p 2 P .If the domain of I is empty (i.e., the model is for a language L;;P )we will generally omit it. Models for L;;;, then, are tuples hU ;P;D;Li.In general, satisfaction is relative to an assignment mapping eachindividual variable into a member of U and each predicate variable intoa subset of U . We use M j= � [s]to denote that a model M satis�es a formula � with an assignment s.The notation M j= �3In Backofen et al. 1995 we show that the corresponding �rst-order schemas su�ceto de�ne the theory of these trees although not the class of structures.
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5 DRAFT20 / A Descriptive Approach to Language-Theoretic Complexityasserts thatM models � with any assignment. When � is a sentence wewill usually use this form.Proper domination is a de�ned predicate:t /+ u � t /� u ^ :u /� t:4That the axioms A1T are consistent follows from the fact that theyare satis�able, at least by the structure consisting of a single node. Itis easy to exhibit structures for each of the axioms which fail to satisfythat axiomwhile satisfying all of the others. Thus, they are independentas well.If M is a model for a language L2K;P , then Th(M ) is the set ofsentences satis�ed by M . If M is a set of models, then Th(M) is theset of sentences satis�ed by all M 2 M. If � is a set of sentences,Mod(�) is the set of models that satisfy each of the sentences in � andCn(�) is Th(Mod(�)), the consequences of �.3.3.1 Intended ModelsFor our standard de�nition of trees we adopt tree domains (Gorn 1967).A tree domain is, in essence, the set of node addresses in a tree in whichthe root has been given address � and the children of the node at ad-dress w are given addresses (in order, left to right) w � 0; w � 1; : : :, where� denotes concatenation.5 Tree domains, then, are particular subsets ofIN�. (IN is the set of natural numbers.)De�nition 3 A tree domain is a non-empty set T � IN�, satisfying,for all u; v 2 IN� and i; j 2 IN , the conditions:TD1 uv 2 T ) u 2 T; TD2 ui 2 T; j < i) uj 2 T:Our intended models are those structures that, when restricted toL;;;, are isomorphic to a tree domain under its natural interpretation.De�nition 4 The natural interpretation of a tree domain T is amodel T \ = hT;PT ;DT ;LT i, where:PT = fhu; uii 2 T � T j u 2 IN�; i 2 INg ;DT = fhu; uvi 2 T � T j u; v 2 IN �g ;LT = fhuiv; ujwi 2 T � T j u; v; w 2 IN�; i < j 2 INg :These are just those models of the axioms A1T for which the setsBx = fy j hy; xi 2 Dgand Lx = fy j (9z)[hz; yi ; hz; xi 2 P and hy; xi 2 L]g4We reserve the symbol � for explicit de�nitions. The left-hand side can be takento be the syntactic equivalent of the right-hand side.5We will usually dispense with the dot and denote concatenation by juxtaposition.



D
R

A
FT

: S
ep

te
m

be
r 

12
, 1

99
5 DRAFTTrees as Elementary Structures / 21are �nite, that is, for which the length of the path from the root to anynode and the number of left siblings of any node are �nite.In these structures every branch|every maximal set of nodes thatis linearly ordered by domination|is isomorphic to an initial subset ofthe natural numbers ordered by less-than-or-equals. Similarly, the setof children of any node is also isomorphic to such an initial segmentof the natural numbers. Consequently, these models admit proofs byinduction on the depth of a node in the tree and on the number of itsleft siblings. Note that, since every node has countably many children,there are countably many nodes at any given depth in the tree. Since thetrees are countably deep, the domain of these structures is countable.Lemma 1 If T � IN � is a tree domain, then T \ j= A1T and for allx 2 T , Bx and Lx are �nite.The �niteness of Bx and Lx is clear. The proof, then, consists of ver-ifying that T \ satis�es each of the axioms. This is straightforward buttedious.Lemma 2 Suppose M = hU ;P;D;Li is a model of A1T in which Bx andLx are �nite for all x 2 U . Then there is some tree domain T � IN � forwhich T \ �=M (T \ is isomorphic to M).Proof. Let lM : U ! IN � be de�ned:lM (x) = � � if (8y)[hy; xi 62 P];lM (y) � i if hy; xi 2 P and card(Lx) = i:Let l(M ) = � lM (the range of lM ).We claim that lM is total, well-de�ned, and that l(M ) is a treedomain, i.e., a non-empty subset of IN � that satis�es conditions TD1and TD2. It follows then, from the de�nitions of lM and l(M )\, thatl(M )\ �= M .To establish the claim:Since M is a model of A1T , by A1 there is some node in U thatdominates every member of U . By A2 it is unique. Let R denote thisnode|the root of M . First, we show for every individual x in U exceptthe root that there is a unique y such that hx; yi 2 P, and that there isno y 2 U such that hy;Ri 2 P. (It follows then, that lT (R) = �, andthus, � lT 6= ;.)hR; xi 2 D for all x 2 U by A1. Thus, by A4 and the de�nition of/+, there is no y 2 U such that hy;Ri 2 P. Further, by A1 and A5 andlinear branching, for all x 2 U either x = R or there exists y such thathR; yi 2 D and hy; xi 2 P.Uniqueness of the parent of any x follows from linear branching, A4,and A2 as follows: Suppose both y and x are parents of z. By A4
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5 DRAFT22 / A Descriptive Approach to Language-Theoretic Complexitythey both properly dominate z. Then, by linear branching, one mustdominate the other. But, by A4 again, this implies they each dominatethe other, and, by A2 they must be equal.With this we can now establish, by an induction on the depth ofthe node, that lM (x) has a unique value for every node x 2 U and that� lM satis�es TD1 and TD2. Note that Bx and Lx are de�ned for allx 2 U , and that card(Bx) � 1 for all such x. Suppose card(Bx) = 1.Then x = R and for all y 2 U , hy; xi 62 P. Thus, lM (x) = � andLx = ;. Suppose card(Bx) = n > 1 and for all y if card(By) < n, thenlM (y)#. Since card(Bx) 6= 1, x 6= R and there is some unique y suchthat hy; xi 2 P, and for that y, hy; xi 2 D, and hx; yi 62 D.For all z 2 Bx, hz; xi 2 D. Consequently, by linear branching, eitherhz; yi 2 D or hy; zi 2 D. By A4 and A2, then, either hz; yi 2 D orz = x. Therefore, By = Bx nfxg, and card(By) = n� 1.Thus, lM (y)# and lM (x) = lM (y) � card(Lx). Further, by de�nitionof Lx, for all z 2 Lx, hy; zi 2 P and lM (z) = lM (y) � card(Lz).That � lM satis�es TD1 and TD2 then follows immediately fromthe de�nition of lM and the fact that it is total on U . 23.3.2 Induction AxiomsWhile each of our intended models satisfy A1T , the converse is not true|there are structures that satisfy A1T but are not structures of our in-tended sort. As a result, the consequences of the axioms are a propersubset of the theory of trees. As far as that theory is concerned, the keydistinction between these nonstandard models and the intended modelsis that, in the nonstandard models, induction on the depth of nodes (oron the number of left-siblings) is not valid. Consider the model M1 ofFigure 1. This consists of two components: an in�nite sequence of nodes,each with a single child, extending up from the root; and, in�nitely farout, a second component in which every node has exactly two children,every node has a parent in that component, and every node is dominatedby every node in the �rst component.6 It is easy to verify that this isa model of A1T , although clearly Bx is in�nite for every x in the secondcomponent. This model satis�es the sentence(8x; y)[x / y ^ (9!z)[x / z]! (9!z)[y / z]];which says that every node whose parent has exactly one child also hasexactly one child. Along with the fact that the root has exactly onechild, this is su�cient to establish by induction, in standard models,6This example is due to Backofen and Vijay-Shanker.
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5 DRAFTTrees as Elementary Structures / 23

� �... ... ... ...
M1 �� �... ... FIGURE 1 A nonstandard model of A1T .that every node has exactly one child. That is,((9x)[(8y)[x /� y] ^ (9!y)[x / y]]^(8x; y)[(x / y ^ (9!z)[x / z])! (9!z)[y / z]]) ! (8x)(9!y)[x / y]is valid in the set of standard models. On the other hand, it is clearlynot satis�ed in M1.To rule out such models we add two monadic second-order axioms.Let AT denote A1T augmented with:AWF�D (8X)[(9x)[X(x)]! (9x)[X(x) ^ (8y)[y /+ x! :X(y)]]AWF�L (8X)[(9x)[X(x)]! (9x)[X(x) ^ (8y)[y � x! :X(y)]]These axioms simply require proper-domination and left-of each to bewell-founded, that is, there are no in�nite sequences of nodes each ofwhich properly dominates (respectively, is left-of) its predecessor. Itis well known that well-foundedness of proper domination is equivalentto validity of induction on parent and similarly for left-of.7 These ax-ioms, then, restrict us to structures in which induction is valid|to ourintended models.7To see that well-foundedness implies induction, assume (for contradiction) that theroot is in a set S and that S is closed under parent, but that �S (the complement of S)is not empty. Consider, then, any node in �S that is minimal wrt domination. For theother direction, assume that S is an in�nite descending sequence of nodes but thatinduction on parent is valid. Consider the set of all nodes that are not dominated byany node in S. Clearly, the root is in this set and it is closed under parent. But justas clearly it contains no node in S.
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5 DRAFT24 / A Descriptive Approach to Language-Theoretic ComplexityLemma 3 In every model of AT both Bx and Lx are �nite for every xin the domain of the model.Proof. The proof is nearly immediate. Consider the set of all nodes forwhich Bx is in�nite. There can be no node in this set that is minimalwrt domination, since the parent of any such minimal node would bedominated by only �nitely many nodes. This set must, consequently, beempty. Similarly for Lx. 2Lemma 4 Suppose M is a model of A1T and both Bx and Lx are �nitefor every x in the domain of M . Then M satis�es AT .Proof. Again the proof is almost immediate. Assume, for instance, thatBx is �nite for all x and that S is non-empty. Choose a 2 S. ThenBa\S is �nite and non-empty and therefore contains an element that isminimal wrt domination. Such a point is, clearly, minimal in S as well.2 Together with Lemmas 1 and 2 these prove the correctness of theaxiomatization.Theorem 5 M j= AT i� there is some tree domain T � IN � for whichT \ �= M jL;;;. (Where M jL;;; is M restricted to the signature L;;;.)
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5 DRAFT4L2K;P and SnSThe signature of L2K;P was chosen to directly express those relationswithin trees that typically occur in linguistic theories. We choose towork with the monadic second-order language over that signature be-cause, while this is a relatively expressive language, it is still solvable|it is decidable whether a given formula in the language is satis�able.1We establish this, in this chapter, by reducing satis�ability in L2K;P tomembership in SnS|the monadic second-order theory of multiple suc-cessor functions. This is the theory of Nn, the complete n-branchingtree, and the structures we are interested are a de�nable class of sub-sets of N!. Thus, the question of whether any tree satis�es a givenformula �: \Mod(�) 6= ;?", becomes the question of whether there is a�0(X), a suitable relativization of � toX, for which \(9X)[�0(X)] 2 S!S(= Th(N!))?". We actually get a stronger result|not only can theo-ries expressed in L2K;P be reduced to fragments of SnS, but the converseholds as well, SnS can be interpreted in L2K;P . Thus, in a strong sense,L2K;P and SnS are equivalent.As it turns out, many of the properties and relationships over in-dividuals and over trees that we are interested in can be expressed inL2K;P , equivalently in SnS, but not all. The issue of what can and cannot be expressed is a fruitful one, and it is this question that leads us,ultimately, to the primary result of this part|the characterization ofthe class of strongly context-free languages in terms of de�nability inL2K;P .1In fact, it seems likely that L2K;P is very nearly maximally expressive among solv-able languages over this signature. 25
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5 DRAFT26 / A Descriptive Approach to Language-Theoretic Complexity4.1 SnSFor n 2 IN [ f!g, let Tn = n�, where n = fi j i < ng. Tn is the n-branching tree-domain, i.e., the tree-domain in which every address hasn successors. In keeping with our interpretation of tree-domains, wehave, for all x; y 2 Tn, that x /� y , y = xz for some z 2 n�. Let �odenote the lexicographic order on Tn:x�oy def() x /� y or x = zau; y = zbv; and a < bfor x; y; z; u; v 2 n� and a; b 2 n. Let ri denote the ith successorfunction (which we will generally use in post-�x position): xri = xi, forx 2 Tn. Then, again for n 2 IN [ f!g,Nn def= hTn; /�;�o; riii<nis the structure of n successor functions. (We con
ate /�, �o, andri with their interpretation in the structure.) The monadic second-order theory of Nn is SnS def= Th2(Nn):Note that the language of SnS contains unary functions but no constants.Rabin's fundamental result is that S2S is decidable. (It follows, by areasonably easy interpretation, that SnS for every n � ! is decidable aswell.) The proof involves a reduction of the problem to the emptinessproblem for a class of automata on in�nite trees. We will not discuss itin detail here, but as we will need to appeal to the automata later, wewill describe them.4.2 Automata on In�nite TreesDe�nition 1 If � is any �nite alphabet, an n-ary �-valued tree is amap Tn� : Tn ! �.Thus, an n-ary �-valued tree is just the tree Tn with the nodes labeledwith elements of �. In sequel, unless stated otherwise, we will assumebinary �-valued trees which we will denote T�.De�nition 2 A Rabin Tree Automaton over binary �-valued treesis a tuple A = hQ; q0;�; F i where:� Q is a �nite set of states,� q0 2 Q is the start state,� � : Q��! P(Q�Q) is a (non-deterministic) transition func-tion,� and F � P(Q) is the set of accepting subsets.22There are a number of variations on the de�nition of acceptance. In B�uchi au-
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5 DRAFTL2K;P and SnS / 27De�nition 3 A branch3 � in a tree Tn is a maximal subset of Tn thatis linearly ordered by /�.De�nition 4 A run of an automataA over � on a �-valued tree T� is amap r : T2 ! Q in which r(") = q0 and hr(x0); r(x1)i 2 �(r(x); T�(x))for all x 2 Tn.De�nition 5 A run r of A on T� is accepting i�In(rj�) 2 F; for all branches �:Where In(f) def= fb 2 B j (91a 2 A)[f(a) = b]g for any map f : A! B,and rj� is r restricted to �.A �-valued tree T� is accepted by an automaton A i� there is anaccepting run of A on T�. A set of trees is Rabin recognizable i� itis the set of trees accepted by some Rabin tree automaton.The operation of an automaton, as with (top-down) tree automataover �nite trees, can be thought of as starting with a single automaton instate q0 at the root and proceeding by sending automata in states q0 andq00 to the 0 and 1 successor of node w if w is labeled a, the automatonat w is in state q and hq0; q00i 2 �(q; a).Rabin's theorem follows from the fact that there is an e�ective proce-dure for constructing, from any formula �(X1; : : : ; Xn) in the languageof S2S in which the free variables are among the Xi, an automaton A�over f0; 1gn-valued trees such that a tree T is accepted by A� i� theassignment sT def= fXi 7! fw j �i(T (w)) = 1g j i � ng(where �i is the ith projection) is a satisfying assignment for �, i.e.,N2 j= �(X1; : : : ; Xn) [sT ]:Thus, the set of trees accepted by the automaton is non-empty i� the for-mula is satis�able. Rabin shows that emptiness of the language acceptedby these automata is decidable, and the decidability of S2S follows.tomata, which Rabin calls weak automata, F is just a subset of Q. Thomas(1990), refers to the automata we de�ne here as Muller automata. He de�nes Ra-bin automata as an equivalent variation in which acceptance is de�ned by a sequenceof pairs of �nite subsets of Q, (hLi ;Uii)i<n, in which the members of Li may notoccur in�nitely often along any path while some member of Ui must occur in�nitelyoften along every path. Rabin, on the other hand, uses the de�nition we give inRabin 1969 and refers to the variation as Muller automata in Rabin 1972.3In the SnS literature this is referred to as a path, but we prefer to use path for asequence of nodes falling between two nodes wrt domination. Such a sequence, inturn, is usually referred to as a chain but this con
icts with use of the term in GB.
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5 DRAFT28 / A Descriptive Approach to Language-Theoretic Complexity4.3 Interpreting SnS in L2;;;Recall that L2;;; denotes the monadic second-order language with noindividual constants or predicate symbols other than the �xed predicatesymbols /, /�, /+, �, and �. The purpose of this section is to show that,roughly speaking, anything that can be said in the language of SnS canbe said in L2;;;. That is to say, there is a translation from formulaein the language of SnS into L2;;; such that a formula is in SnS i� itstranslation is in Th2(T \n) where T \n is the natural interpretation of Tnfrom De�nition 4 of Section 3.3.1. Such a translation is referred to as afaithful interpretation of SnS in Th2(T \n) (see Enderton 1972, x2.7).Note that we are dealing with the monadic second-order theory here, soassignments map individual variables to elements of Tn and predicatevariables to subsets of Tn. Since Nn and T \n share the same universe,assignments for the former serve for the latter as well. We give ourinterpretation with a sequence of assertions that determine a syntactictranslation of formulae in the language of SnS into L2;;;. The assertionsform the core of a proof that the translation does in fact give a faithfulinterpretation. This and the proofs of the assertions are reasonably self-evident, and we don't give them here.We begin by eliminating function symbols. Let �(tri) denote anyformula in which the term tri, for some term t, occurs and let �(x), inthe same context, denote �(tri) with x replacing every occurrence of tri.Nn j= �(tri) [s] , Nn j= (9x)[x � tri ^ �(x)] [s]Nn j= x � tr0 [s] , Nn j= (t /� x ^ (8y)[(t /� y ^ t 6� y) ! x�oy]) [s]Nn j= x � tri [s] , Nn j= (t /� x ^ (8y)[tri�1 � y ! x�oy]) [s]; i > 0:As an exampleNn j= x � t2 [s],Nn j= (9x0)[t /� x0 ^ (8y)[(t /� y ^ t 6� y) ! x0�oy] ^(9x1)[t /� x1 ^ (8y)[x0 � y ! x1�oy] ^t /� x ^ (8y)[x1 � y ! x�oy]]] [s]:The translation introduces i new individual variables for each tri,but, while ri is unbounded in general, the maximum ri occurring in any�nite � is �nite. Thus, the translation of � is �nite as well.The actual translation into L2;;; is induced by the translation of �rst-order atomic formulae. The second-order atomic formulae need no trans-lation. Nn j= x /� y [s] , T \n j= x /� y [s]Nn j= x�oy [s] , T \n j= x � y _ x /� y [s]:
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5 DRAFTL2K;P and SnS / 29In our exampleNn j= x � t2 [s],T \n j= (9x0)[t /� x0 ^ (8y)[(t /� y ^ t 6� y) ! (x0 � y _ x0 /� y)] ^(9x1)[t /� x1 ^ (8y)[x0 � y ! (x1 � y _ x1 /� y)] ^t /� x ^ (8y)[x1 � y ! (x � y _ x /� y)]]] [s]:This translation, then, witnesses the theorem:Theorem 1 There is a syntactic translation � 7! �0 taking formulaein the language of SnS to formulae in L2;;; such that, for all n � !,� 2 SnS i� �0 2 Th2(T \n).4.4 De�ning Sets of Labeled Trees in S!SThe objects we are interested in describing are (generally �nite) treeswith variable branching in which individual nodes may be named byconstants (in K) and are labeled via (monadic) predicate symbols (inP ). The structure N!, in contrast, is in�nite, has �xed branching, andinterprets no parameters other than /�, �o, and the ri. Our concernin this section is the embedding of our intended structures in N!. Assuggested earlier, we can capture trees that are smaller than T! as suit-ably formed subsets. Thus, we are looking for a translation of a formula� 2 L2K;P into a formula �0(X) in the language of S!S such that thetrees inMod(�) correspond to the satisfying assignments forX in �0(X)in S!S. Within this framework, constants and predicate symbols in Kand P can be interpreted as existentially quanti�ed individual and setvariables, respectively. As with the prior section, rather than lay out thetranslation explicitly, we make a sequence of assertions that both servesto de�ne the translation and forms the basis of a proof of its correctness.Theorem 2 There is a translation � 7! �0 taking formulae in L2K;P toformulae in the language of S!S such that � is satis�able over trees i��0 2 S!S.Suppose � 2 L2K;P . We must show that there is a translation �0(X)such that there is some tree M and assignment s that satisfy � i� thereis some s0 for N! that satis�es �0(X).Suppose M = hU ; I;P;D;L;RPiP2P is a tree and M j= � [s]. LetX0 and X1 denote sets of individual and set variables, respectively, inX, and supposeX = X0 [� X1. Then s mapsX0 ! U andX1 ! P(U).Let P � and K� denote the (�nitely many) parameters that actuallyoccur in �.By Lemma 2 of Section 3.3.1 there is a mapping l : U ! T! suchthat l(M ) (the range of l) is a tree-domain.
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5 DRAFT30 / A Descriptive Approach to Language-Theoretic ComplexityFor the forward direction, lets0 :X ! T! = �x 7! l(s(x)) j x 2X0	 [�X 7! l(s(X)) j X 2X1	 [fxa 7! l(I(a)) j a 2Kg [fXP 7! l(RP ) j P 2 P g [fXU 7! l(M )gwhere the xa, XP , and XU are new variables.ThenM j= x /� y [s] , N! j= x /� y [s0]M j= x � y [s] , N! j= x�oy ^ :x /� y [s0]M j= x / y [s] , N! j= x /� y ^(8z)[(z /� y ^ z 6� y) ! z /� x] [s0]M j= P (x) [s] , N! j= XP (x) [s0]M j= �(a) [s] , N! j= �0(xa) [s0]M j= (8x)[�(x)] [s] , N! j= (8x)[XU (x)! �0(x)] [s0]M j= (8X)[�(X)] [s] , N! j= (8X)[(8x)[X(x)! XU (x)]!�0(X)] [s0]:To get the other direction, i.e., that the existence of s0 implies theexistence ofM and s, we must insure that the interpretation of XU is atree-domain, that the interpretation of each xa is in the interpretationof XU and that the interpretation of XP is a subset of the interpretationof XU . Thus, we translate � as �0(XU ; XP ; xa)P2P�;a2K� , which is theconjunction of the translation of � sketched above with:Tree(XU ) ^ ^a2K�XU (xa) ^ ^P2P �(8x)[XP (x)! XU (x)]:WhereTree(X) � (1)(9x)(8y)[X(x) ^ (X(y) ! x /� y)] ^(8x; y; z)[(X(x) ^X(y) ^ x /� z ^ z /� y) ! X(z)] ^(8w; x; y; z)[(X(x) ^X(y) ^w / x ^w / y ^w / z ^ x � z ^ z � y)! X(z)](Recall that � denotes syntactic equivalence, that is Tree(X) is to beread as an abbreviation for the right hand side.)
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5 DRAFTL2K;P and SnS / 31First conjunct requires existence of a root, second requires X to beconnected by parent, and the third requires the sets of siblings in X tobe connected by immediate left-of.This su�ces to insure, for any s0 such thatN! j= �0(XU ; XP ; xa)P2P �;a2K� [s0];that hs0(XU ); I 0;D0;P 0;L0; s0(XP )iP2P� j= � [s]where I 0 : a 7! s0(xa), D0, P 0, L0 are interpreted as indicated above, ands = s0jX.If we work with SnS for some n < ! rather than S!S, then thistranslation serves to decide if � is satis�able over trees with branchingless-than-or-equal to n. It is trivial, of course, to restrict this further tomodels with branching �xed at n. Then, takingK = P = ;, Theorem 2gives us the converse of Theorem 1.Corollary 3 There is a translation � 7! �0 taking formulae in L2;;; toformulae in the language of SnS such that, for all n � !, � 2 Th2(T \n)i� �0 2 SnS.4.4.1 Labeled Trees in N!Labeled trees, then, in the context of S!S can be equated with theassignment for XU , XP , and xa.De�nition 6 A labeled tree in N! (or just a tree) is an assignment:M1 = [XU 7! U1; Xi 7! X1i ; xj 7! x1j ]i�n1;j�m1where N! j= Tree(XU )[XU 7! U1];X1i � U1; i � n1; andx1j 2 U1; j � m1:De�nition 7 A tree M1 satis�es a formula � i� it is a satisfying assign-ment for the variables in � in N!.Thus, it only satis�es formulae �(XU ; Xi; xj)i�n1;j�m1 in which the freevariables are among fXU ; Xi; xj j i � n1; j � m1g. Formally,M1 j= �(XU ; Xi; xj)i�n1;j�m1 ,N! j= �(XU ; Xi; xj)i�n1;j�m1M1:If S � U1 and v 2 U1, then we will sayM1 j= �(S; v) i� M1 j= �(X;x)[X 7! S; x 7! v]i� N! j= �(X;x)M1 [ [X 7! S; x 7! v]where X and x are variables that are not in �M1 (the domain of M1).
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5 DRAFT32 / A Descriptive Approach to Language-Theoretic ComplexityDe�nition 8 A formula �(X) is relativized to X i� all quanti�cationin �(X) is relative to X, e.g.,(9x)[X(x) ^ � � �(8x)[X(x)! � � �(9Y )[Subset(Y;X) ^ � � �(8Y )[Subset(Y;X)! � � �Let AU be AT , the axioms of Section 3.2, relativized to XU . As-signments into T! that satisfy AU , even those in which the range ofthe assignment is the value of XU under the assignment, do not quitecorrespond to trees in N!. This is because we have no \immediate left-of" predicate corresponding to the parent predicate. Thus, formulaethat are relativized to some subset of T! are insensitive to children thatthe subset excludes. Thus there is no way for AU to enforce the thirdconjunct of Tree(XU ); subsets of T! in which sets of siblings are notnecessarily connected wrt immediate left-of (in N!) are trees so far asAT is concerned. Nonetheless, for convenience in working with trees inN! directly in S!S (or rather, L2K;P ) we would like the trees to exhibitthis property.Let A0(XU ), then, be the third conjunct of Tree(XU ) and let A+U beAU extended with A0(XU ). Then, just as AT characterizes the set oftrees (among models with �nite Bx and Lx), A+U characterizes the setof trees in N!.Theorem 4 If M1 = [XU 7! U1; Xi 7! X1i ; xj 7! x1j ]i�n1;j�m1 is anassignment into T! in which X1i � U1, for i � n1 and x1j 2 U1, forj � m1, then M1 is a tree in N! i� M1 j= A+U .Proof. The proof is nearly immediate. Each ofA2(XU ) throughA4(XU )and A7(XU ) through A12(XU ) are properties of every subset of T!.(This is easy to verify.) A1(XU ) is just the �rst conjunct of Tree(XU );and A5(XU ) and A6(XU ) are (each) equivalent to the second conjunctof Tree(XU ). 2
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5 DRAFTL2K;P and SnS / 334.4.2 Isomorphisms between Trees in N!De�nition 9 IfM1 andM2 are trees, thenM1 andM2 are isomorphic,M1 �=M2 i� there is a bijection h : U1 ! U2 such that:4M1 j= v /� w , M2 j= h(v) /� h(w)M1 j= v � w , M2 j= h(v) � h(w)M1 j= v / w , M2 j= h(v) / h(w)X2i = �h(v) j v 2 X1i 	x2j = h(x1j ):Lemma 5 If M1 �=M2 and �(XU ; Xi; xj) is relativized to XU , thenM1 j= �(XU ; Xi; xj),M2 j= �(XU ; Xi; xj):For the �rst-order fragment, this is the homomorphism theorem. Thesecond-order fragment is an easy extension.

4More properly, this would beN! j= x /� y M1 [ [x 7! v; y 7! w], N! j= x /� y M2 [ [x 7! h(v); y 7! h(w)]and so on.
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5 DRAFT5De�nability and Non-De�nabilityin L2K;P5.1 De�nability on a Class of StructuresWe now turn to the issue of what constitutes a de�nition of a relationor a property with respect to a �xed class of structures (in our casethe class of intended models (trees) for L2K;P for some K and P , or, inthe degenerate case, N!). We are concerned here with both �rst- andsecond-order relations, by which we mean relations on predicates.We will con�ne our second-order relations, however, to relations on setsof individuals|those in which the arguments are monadic. This is suf-�cient for our purposes and simpli�es the exposition greatly. We canadmit hybrid relations in which some arguments range over individualsand others over sets of individuals by interpreting them as second-orderrelations in which some arguments are restricted to range over single-tons. An n-ary relation on a class of structures C is an n-aryrelation that is uniformly de�ned on the universes of the structures inC. Following Gurevich (1988) we formalize this as a function R takingeach M 2 C into, in the elementary case, a subset of jM jn (where jM jis the universe of M ). For a second-order relation R(M ) is a subset ofP(jM j)n, the set of n-tuples of subsets of jM j.In de�ning second-order relations we will have occasion to employvariables that range over relations between sets of individuals. We willbe working, then, with three types of languages. For a given structureM , let L1M and L2M denote the �rst- and full (unrestricted arity) second-order languages forM . Let L3M denote the language L2M augmented witha set of third-order variables. We will use boldface type for the names ofthese variables and will continue to use lowercase for individual variablesand uppercase for set variables. We will say X(X) to assert that theset of individuals assigned to X occurs in the set of sets assigned to35
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5 DRAFT36 / A Descriptive Approach to Language-Theoretic ComplexityX. In our applications third-order variables will never be bound byquanti�ers and will always range over relations between sets. We canprovide semantics for formulae in L3M , therefore, simply by extendingthe notion of an assignment appropriately.For C, a class of structures, letLiC = \M2C[LiM ];for 1 � i � 3.We will use ~xn def= hx1; : : : ; xni to denote a sequence of distinct vari-ables. For any assignment s, let s(~xn) = hs(x1); : : : ; s(xn)i. Similarlyfor ~Xn, s( ~Xn), ~Xn and s( ~Xn).5.1.1 Explicit De�nitionsDe�nition 1 [Elementary de�nability] A relation R(M ) � jM jn is(explicitly) elementary de�nable on a class of structures C i� thereis a formula �(~xn) in the language L1C such that, for each M 2 C,R(M ) = fs(~xn) jM j= �(~xn) [s]g :Equivalently, if R is a predicate constant of arity n, not interpreted byM , and M 0 is any structure expanding M with an interpretation R0 ofR, then M 0 j= (8~xn)[R(~xn)$ �(~xn)] i� R0 = R:The formula R(~xn)$ �(~xn), then, is an (explicit) elementary de�nitionofR. Given such a de�nition, one can work in the language L1C expandedwith the predicate R without actually leaving L1C , since the de�nitioncan be regarded as a purely syntactic de�nition R(~xn) � �(~xn), that is,one can obtain an L1C formula by replacing every occurrence of R(~xn) ina formula with its de�nition �(~xn).A relation on a class of structures is second-order de�nable i� it canbe expressed in the second-order language over that class. The notionis meaningful for both elementary and second-order relations (as well ashybrid relations).De�nition 2 [Second-order de�nability] A relation R(M ) � jM jn is(explicitly) second-order de�nable on a class of structures C i�there is a formula �(~xn) in the language L2C such that, for all M 2 C,R(M ) = fs(~xn) jM j= �(~xn) [s]g :A second-order relation R(M ) � P(jM j)n is (explicitly) second-orderde�nable on a class of structures C i� there is a formula �( ~Xn) in thelanguage L2C such that, for all M 2 C,R(M ) = ns( ~Xn) jM j= �( ~Xn) [s]o :
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5 DRAFTDefinability and Non-Definability in L2K;P / 37Again, for our purposes, the value of these de�nitions is that we canemploy second-order de�nable predicates freely without exceeding theexpressive power of L2C .5.1.2 Implicit De�nitionsDe�nition 3 [Implicit Elementary De�nability] A relation R(M ) �jM jn is implicitly elementary de�nable on a class of structures Ci� there is a formula �(X) in the language L2C in which X is the onlysecond-order variable that occurs and only X occurs free, such that, forallM 2 C, M j= �(X)[s],R(M ) = s(X):It is more usual to take X to be an otherwise uninterpreted predicatesymbol R. The de�nition � is then a sentence and we require that, forallM 2 C and all structures M 0 expandingM with an interpretation R0of R, M 0 j= � i� R0 = R:De�nition 4 [Simultaneous Implicit Elementary De�nability] A se-quence of relations ~R is simultaneously implicitly elementary de-�nable on C i� there is a sentence �( ~X) in the language L2C in which the~X are the only second-order variables that occur and the only variablesthat occur free, and each of the Xi in ~X occurs with the appropriatearity for the corresponding relationRi in ~R, such that, for each M 2 Cand Ri, M j= �( ~X)[s],Ri(M ) = s(Xi):The essence of implicit de�nability is that there is exactly one way toexpand each M 2 C with an interpretation of X such that the resultingstructure satis�es �(X), and that is by interpreting X as R. If wetake C to be the class of all structures over some signature, then Beth'sDe�nability Theorem (Beth 1953) states that whenever a sequence ofrelations is implicitly elementary de�nable on that class then each ofthose relations are explicitly elementary de�nable on that class as well.As a result, the distinction between implicit and explicit de�nability isoften ignored. Beth's theorem, however, does not necessarily hold forrestricted classes of structures, and, in particular, is known to fail forthe class of all �nite structures (Gurevich 1984).It is easy to see, however, that implicit elementary de�nitions addnothing to the expressive power of the second-order language, since everyR that is implicitly elementary de�nable on C, by �(X) say, can beexplicitly second-order de�ned byR(~x)$ (9X)[�(X) ^X(~x)]:
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5 DRAFT38 / A Descriptive Approach to Language-Theoretic ComplexityAgain, we can utilize a predicate R with its denotation �xed to be suchan R without actually leaving L2C since each occurrence of R(~x) can bereplaced with the right-hand side of its explicit second-order de�nition.When we restrict ourselves to L2K;P this interpretation of implicit�rst-order de�nitions as explicit second-order de�nitions only goes throughfor monadic predicates, since we have only monadic second-order vari-ables at our disposal. The concomitant restriction to monadic implicitde�nitions is, in fact, unavoidable. We will show, in Section 5.3.4, thatthere are binary relations that are implicitly �rst-order de�nable but notexplicitly second-order de�nable over trees in L2K;P .De�nition 5 [Implicit Second-order De�nability] A second-order rela-tion R(M ) � P(jM j)n is implicitly second-order de�nable on aclass of structures C i� there is a formula �(X) in the language L3C inwhich X is the only third-order variable that occurs and only X occursfree such that, for all M 2 C,M j= �(X)[s],R(M ) = s(X):The notion of implicit second-order de�nitions of elementary relationsis not useful, since, as we have just seen, any such de�nition is justan explicit second-order de�nition. It is meaningful, however, to thinkin terms of sequences of both elementary and second-order relationsthat are simultaneously implicitly second-order de�nable. Again, to beprecise, we can think of the elementary relations in such a sequence asrelations on singleton subsets.In general, at least over restricted classes of structures, implicit def-initions extend the expressive power of L2C . We will show, again in Sec-tion 5.3.4, that there are implicitly second-order de�nable second-orderrelations, even second-order relations with monadic arguments, that arenot explicitly second-order de�nable over trees in L2K;P .5.1.3 Positive-Inductive De�nitionsThe notion of positive-inductive de�nability has �gured prominently inthe study of descriptive computational complexity (see Chandra and Harel 1982,Gurevich 1988). The properties of elementary positive-inductive de�ni-tions (over �xed arbitrary structures) have been explored by Moschovakis (1974).For the most part we follow Moschovakis's exposition, generalizingslightly. The reader is directed there for details.Suppose �(~x;X) is a L2C formula with free variables among ~x andX, no other second-order variables other than X, and in which X onlyoccurs positively|within the scope of an even number of negations.Let �� be the operator mapping P(jM jn) ! P(jM jn), where n is
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5 DRAFTDefinability and Non-Definability in L2K;P / 39the arity of X, such that��(R) = fs(~x) jM j= �(~x;X) [s]; s(X) = Rg :Let ��� = ��([�<�[���]);(and thus �0� = ��(;)). SinceX occurs only positively, �� ismonotone,that is, if A � B then ��(A) � ��(B). It follows that �� has a least �xedpoint I�, which is ��� for the smallest ordinal � for which �(���) = ���.The cardinality of � is always less than or equal to that of the universeof M .De�nition 6 [Positive-inductive elementary de�nability] A relationR(M ) �jM jn is positive-inductively (elementary) de�nable on C i� thereis such a formula �(~x;X) for which, for all M in C, I� =R(M ).While the key characteristic of all de�nitions is that there is a singlerelation that satis�es the de�nition, for positive-inductive de�nitionsthere may be many relations R for which ��(R) = R, that is, ��may have many �xed points. The essential characteristic of a positive-inductive de�nition is that there is a unique minimum (with respectto subset) such relation. For elementary de�nitions, this characteristicis a second-order de�nable property. Thus, if R is a relation de�nedpositive-inductively by �(~x;X), it can be explicitly second-order de�nedwith R(~x)$ (8X)[(8~y)[�(~y;X)! X(~y)]! X(~x)]:That is: ~x is in R i� it is in every relation closed under ��|in ev-ery �xed-point of ��. Here again, then, we can incorporate positive-inductively elementary de�ned relation symbols into the language with-out actually leaving L2C .Of course this interpretation of positive-inductive elementary de�ni-tions as explicit second-order de�nitions su�ers the same limitationwhenwe restrict to L2K;P as our interpretation of implicit elementary de�ni-tions did|it only works for monadic predicates|and we will show, witha minor variation of our argument for the implicit case, that there are bi-nary relations on N! that are positive-inductively elementary de�nablebut not explicitly second-order de�nable over trees in L2K;P .We would like to consider positive-inductive de�nitions of second-order relations as well. This is actually a straightforward generalizationof the elementary case since we can think of de�nitions of relations onsubsets of jM j in terms of de�nitions of elementary relations on thestructure built on the power set of jM j.Suppose X is a second-order variable with monadic arguments. Sup-
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5 DRAFT40 / A Descriptive Approach to Language-Theoretic Complexitypose �( ~X;X) is a formula with free variables among ~X and X, no otherthird-order variables other than X , and in which X only occurs posi-tively.Let �� map P(P(jM j)n)! P(P(jM j)n), where n is the arity of X,such that ��(R) = ns( ~X) jM j= �( ~X;X) [s]; s(X) =Ro :De�ne ��� as above. Again, �� is monotone and has a least �xed pointI�.De�nition 7 [Positive-inductive second-order de�nability] A relationR(M ) � P(jM j)n is positive-inductively second-order de�nableon C i� there is such a formula �( ~X;X) for which I� = R(M ) for allM in C.Again, we will be able to show for this class of de�nitions, as withimplicit second-order de�nitions, that their expressive power is strictlygreater than that of explicit second-order de�nitions|there are second-order relations, even those with monadic arguments, that are positive-inductively second-order de�nable but not explicitly second-order de�n-able over trees in L2K;P .5.2 De�nability over Trees in L2K;PFrom this discussion, it follows that we can expand the language ofL2K;P with explicit elementary or second-order de�nitions without ex-tending its expressive power. In addition, we can also employ monadicrelations that are implicitly or positive-inductively elementary de�ned.Beyond that, we cannot employ implicit or positive-inductive second-order de�nitions or implicit or positive-inductive elementary de�nitionsof non-monadic relations without going beyond the descriptive power ofL2K;P . In fact, it will be a consequence of our proof of this fact that wecannot employ such de�nitions without losing solvability.As a rule, we will be interested in de�ning classes of labeled trees.In our interpretation, these are relations between subsets of T!: the setof all nodes in the tree and the sets of nodes with each of the labels.Thus, we generally will be explicitly de�ning non-monadic second-orderrelations. In doing this, we can use monadic �rst-order relations freely|these are interpreted as monadic predicate variables. Non-monadic rela-tions and second-order relations, on the other hand, must be explicitlyde�ned.5.2.1 Some De�ned RelationsThe following relations will be used in the sequel.
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5 DRAFTDefinability and Non-Definability in L2K;P / 41We start with a constant for the root:root(x) � (8y)[x /� y]: (1)A subset of T! satis�es InclRoot i� it includes the root:InclRoot(X) � (9x)[X(x) ^ root(x)]: (2)A weaker condition is rootedness in the sense of having a lower boundwrt domination:Rooted(X) � (9x)(8y)[X(x) ^ (X(y) ! x /� y)] (3)A subset is connected if domination restricted to the nodes in thatset is the re
exive transitive closure of parent similarly restricted:Connected(X) � (8x; y; z)[(X(x)^X(y)^x /� z^z /� y)! X(z)]: (4)Partition holds between a sequence of subsets and another subsetexactly in case the sequence partitions the other. There is a distinctPartition relation of each arity greater than one.Partition( ~X; Y ) � (5)(8x)[(Y (x)$ _X2 ~XX(x)) ^ X̂2 ~X [X(x)! ^Z2 ~X nfXg:Z(x)]]:Path denotes any connected subset that is linearly ordered by dom-ination (we are relaxing the requirement that it have a minimum andmaximum member):Path(X) � (6)Connected(X) ^ (8x; y)[(X(x) ^X(y) ! (x /� y _ y /� x)]:Branch is a rooted, unbounded path:Branch(X) � (7)InclRoot(X) ^ Path(X) ^ (8x)(9y)[X(x) ! (X(y) ^ x /+ y)]:Subset: Subset(X;Y ) � (8x)[X(x)! Y (x)]: (8)Since all subsets of T! are well-ordered by the lexicographic order,X is �nite i� each of its subsets has an upper-bound wrt �o:Finite(X) � (9)(8Y )(9x)(8y)[Subset(Y;X) ! (Y (x) ^ (Y (y)! y�ox))]:5.3 Non-De�nability in L2K;PWe have that a relation is de�nable in L2K;P i� it is de�nable in SnS.Thus, de�nability and non-de�nability results for SnS apply to L2K;P aswell. This is a reasonably well-studied topic (see L�auchli and Savioz 1987



D
R

A
FT

: S
ep

te
m

be
r 

12
, 1

99
5 DRAFT42 / A Descriptive Approach to Language-Theoretic Complexityand Thomas 1990). Non-de�nability results are of particular interest tous as these provide bounds on the relations, and hence, the sets of trees,which we can capture in SnS, and consequently, in L2K;P . By de�nition,every structure extending N! with a predicate for a relation de�nable inSnS will have a decidable theory. One approach, then, to proving thata given relation is not de�nable in SnS is to show that the theory of N!extended with a predicate for that relation is not decidable. As withmany undecidability results, these ultimately involve reductions fromthe halting problem. Typically (again in the context of SnS) the re-duction is done via the Origin-Constrained Tiling Problem which yieldsnon-decidability of the monadic second-order theory of the grid. Thisresult is due to Lewis (1979). While we will not repeat his proof here,we will sketch it, adapted to our terminology.5.3.1 The Origin-Constrained Tiling ProblemA Tiling System is a tuple D = hD;D0;H;Vi, whereD is a �nite setD0 � DH;V � D2A Tiling is a map � : IN 2 !D.A tiling � is accepted by a tiling system D i�, for all hx; yi 2 IN2� (h0; 0i) 2 D0h� (hx; yi); � (hx+ 1; yi)i 2 Hh� (hx; yi); � (hx; y + 1i)i 2 VTheOrigin-ConstrainedTilingProblem is the question of whether,for a given D, there exists a � such that D accepts � .Lewis shows the origin-constrained tiling problem to be undecidableby reduction from the halting problem. To do this, he choosesD = � [ fhq; �i j q 2 Q; � 2 �gwhere � is the set of tape symbols and Q the set of states of a givenTuring Machine TM. He then de�nes H and V such that instantaneousdescriptions of TM are encoded parallel to the x-axis, their evolutionover time is encoded parallel to the y-axis, the initial con�guration isrequired along the y = 0 row, and a halting con�guration is requiredto occur, which, consequently, must be the maximum row wrt y. Somere�nement is required to account for the fact that the head of TM movesdiagonally in this space, etc., but it is reasonably easy to see that thetiling system de�ned in this way accepts a � i� that � encodes a haltingcomputation of TM.
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5 DRAFTDefinability and Non-Definability in L2K;P / 435.3.2 The Monadic Second-Order Theory of the GridLet G = 
IN2;O; r0; r1�, whereO = h0; 0ir0(hx; yi) = hx+ 1; yir1(hx; yi) = hx; y + 1iLet Th2(G) be the monadic second-order theory of G.Lemma 1 (Lewis 1979) Th2(G) is undecidable.Proof. By reduction from the origin-constrained tiling problem. Given atiling system D = hD;D0;H;Vi, Let ~D be the set D, in arbitrary order,take as variables. D can be encoded in the language of G as follows:�D0 = _D2D0D(O)�DH = (8 hx; yi)[D̂2D[D(hx; yi)! _hD;D0i2H[D0(r0(hx; yi))]]]�DV = (8 hx; yi)[D̂2D[D(hx; yi)! _hD;D0i2V[D0(r1(hx; yi))]]]�D� = (8x)[ _D2D[D(x)] ^ D̂2D[D(x)! ^D02S nD[:D0(x)]]]Then (9~D)[�DO ^ �DH ^ �DV ^ �D� ] 2 Th(G), (9� )[� is accepted by D]In fact, there is such a � i�G j= (�D0 ^ �DH ^ �DV ^ �D� ) [��1];that is, i� the sets of points mapped to D 2 D are satisfying assignmentsin G for those D. 2Since the subsets of the grid that correspond to halting computationsof the Turing Machine are necessarily �nite, weak quanti�cation su�cesfor the proof. Thus, the weak monadic second-order theory of the gridis undecidable as well.Note also that the second-order quanti�cation is needed only to ex-istentially quantify the variables in D. We can de�ne a class of labeledgrids in which the variables are explicitly interpreted as predicate con-stants: GD = 
IN 2;O; r0; r1; D�D2D :The �rst-order theory the this class of structures, then, is undecidableby the same argument.
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5 DRAFT44 / A Descriptive Approach to Language-Theoretic Complexity5.3.3 Some Relations Non-De�nable in SnSWith this result, we can establish non-de�nability of a relation in SnSby showing that, using a predicate for that relation, we can de�ne asubstructure of N! that is isomorphic to the grid. As an example, con-sider a function s : s(w) 7! 0w for all w 2 f0; 1g�.1 We can identify theset 0�1� with the grid (with the map 0i1j 7! hi; ji). This is a de�nablesubset of T2, by, for instance,GT (x) � (9x0)(8y)[x0 /� x ^ y 6� x0 ^ (x0 /� y ! x 6� y)]:The conjunct y 6� x0 insures that x0 is on the left-most branch of T2,that is, x0 2 0�. The conjunct x0 /� y ! x 6� y insures that x is on theright-most branch of the subtree rooted at x0, that is, x 2 0�1�. Thestructure hGT ; �; s; r1i, then, is isomorphic to the grid.A second example is the equal-level predicate. This denotes therelation E = �hv; wi j jvj = jwj ; v; w 2 f0; 1g�	 :With this, one can de�ne s, since s(x) = y i�(9x0; y0; y1)(8z)[ x0 /� x ^ z 6� x0 ^ (x0 /� z ! x 6� z)^x0 / y0 ^ y0 /� y ^ z 6� y0 ^ (y0 /� z ! y 6� z)^y1 / y ^ E(y1; x)]:Here x0 and x are as in the de�nition of 0�1�. Similarly for y0 and y.The node y0 is the left child of x0, and consequently, if x = 0i1j, theny0 = 0i+1.Suppose j > 0. Since the node y1 is at the same level in the tree as xit is dominated by y0. Since it is the parent of y, which is on the right-most branch of the subtree rooted at y0, it must be the case that y1 isalso on the right-most branch of that subtree. Therefore, y1 = 0i+11j�1and y = 0i+11j .If j = 0, on the other hand, then x0 = x. It follows that y1 = x aswell, and y0 = y. Thus, y = 0i+1.5.3.4 The AdditionalExpressive Power of Implicit and Positive-Inductive De�nitionsWe can use the non-de�nability of the equal-level predicate to witness theadditional expressive power of implicit and positive-inductive de�nitionsof non-monadic relations and of implicit and positive-inductive secondorder de�nitions of monadic relations on the class of trees. We cancapture the equal-level predicate with an implicit elementary de�nition1This example and the next are discussed in Thomas 1990. Proofs, by an alternativemethod, are given in L�auchli and Savioz 1987.
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5 DRAFTDefinability and Non-Definability in L2K;P / 45as the conjunction of the following formulae:(8x; y)[x � y ! EL(x; y)] (10a)(8x; y)[EL(y; x)! EL(x; y)] (10b)(8x; y; z)[(EL(x; z) ^ EL(z; y)) ! EL(x; y)] (10c)(8x; x0; y; y0)[(x0 / x ^ y0 / y ^ EL(x0; y0))! EL(x; y)] (10d)(8x; y)[x /+ y ! :EL(x; y)] (10e)The �rst three conditions require EL to be an equivalence relation|re
exive, symmetric, and transitive. Condition 10d insures that EL istrue of nodes on the same level. (This is an easy induction on the level ofthe nodes. Note that the fact that EL is re
exive implies that the root isrelated to itself by EL.) The �nal condition insures that nodes that arenot on the same level are not related by EL. To see this, assume thereare two nodes a and b at di�erent levels that are related by EL. Assumea is the deeper of these. There must be a c, a proper predecessor of a,that is at the same level as b. Since they are equal-level nodes b andc must be related by EL and, thus, by transitivity, a and c must be aswell, contradicting condition 10e.To transform this into a positive-inductive de�nition we need onlydrop condition 10e and take the disjunction of the antecedents of theimplications of the remaining conditions:x � y _ (11a)EL(y; x) _ (11b)(9z)[EL(x; z)^ EL(z; y)] _ (11c)(9x0; y0)[x0 / x ^ y0 / y ^ EL(x0; y0)] (11d)Again, it is easy to show that � for this formula preserves the condi-tion 10e.To capture the equal-level predicate as a monadic second-order rela-tion (a property of sets individuals) we de�ne the class L of strata ofthe tree. A set is in the class L i� it consists of all nodes at some levelin the tree. EL(x; y) is explicitly de�nable in terms of L(X):EL(x; y) � (9X)[X(x) ^X(y) ^L(X)]: (12)L can be de�ned implicitly as follows:(8X)[(8x)[X(x)$ root(x)]! L(X)] (13a)(8X)[(9Y )[L(Y ) ^ (8x)[X(x)$ (9y)[Y (y) ^ y / x]]]!L(X)] (13b)(8X)[(9x; y)[X(x) ^X(y) ^ x /+ y]! :L(X)] (13c)Condition 13a states that the set consisting of just the root is in L,
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5 DRAFT46 / A Descriptive Approach to Language-Theoretic Complexitycondition 13b states that the set of children of any set in L is also in L,and the �nal condition states that no set in L contains any individualsrelated by proper domination.Again we can convert this to a positive-inductive de�nition by drop-ping condition 13c and taking the disjunction of the antecedents of theimplications in the �rst two:(8x)[X(x)$ root(x)] _ (14a)(9Y )[L(Y ) ^ (8x)[X(x)$ (9y)[Y (y) ^ y / x]]] (14b)5.3.5 The Non-De�nability of Subtree IsomorphismWewill derive some additional non-de�nability results in the next sectionby other methods, but as a �nal example of non-de�nability by reductionfrom undecidability of the grid, consider the relation Iso~P (x; y). Thisholds i� the subtrees rooted at x and y are isomorphic wrt the predicatesin ~P . That is, a tree satis�es Iso~P (v; w) i� the subtrees rooted at v andw, restricted to the predicates in ~P , are isomorphic.This predicate is signi�cant because it is essentially the di�erencebetween the theory of trees as subsets of N! and the algebraic theoryof trees as in Courcelle 1983. If we �x some (�nite) set of predicates ~Pand de�ne equality extensionally in terms of Iso~P , that is, take all pairsof individuals related by Iso~P (x; y) to be equal, then the theory of theresulting class of structures is just the algebraic theory of trees over ~P .As this is not a decidable theory, it should come as no surprise that Iso~Pis not de�nable in L2K;P .We show this by showing that, using Iso~P , we can capture an unde-cidable fragment of the monadic second-order theory of the grid usingthe property (of trees, parameterized by ~P ):�I(~P ) � (8x; x0; x1; y0; y1)[(x / x0 ^ x / y0 ^ x0 � y0^x0 / x1 ^ y0 / y1^(8z)[x1 6� z _ z 6� y1]) ! Iso~P (x1; y1) ]: (15)The nodes x0 and y0 are the left and right children of x, respectively x0and x1. Since no nodes fall between x1 and y1 with respect to left-of,these must be, in turn, the right child of x0 and left child of y1. This,then, simply requires the subtrees at x01 and x10 to be isomorphic withrespect to the assignment of the predicates ~P .Theorem 2 Iso~P (x; y) is not de�nable in SnS.Suppose, for contradiction, that Iso~P (x; y) is a formula in the languageof SnS that is true i� the subtrees rooted at the nodes assigned to x andy are isomorphic wrt the sets assigned to ~P . Then �I(~P ) is a formula
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5 DRAFTDefinability and Non-Definability in L2K;P / 47in the language of SnS. We show that there are sentences in which�I(~P ) occurs as a subformula that would then be in S2S, but for whichsatis�ability is non-decidable, contradicting the decidability of S2S.The underlying idea of the proof is that we can interpret paths fromthe root in N2 as paths from the origin in IN2 that follow the same se-quence of successors. This de�nes a many-to-one map from T2 onto IN2.The formula �I(~P ) is su�cient to insure that all nodes in T2 that mapto the same point in IN2 are labeled identically by the interpretations of~P . It will follow, then, that(9~D)[�DO ^ �DH ^ �DV ^ �D� ^�I(~D)]will be in S2S i� (9~D)[�DO ^ �DH ^ �DV ^ �D� ]is in Th2(G). As this is the formula from Section 5.3.2 that capturesthe tiling system D, its satis�ability is non-decidable.Let M = [XU 7! T2; Pi 7! PMi ]Pi2~P be a labeled tree in N2 thatsatis�es �I(~P ). Such anM exists|the tree in which every PMi is eitherT2 or the empty set, for instance.For the sake of simplicity, if v; w 2 T2 we will say Iso~P (v; w) holds toindicate that M j= Iso~P (x; y)[x 7! v; y 7! w].Suppose v 2 T2. (Recall that T2 = f0; 1g�.) We will denote thenumber of `0's in v by jvj0, and the number of `1's by jvj1. LetEG = fhv; wi j jvj0 = jwj0 and jvj1 = jwj1g (16)Then hv; wi 2 EG i� v andw have the same end point when interpreted aspaths from the origin in IN2. Further, hv; wi 2 EG i� v is a permutationof w.Lemma 3 If M j= �I(~P ), then hv; wi 2 EG implies Iso~P (v; w).Proof. We must show that whenever v is a permutation of w, then thesubtrees at v and w are isomorphic wrt the interpretations of ~P in M .We do this by induction on jvj, the length of v (and of w, as well).Suppose jvj = 0. Then v = w and Iso~P (v; w) holds trivially.Suppose, then, that jvj � 1 and the result holds for all pairs of nodesat depths in the tree less than jvj.Suppose, further, that v = v0i and w = w0i for some i 2 f0; 1g. Then,by the induction hypothesis, Iso~P (v0; w0). It follows that Iso~P (v; w)holds.Suppose, alternatively, that v and w di�er in their last element.Without loss of generality, let v end in `0' while w ends in `1'. Since v is apermutation of w, it must be the case that v = v01v000 and w = w00w001
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5 DRAFT48 / A Descriptive Approach to Language-Theoretic Complexityfor some v0; v00; w0; w00 2 f0; 1g�. Thenhv01v00; v0v001i ; hw00w00; w0w000i ; hv0v00; w0w00i 2 EGand, since these are all shorter than jvj, these are all related by Iso~P .By 15, Iso~P (v0v0010; v0v0001). ThenIso~P (v0v0010; w0w0001) by isomorphism of v0v00 and w0w00Iso~P (v01v000; w0w0001) by isomorphism of v01v00 and v0v001Iso~P (v01v000; w00w001) by isomorphism of w00w00 and w0w000Which is just Iso~P (v; w). 2Thus, the subtrees rooted at pairs of points in T2 that correspond tothe same point in IN 2 must be labeled identically with the ~P by M ifM j= �I(G). This lets us take the quotient of M wrt EG.Let [v]G = fw j hv; wi 2 EGg.Let NG = DT2=EG; �; rG0 ; rG1 E, whereT2=EG = f[v]G j v 2 T2grG0 ([v]G) = [v0]GrG1 ([v]G) = [v1]GrGi is well-de�ned, since jvj0 = jwj0 and jvj1 = jwj1 imply that jvij0 =jwij0 and jvij1 = jwij1.Let PGi = �[v]G j v 2 PMi 	.Since w 2 [v]G implies w 2 PMi , v 2 PMi (by Lemma 3), PMi =�v j [v]G 2 PGi 	 as well.Let MG = [Pi 7! PGi ]Pi2~P . MG is an assignment for NG. Just aswe say that M satis�es a formula i� it is a satisfying assignment for thevariables in that formula for N2, we will say thatMG satis�es a formulai� it is a satisfying assignment for the variables in that formula for NG.For the class of formulae relevant to the tiling problem|the class offormulae involving only r, the successor functions, the logical connec-tives and the some set ~P of monadic predicate variables|this quotientpreserves satis�ability in the sense that M is a satisfying assignmentin N2 i� MG is a satisfying assignment in NG. (This is still under theassumption that M satis�es �I(~P ).)Lemma 4 For �(~P ) in the class just de�ned,M j= �(~P ) ^�I(~P ) i� MG j= �(~P ):Proof. The proof is by structural induction. We give only the base caseand the induction step for one successor function.M j= Pi(x)[x 7! v; Pi 7! PMi ]
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5 DRAFTDefinability and Non-Definability in L2K;P / 49, v 2 PMi, [v]G 2 PGi, MG j= Pi(x)[x 7! [v]G; Pi 7! PGi ]M j= Pi(r0(x))[x 7! v; Pi 7! PMi ], v0 2 PMi, [v0]G 2 PGi, MG j= Pi(r0(x))[x 7! [v]G; Pi 7! PGi ]To complete the proof of the ( direction, we need to show that the Minduced by MG (by PMi = �v j [v]G 2 PGi 	) satis�es �I (~P ) as well as�(~P ). This is an easy consequence of the fact that Iso~P (v; w) holds insuch an M for every pair hv; wi 2 EG. 2Note that the restriction to the class �(~P ) is required, since none of �,/�, or � are preserved by this quotient.To complete the proof of the theorem, we need only to show thatMGmodels a �(~P ) sentence i� G models it. This follows nearly immediatelyfrom the following lemma, which asserts that MG is isomorphic to G.Lemma 5 MG �= GProof. The isomorphism is witnessed by the maph : [v]G 7! hjvj0 ; jvj1i :Its trivial to verify that this is a bijective homomorphism from MG toG. 2It follows that MG and G are elementary equivalent. Further,Corollary 6 MG j= (9~P )[�(~P )], G j= (9~P )[�(~P )]as witnessed by the map between subsets induced by hĥ : f[v]G j v 2 T2g 7! fhjvj0 ; jvj1i j v 2 T2g :We now have all we need to prove the theorem.
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5 DRAFT50 / A Descriptive Approach to Language-Theoretic ComplexityProof. (Theorem 2) Given a tiling system D, we have:(9� )[� accepted by D], (9~D)[�DO ^ �DH ^ �DV ^ �D� ] 2 Th2(G) from proof ofLemma 1, G j= (9~D)[�DO ^ �DH ^ �DV ^ �D� ] by def. of Th2, NG j= �DO ^ �DH ^ �DV ^ �D� [Di 7! DGi ] by Cor. 6, N2 j= �DO ^ �DH ^ �DV ^ �D� ^�I(~D)[Di 7! DMi ] by Lemma 4, :(9~D)[�DO ^ �DH ^ �DV ^ �D� ^�I(~D)] 62 S2S by def. of S2S2Both the non-de�nability in L2K;P of the equal-level predicate andthat of Iso~P will be useful to us in the next chapter.5.4 The Class of Sets of Trees De�nable in L2K;PA set of trees is de�nable in L2K;P i� membership in the language is aproperty of subsets of T! (a second-order property) that is (explicitly)de�nable in S!S. Clearly, this class of sets is closed under Booleanoperations. Further, since S!S is decidable and emptiness for any set inthe class corresponds to satis�ability of (9X)[�(X)] where �(X) is theformula de�ning the set, emptiness is decidable for every set in the class.This is su�cient to get a number of non-de�nability results.Decidability of emptiness immediately implies that the set of deriva-tion trees for an arbitrary context-sensitive grammar2 is not de�nablein L2K;P , since this would imply decidability of emptiness of the stringlanguage de�ned by the grammar. Decidability of emptiness along withclosure under Boolean operations gives decidability of emptiness of in-tersection. This gives non-de�nability of the context-free tree languagesof Rounds 1970. It also gives non-de�nability of the set of trees gener-ated by Tree-Adjoining Grammars (TAGs, Joshi et al. 1975, Joshi 1987,Vijay-Shanker 1987) in which nodes are allowed to be re-labeled dur-ing adjunction. In both these cases, non-decidability of emptiness ofintersection comes from the ability to de�ne, for any context-free stringlanguage, a set of linear trees in which the labeling of the (only) branchof each tree in the set is a word in the string language (and v.v.). Thus,Post's correspondence problem (PCP) reduces, via emptiness of inter-section of context-free string languages, to emptiness of intersection ofthese tree sets.32For the notion of derivation tree to meaningful, of course, the CSG must be incanonical form|each rule must rewrite only a single non-terminal.3We can show that both the sets of CSG-generated trees and the TAG tree sets arepositive-inductively second-orderde�nable onN! . In addition, theTAG tree sets are
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5 DRAFTDefinability and Non-Definability in L2K;P / 51The ability to capture context-free string languages in this way doesnot appear to extend to pure TAGs|those in which nodes may not bere-labeled, or at least in which labels may not be removed from nodes.It turns out, however, to be reasonably easy to reduce PCP directly toemptiness of the intersection of three pure TAG sets.As an initial example of a class of tree sets that are de�nable inL2K;P we have the class of sets of derivation trees generated by context-free (string) grammars. Sets of trees in this class are referred to as localsets.Lemma 7 The set of derivation trees generated by an arbitrary context-free grammar is de�nable in L2K;P .Proof. Suppose G is a CFG with start symbol S, non-terminals N , andterminals A. Let ~X be the set fXN j N 2Ng [ fXa j a 2 Ag [ fX�g,in some order.For each z 2 A [ f�g let�z( ~X;XG) � (8x; y)[(Xz(x) ^ x /+ y) ! :XG(y)]:For each N 2N where the set of all right-hand sides of productionsfor N is fZ0;0 : : :Z0;l0 ; : : : ; Zn;0 : : :Zn;lng ;where the Zi;j 2 N [A [ f�g, let�N ( ~X;XG) � (8x; y)[XN (x)!_i�n[ĵ�li[XZi;j (xrj)] ^((x / y ^ xrli � y)! :XG(y))]:Then let�G( ~X;XG) � Finite(XG) ^ Partition( ~X;XG) ^^z2A[f�g�z( ~X;XG) ^^N2N �N ( ~X) ^(9x)[XG(x) ^ root(x) ^XS(x)]:The �z insure that no terminals are expanded, the �N insure thateach non-terminal is expanded according to some rule in the grammar,positive-inductively elementary de�nable on N! with non-monadic predicates. Thiscon�rms that the languages of L2K;P plus positive-inductive second-order de�nitionson N! and that of L2K;P plus non-monadic positive-inductive elementary de�nitionson N! are strictly stronger that that of L2K;P alone.
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5 DRAFT52 / A Descriptive Approach to Language-Theoretic ComplexityFinite and Partition insure that XG is �nite and completely labeled bythe symbols of G, and the �nal conjunct insures that the root is labeledwith the start symbol. 2The de�nability of local sets raises the question of why decidability ofemptiness of intersection is not violated. The answer is that emptinessof the intersection of the string languages generated by CFGs is unde-cidable. Here we have de�ned the tree set generated by the CFGs. Theundecidability of emptiness of intersection follows from a reduction fromPCP and that reduction depends crucially on the existence of strings inthe intersection with non-isomorphic derivation trees. The existence ofa tree in the intersection of the two languages, of course, implies thatthe same derivation tree is generated by both grammars. From thisobservation we get another non-de�nability result:Corollary 8 The relation YieldsEq~P (X;Y ), which holds between �nitetrees X and Y i� their yields, i.e., the set of maximal nodes ordered byleft-of, are labeled identically by the ~P , is not de�nable in L2K;P .5.4.1 Characterizing the Local SetsThis last result raises an interesting question. Vijay-Shanker, Weir,and Joshi (1987) discuss a hierarchy of families of languages (originallydue to Weir 1987) in which the CFLs and the TALs form the �rst twolevels. Yet here we have the CFG-generated tree sets de�nable in thesecond-order existential fragment of L2K;P while the TAG tree sets arenot de�nable at any level in L2K;P . One may ask what, if any, sets oftrees falling between these two are de�nable in L2K;P . It turns out, viaresults originally due to Thatcher (1967) and Doner (1970) (in a slightlydi�erent form), that every set of �nite trees that is de�nable in L2K;P isa projection of a set of trees generated by a �nite set of CFGs. Thus,modulo the projection and the �niteness restriction, L2K;P characterizesthe CFG-generated tree sets. Doner's work provides the connection toS!S, Thatcher's work provides the basic characterization of local setsin terms of recognizable sets|those accepted by automata over �nitetrees. Our proof is essentially a variation and slight extension of that ofThatcher.De�nition 8 [(Mathematical) projection] A projection onto the ithco-ordinate is a mapping taking tuples to their ith co-ordinate. If �is a set of tuples and T is a �-valued tree, then the ith projection of Tis that tree in which each node is labeled with the ith projection of itslabel in T . The ith projection of a set of tuples (respectively, a set oftuple-labeled trees) is the set of ith projections of the tuples in the set(respectively, the trees in the set).
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5 DRAFTDefinability and Non-Definability in L2K;P / 53We generalize this notion to include projections that take tuples intotuples formed from some subsequence of their co-ordinates, that is, pro-jections that delete certain co-ordinates. We interpret trees decoratedwith labels from some set fX1; : : : ; Xng as an assignment of sets of nodesto the Xi. Equivalently (following Rabin), we can interpret these as �-labeled trees for � = f0; 1gn in which the ith projection of the tuplelabeling a node is 1 just in case that node is included in the set assignedto Xi. A projection of a set of labeled trees, then, is a mapping thatsuppresses some of the labels.Lemma 9 Every set of �nite trees with bounded branching that is de-�nable in L2K;P is the projection of a set of trees generated by a �niteset of Context-Free (string) Grammars.Theorem 10 A set of �nite trees with bounded branching is local (mod-ulo projection) i� it is de�nable in L2K;P .4Proof. (Lemma 9) From the discussion above, we have that a setof trees is de�nable in L2K;P if every tree in the set is the satisfyingassignment for X, with labels that are the satisfying assignments for ~X,in a formula�(X; ~X) inN!. We will assume the trees are labeled subsetsof T2. The generalization to Tn for any �nite n is straightforward. ByRabin's theorem there is an automaton A� on in�nite f0; 1gn-valuedtrees, where n = ��� ~X���+ 1, such that every tree in the language acceptedby the automaton is labeled with tuples built from the characteristicfunctions of a satisfying assignment for �(X; ~X). Assume, without lossof generality, that if T is such a tree, then �1 � T is the characteristicfunction of the assignment for X. Thus, the subset of T in which �1 �Thas the value 1 is isomorphic to a tree in the original set. Call this subsetTX .Since the trees are necessarily rooted and connected and the behaviorof the automaton at any node is una�ected by the labeling of nodes thatdo not dominate it, the labeling of the nodes in TX are una�ected bythe labeling of the nodes in its complement. Thus, wlog, we may assumefor all w 2 T2 that �1 �T (w) = 0 i� T (w) = 0n. Then, since all subtreesof T that are rooted at a node w for which T (w) = 0n are identical, wemay assume that every accepting run of A� labels them with some state4Bob Frank has pointed out that this result gives us another approach to Corol-lary 8 of the preceding section, since using YieldsEq~P one could generated the lan-guage fww j w 2 fa; bg�g. The approach through reduction from PCP, though, issomewhat stronger since it implies that the theory one gets by extending SnS withYieldsEq~P is non-decidable, while the approach through reduction from non-context-freeness of ww only implies that it is not equivalent to SnS.
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5 DRAFT54 / A Descriptive Approach to Language-Theoretic Complexityqf that does not otherwise occur in the run, i.e.,�(q; 0n) = � fhqf ; qf ig if q = qf ;" otherwise :Thus, the set of accepting subsets of states for A� is just ffqfgg.Suppose A� = hQ; q0;�; ffqfggi is such an automaton for �.Let GA� be the set of productions:GA� def= fhq; �i �! hql; �li hqr; �rij hql; qri 2 �(q; �) and �(ql; �l)# and �(qr; �r)#g:Let S0 def= �hq0; �i j hq0; �i �! lr 2 GA� for some l and r	. S0 is, ofcourse, �nite.GA� can be converted to a �nite set of CFGs by the following proce-dure:1. Delete the production hqf ; 0ni �! hqf ; 0ni hqf ; 0ni.2. Delete all occurrences of hqf ; 0ni from all other productions.3. For each production hq; �i �! with an empty rhs that results:a. delete the production,b. add hq; �i0 to a set of terminal symbols,c. add variants of every production in which hq; �i occurs in therhs with hq; �i0 replacing one or more of those occurrences.4. For each pair hq0; �i in S0 de�ne a CFG with hq0; �i as the startsymbol, the remaining productions, and the set of terminal sym-bols collected in the previous step.Suppose r is an accepting run of A� on T . We will show that TX is aprojection of a tree generated by one of the CFG constructed above. Forall w 2 T2 we have �(r(w); T (w))# and hr(w0); r(w1)i 2 �(r(w); T (w)),since r is a run. Thushr(w0); T (w)i �! hr(w0); T (w0)i hr(w1); T (w1)i 2 GA� :Let T 0 be the tree generated by the CFG constructed above with startstate hq0; T (�)i using the productions selected by r and T . Clearly, theright projection of T 0 is TX .Conversely, suppose T 0 is generated by one of the CFG constructedabove. Let T be the right projection of T 0, extended to a total functionon T2 with w 7! 0n for every w 2 T2 that does not occur in T 0. Let rbe the left projection of T 0, extended similarly with w 7! qf . Then r isan accepting run of A� on T . 25.4.2 The Linguistic Signi�cance of (Mathematical) Projec-tion
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5 DRAFTDefinability and Non-Definability in L2K;P / 55A 0A 0A AAA1 B 01 1 1 h0; Ai h1; Aih0; Aih1; Ai h0; Bih1; Aih1; AiFIGURE 2 Separating Local from Recognizable SetsThe fact that Theorem 10 only holds modulo a projection is some-what unsatisfying, but the projection is, in fact, necessary|the localsets are a proper subset of the recognizable sets. One set of trees thatseparates these classes is the set of all �nite binary fA;Bg-labeled treesin which exactly one node is labeled B. The tree of Figure 2 is onesuch tree. This set of trees is recognizable by an automaton that distin-guishes nodes that dominate a B from those that do not by the state itassigns to them (0 and 1, respectively, for instance, as in the left-handtree of the �gure).5 That the set is not local is obvious|if an A can everexpand to AB then any A can expand to AB. The construction of theproof of Lemma 9, in essence, builds a CFG that generates trees labeledwith pairs consisting of the state assigned to a node by some successfulrun and the original label of that node (as in the right-hand tree). Thegenerated grammar includes (among others) productions likeh0; Ai �! h0; Ai h1; Ai j h1; Ai h0; Ai j h0; Bi h1; Ai j h1; Ai h0; Bih1; Ai �! h1; Ai h1; Aih0; Bi �! h1; Ai h1; Aiand so on.In linguistic terms, the CFG re�nes the categories of the original setof trees on the basis of a limited amount of context, speci�cally the con-text encoded by the state of the automaton; a h0; Ai is an A with anembedded B, while a h1; Ai is an A that includes no such B. This is es-sentially the same mechanism as the slashed categories of GPSG.6 Whileone might challenge the legitimacy of, for instance, a VP with an NP5We will ignore complications having to do with �niteness, binary branching, etc.6In fact the restrictions on the mechanism are the same as the fundamental limita-tion on category-valued features in GPSG|we are limited to distinguishing �nitelymany categories in all.
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5 DRAFT56 / A Descriptive Approach to Language-Theoretic Complexitygap as a category distinct from the class of all VPs, the idea that cate-gories are subdivided on the basis of various additional features is hardlycontroversial. The re�nement introduced by the construction posits fea-tures su�cient to make the language context-free. The projection simplyignores those features.
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5 DRAFT6Conclusion of Part IThe central result of this part, Theorem 10, is a kind of descriptive com-plexity result for language-theoretic complexity. It says that de�nabilityin L2K;P characterizes (modulo projection) the local sets|the sets of�nite trees generated by CFGs. This gives us a powerful tool for investi-gating the \context-freeness" of grammar formalisms, particularly thosethat are couched in logical terms possibly far removed from traditionalphrase structure rules.Although the use of L2K;P is novel, the underlying idea is not. Petersand Ritchie (1969) show that the class of trees analyzed by context-sensitive grammars is generated by CFGs. Trees analyzed by a CSG arethose trees that are accepted when the grammar is used to verify, for eachnode that has been expanded by a rule, that the appropriate context canbe found at some (any) level in the tree. Joshi and Levy (1977) extendedthis approach to local constraints|speci�cations that include contextalong branches as well as across the breadth of the tree. These resultsare related to ours by the fact that they were proved by demonstrating(�nite) tree automata that accepted the languages in question.The result itself is implicit in Doner 1970 and an nearly immediateconsequence of the combination of Thatcher and Wright 1968 and Thatcher 1967.Both Doner 1970 and Thatcher and Wright 1968 (independently) ad-dress the decidability of weak SnS. Doner 1970 proves the claim that astring language is de�nable as the yield of a set of �nite trees de�nablein wSnS i� it is a CFL by proving, in essence, Theorem 10. Thatcher andWright 1968 give an automata-theoretic proof of decidability of wSnS,but don't make the connection to local sets. Thatcher 1967, however,contemporaneously shows the equivalence of local sets and projectionsof recognizable sets.The result (in terms of wSnS) is itself a nice extension of an earlierresult of B�uchi's (1960) (and, again independently, Elgot 1961) establish-57
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5 DRAFT58 / A Descriptive Approach to Language-Theoretic Complexitying the equivalence of regular languages and strings de�nable in wS1S.Thus, in lifting from a single successor function to multiple successorfunctions we go from strings to trees, from regular sets to recognizablesets, and (roughly) from regular grammars to context-free grammars.More recently, Kracht has been pursuing a program that is remark-ably similar to ours. In Kracht 1995 he gives constructions for compil-ing sets of principles stated in the orientation language|a particularfragment of dynamic logic|into GPSG-style grammars. The sets of �-nite trees de�nable in this fragment of dynamic logic, therefore, are thelocal sets in an appropriately generalized form.1 The goal of Kracht'sprogram, as with ours, is to provide a means of comparing, in formallanguage-theoretic terms, grammar formalisms based on systems of con-straints on trees.The results we have presented here, then, have a place among anumber of collections of similar results that di�er mostly in the lan-guages they use to express constraints. Although exact equivalence willnot necessarily obtain in all cases, it is possible to translate systems ofconstraints on �nite trees stated in L2K;P into Joshi and Levy's local con-straints, into wSnS, or into Kracht's orientation language and vice versa.While the notion of the \naturalness" of logical languages is a matter ofpersonal taste, L2K;P is a formal language of considerable clarity, and onethat is quite close to the languages in which constraints on trees are typ-ically stated. Even though the very restrictions that are responsible forthe language's capacity to provide language-theoretic complexity resultsnecessitate a certain amount of cleverness in encoding some linguisticprinciples, for the most part the di�culty of comprehending the formal-ization is not tremendously greater than the di�culty of comprehendingthe original principles.In the second part of this book, we apply this result to the questionof the complexity of the language de�ned by a Government and BindingTheory account of English, and raise the possibility of using similarresults to establish bounds on the generative capacity of GB.1Kracht gives conditions under which such a set of trees is actually a local setin terms of the memory of the grammar, a notion he de�nes. The distinction be-tween local and recognizable sets is closely related to the distinction between rational(memory 0) grammars and grammars with non-zero memory.
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5 DRAFT7Introduction to Part IIThe result characterizing the local sets by de�nability in L2K;P is a kind ofdescriptive complexity result for language-theoretic complexity|a logi-cal characterization of a language complexity class. Modulo projection,any set of trees we can de�ne within L2K;P can be generated by a context-free grammar. Conversely, any set of trees that is provably non-de�nablein L2K;P is strictly non-context-free. De�nability in L2K;P , then, coupledwith the numerous non-de�nability results for SnS, provides a new setof tools for determining context-freeness.One particularly inviting domain for application of this techniqueis Government and Binding Theory (GB). The principles employed inGB generally have reasonably direct interpretations in formal logic; somuch so that a number of the principle-based parsers|parsers for GB-style grammars|are de�ned directly in a formal logic and implementedin Prolog (Johnson 1989, Fong 1991, Stabler, Jr. 1992, Cornell 1992).Thus, it is natural to ask which of these principles, or rather whichcollections of these principles, are de�nable in L2K;P . The answer to thisquestion would provide a step towards establishing formal bounds onthe principles, and consequently, bounds on the generative capacity ofGB.This is the program we undertake here. Our primary result is that aset of principles su�cient to de�ne substantially all of common Englishsyntax is de�nable in L2K;P . The only non-standard aspect of the set ofprinciples we capture is that we assume a constant bound on the numberof overlapping chains that can occur. We show that this is a propertyof analyses that have been proposed for a broad range of movementin English. Thus, we claim that the set of phrase markers licensed bya reasonably mainstream GB grammar for English is strongly context-free. If one accepts that the language this theory licenses is, in fact,English, then we have a consequential claim that English is a context-61
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5 DRAFT62 / A Descriptive Approach to Language-Theoretic Complexityfree language. We do not, on the other hand, make any such claimsabout the class of natural languages in general. On the contrary, weexplore some speci�c structures that have been o�ered as evidence ofthe non-context-freeness of natural language as a class, and show howour formalization fails to account for these.The second result we o�er here is a non-de�nability result. We showthat the mechanism of free-indexation, which occurs widely in GB the-ories, is beyond the power of L2K;P . Consequently, theories that nec-essarily employ it license non-context-free languages. The proof of thenon-de�nability of free indexation actually yields a stronger result|consistency of theories that employ free-indexation is, in general, unde-cidable. As a result, it may be impossible to determine exactly what theconsequences of such a theory are. These results call into question theappropriateness of free-indexation as a component of linguistic theory,a question that has been raised on linguistic grounds elsewhere in theliterature.Of course complexity results are not the typical reasons one under-takes a formalization of a theory. The main thing one gets from a for-malization is the ability to carry out formal proofs of the consequencesof the theory. One may, for instance, be able to formally establish theconsistency of the theory, or establish the independence of various as-pects of the theory. Stabler, for example, considers a number of proofsof the independence and non-independence of various sets of principlesin Stabler, Jr. 1992, and, in motivating his formalization, quotes Chom-sky, \An attempt at full-scale formalization of the relevant assumptionsmight be in order, given the level of complexity and the range of mate-rial that must be considered" (Chomsky 1982). Most importantly, theconsequences of a linguistic theory constitute the predictions the theorymakes about natural language. It is these predictions that distinguisha theory from a simple taxonomy. In formalizing the theory, one pro-vides a means of exploring these consequences, and of testing them, ina formal framework.The act of formalizing a theory, in itself, often illuminates detailsof the theory that are otherwise obscure. Frequently, assumptions andgaps in the theory show up that were not at all apparent in less rigoroustreatments. Further, the formalization may well suggest modi�cationsand extensions to the theory, such as the elimination of componentsthat can be shown to be consequences of the remainder of the theory.In some cases the issues involved in formalizing the theory may evensuggest alternative statements of the theory that can be justi�ed onlinguistic grounds. While we don't claim any results along these lines,
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5 DRAFTIntroduction to Part II / 63we will o�er, in passing, arguments that the formalization we developcan, indeed, support such research.The considerations that motivate most of the details of our approachare \theory internal" in the sense that they are concerned with spe-ci�c language complexity results. Absent a claim that these languagecomplexity results characterize natural language there is no particularreason to believe that the issues we encounter will be signi�cant for GBin general. It's somewhat surprising, then, to �nd parallels to theseissues arising in the current GB research. Indeed, our success in thisprogram is built largely upon the theoretical work of Rizzi and otherswhich, while motivated by linguistic considerations, addresses our needsalmost directly. The strength of these connections is enough to sug-gest that there are deeper parallels between the intuitions driving thatresearch and the language complexity considerations driving ours.7.1 The Generative Capacity of GBThere are two types of language complexity results one might establishfor GB. First, it may be possible to determine the complexity of the setsof phrase markers licensed by the GB mechanism under some speci�c setof principles and parameters. The result would characterize the class ofnatural languages to the extent that those principles capture that class.Alternatively, one might be able to identify some class of principles thatcan be shown to be su�cient to capture natural languages, and then es-tablish that the languages that can be generated by the GB mechanismwhen restricted to principles in that class fall within some complexityclass. The �rst type of result gives the generative capacity of some spe-ci�c theory within the GB framework, where that generative capacity isjust the class of languages one gets by varying the parameters throughtheir ranges. It says nothing about the complexity of languages gen-erated by extensions to that theory. The second type is a generativecapacity result of a more typical nature. It establishes an upper boundon the complexity of the languages de�ned by the mechanism no matterwhat principles (in the restricted class) embody the theory.One approach to the formal characterization of the set of structuresgenerated by the GB mechanism is due to Berwick. In Berwick 1984, hede�nes, inductively, the set of trees admissible under GB by specifyinga local set as a base and de�ning a speci�c set of transformations tothe trees in that set. He uses this as the foundation of an argumentthat the GB languages are recursive. The problem, as pointed out byPerrault 1984, is the di�culty of showing that this formalization actuallycaptures the range of GB languages. This seems, rather, to be a result
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5 DRAFT64 / A Descriptive Approach to Language-Theoretic Complexityof the �rst type. It captures some speci�c set of principles and, infact, as Perrault notes, does not address many fundamental principlesand phenomena, among these case theory, Theta-theory, passives andraising. Presumably, these could be added, but the result would notnecessarily hold for the extended theory.The central result of this half of the book is also a result of the �rsttype. We show that the sets of phrase markers licensed in GB by aspeci�c set of principles are strongly context-free by showing that thoseprinciples are de�nable in L2K;P . This approach has several advantagesover more traditional approaches like that of Berwick 1984. Foremostamong these is the fact that our proofs deal directly with the princi-ples in a transparent way. Extensions to the theory in the form of newprinciples or modi�cations of those principles already accounted for re-quire only that we provide a translation of those principles into L2K;Pthat is consistent with the existing de�nitions. Further, we have non-de�nability results for L2K;P that rule out the possibility of capturingcertain types of principles in L2K;P . Thus, in addition to establishingde�nability for a particular set of principles, we also have an indicationof what the limits of that de�nability are.This suggests the possibility of establishing a result of the secondkind. We assume, on the basis of the evidence cited earlier, that naturallanguages, as a class, are not context-free. We expect, then, that therewill be principles which are necessary to their de�nition in GB that can-not be captured in L2K;P . Nonetheless, if descriptive complexity resultssimilar to ours can be established for larger language complexity classes(for the indexed languages, for instance) it may be possible to make arealistic argument that GB can be restricted to principles that are de-�nable in the corresponding theory without losing the ability to accountfor the full class of natural languages. In this way we could establishnon-trivial generative capacity results for GB as a whole.7.2 Formalizing GB via LogicThe body of our approach is a logical formalization of GB (or rather, of aspeci�c theory of English syntax within the framework of GB). The mostextensive studies of this sort have been in the area of principle-basedparsers (Berwick et al. 1991), particularly those of Johnson 1989, Fong 1991,and Stabler, Jr. 1992). There are some signi�cant contrasts betweenthese formalizations and ours. In particular, the universe of their de�ni-tions consists of individuals and trees implemented as lists. Predicatesare de�ned recursively over these lists. We are con�ned to L2K;P . Ouruniverse is individuals and arbitrary sets of individuals, and our lan-
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5 DRAFTIntroduction to Part II / 65guage is restricted in that all non-monadic predicates other than thoseof parent, domination, and left-of must be de�ned explicitly. Thus, therewill be signi�cant di�erences in both the content and form of our def-initions of the same principles. Nonetheless, these formalizations havemuch to o�er our e�orts both in precise interpretation of principles andin demonstrating successful approaches to the problems of capturingthem in logic.One lesson to be gained is the suggestion that our goal might be at-tainable for some signi�cant set of principles. Johnson, for instance,notes that X-bar theory, Theta-theory, and the case �lter all seemto involve strictly local principles and could be modeled as tree au-tomata (Johnson 1989). Berwick (1991) points out that a similar conclu-sion can be obtained from Correa's implementation of a principle-basedparser as an attribute grammar (Correa 1991), in that his grammar ap-pears to be of a restricted form known to generate only recognizable sets.Thus, for this fragment of the theory at least, we expect to encounterno di�culty.The approach to a logical formalization of GB that is closest to oursis due to Marcus Kracht (1995). Here Kracht sketches a formalizationof portions of Rizzi's Relativized Minimality theory in the orientationlanguage, a fragment of dynamic logic which he shows to be compilableinto a GPSG-style grammar. While his results are similar to ours|Relativized Minimality, to the extent that he captures it, must licensea recognizable set|his formalization is developed as an example, ratherthan as a primary result, and, consequently, is no where near as compre-hensive as ours. Some of the points he does not treat he leaves as openquestions. The formalization we give here explicitly addresses some ofthose questions. In particular, we address the question of whether themultiple levels of structure assumed in GB can be collapsed into a sin-gle tree without materially a�ecting the theory, the related issue of theproblems created for such interpretations of the theory by the interac-tion of movements (which are typically addressed via reconstruction),and, perhaps most importantly, the question of what aspects of GB the-ories raise the languages they license beyond the class of context-freelanguages.7.3 OverviewIn the chapters that follow we apply de�nability in L2K;P to the prob-lem of determining the language complexity of the sets of trees licensed,within the GB framework, by a number of commonly identi�ed princi-ples. The underlying X-bar structure|roughly the base component of
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5 DRAFT66 / A Descriptive Approach to Language-Theoretic ComplexityGB grammars|is simple enough that its de�nability is nearly trivial.Our results, then, will be concerned primarily with the de�nability ofthe principles that constrain that structure. We have, then, a measure ofthe complexity of various sets of principles|if they are de�nable withinL2K;P they can be enforced by a CFG, if they are provably non-de�nable,then they are non-context-free.We begin, in the next chapter, with a simple survey of the basicstructures of GB, followed by a brief discussion of approaches to captur-ing GB logically and a sketch of our overall approach. We then turn tothe issue of non-de�nability. Here our main result is that indexation, asit is usually employed, is not de�nable in L2K;P . As indexation is usedfor a wide range of purposes within the various modules of GB, this es-tablishes the basic theme of our study|since principles that are statedin terms of indexation are not directly de�nable in L2K;P , the main issuefor us is to identify which principles necessarily employ indexation and,where it is not necessary, to reformulate the principles without it. This,as it turns out, is an issue that has appeared, at least indirectly, in anumber of current re�nements of GB theory. Thus, we are not left toexplore this unguided.Some uses of indexation plainly involve simple structural relation-ships that are easy to capture|subject-verb agreement, for instance.The two uses that are most interesting theoretically are the use of in-dices in the theories of binding and control to identify the reference ofnominals, and the use of indexation in the theory of movement to identifychains. The particular theoretical framework we choose to follow is theRelativized Minimality theory of Rizzi 1990. This is concerned primarilywith the notion of government|the fundamental class of relationshipsthat determine the relevant domain in binding theory and, at least asthe theory is developed by Rizzi, the connection between adjacent co-indexed categories in chains. Signi�cantly for us, these are relationshipswith a strictly bounded domain and are amenable to de�nition in L2K;P .Thus, for the most part, the task here is to capture Rizzi's de�nition ofthe government relationships and his re-interpretation of the standardtheory in terms of these relationships. Since Rizzi was motivated by lin-guistic issues rather than any particular desire to eliminate indexation,this is not always a straightforward process. Nonetheless, we are able tocapture a great deal of this theory within L2K;P .In Chapter 10 we begin our formalization with the basic structuresand relationships of X-bar theory. We then introduce Head-Government,following Rizzi (Section 10.7). In Chapter 11 we discuss our formaliza-tion of the lexicon. In our interpretation, this has an extensive role. It
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5 DRAFTIntroduction to Part II / 67is here that issues of subcategorization, Theta theory and case theoryare handled.We begin our exploration of indexation issues, in Chapter 12, withbinding and control|the simpler cases. In treating this, we identifya distinction between those aspects of these theories that have conse-quences for the distribution of nominals (Principle A and ObligatoryControl) and those that concern only the proper interpretation of thosenominals (Principles B and C and Optional Control). Without accessto indexation, or an equivalent mechanism, we cannot in general enforcespeci�c interpretations. Thus, we cannot enforce this latter class of prin-ciples, although we never license a tree in which there is no interpretationconsistent with these theories.The largest part of this half of the book covers our formalization ofthe theory of movement, Chapters 13 and 14. After introducing the ba-sic notions and surveying the classes of movement in English, we follow,for the most part, Rizzi's development of the theory. One interestingaspect of our interpretation of the theory is that, while we end up witha reasonably complex de�nition of chains, the Empty Category Principlereduces to a requirement of proper-head-government and a simple prin-ciple requiring every category to be a member of some (possibly trivial)well-formed chain. The formalization we develop in this chapter accom-modates essentially all of the simple forms of movement in English.The theory developed in Chapter 13 is incomplete in that it can-not account for cases where portions of chains are moved by subsequentmovement of the phrases in which they occur. This complication is aproblem that must be resolved by every declarative interpretation ofmovement. The usual approach is via reconstruction|e�ectively undo-ing the movement. In Chapter 14 we develop a mechanism that resolvesthis issue purely declaratively.Finally, in Chapter 15 we discuss the nature of two types of structuresfor which our interpretation fails: particular analyses of cross-serial de-pendencies in Dutch, and long-distance extractions in Swedish. In boththese cases, the failure can be traced to a violation of properties of move-ment in English on which our interpretation depends. This leads us tosuggest a principle which appears to distinguish the context-free non-context-free and GB languages. We close with some summary remarksin Chapter 16.While this study is not a tutorial, it is intended to be accessible tothose with little or no prior knowledge of GB. Indeed, those familiarwith GB will likely �nd some of our exposition tedious, we hope notintolerably. The accounts we give of the phenomena the theory treats
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5 DRAFT68 / A Descriptive Approach to Language-Theoretic Complexityserve not only to explain the principles comprising the theory, but alsoto �x the speci�c formulations of those principals that we capture.



D
R

A
FT

: S
ep

te
m

be
r 

12
, 1

99
5 DRAFT8The Fundamental Structures of GBTheoriesIn this chapter, we survey the basic structures and relationships thatprovide the framework for GB. For the most part the discussion will bebased on the exposition in Haegeman 1991 and Radford 1988, as wellas, to a lesser extent, primary sources (Chomsky 1986 and others citedin the text) and some additional secondary sources|in particular thediscussions of Stabler, Jr. 1992, Fong 1991, and Johnson 1989.8.0.1 Levels of Representation and X-Bar TheoryGovernment and Binding Theory is generally de�ned in terms of fourlevels of representation (Figure 3); each sentence is analyzed as fourdistinct syntactic structures which are related in speci�c ways. D-Structure corresponds roughly to the deep-structure|the output ofthe base grammar|of Transformational Grammar. All trees gener-ated here share an extraordinarily simple con�guration|the basic X-bar structure (Figure 4). Phrases have three levels: the phrase itself,or maximal projection (XP or X), consisting of a possible speci�er(as in the determiner of a NP) and an X head, which in turn consistsof some set of complements (as in the arguments of a verb) and thehead of the phrase (X0 or just X). These are referred to as bar levels 2through 0, respectively. Speci�ers and complements are required to bemaximal projections. In keeping with the projection principle selectionof speci�ers and complements is determined by the lexical head of thephrase, that is, by the content of the head. For predicates, this selectionis closely related to argument structure. It is at D-Structure that Theta-roles are assigned. In addition to the lexical categories (N, V, A, andP) GB employs the functional categories INFL (I), in
ection|carryingagreement and tense, and COMP (C), a (possibly empty) complemen-tizer. Clauses (S in prior terminology) are analyzed as CPs, projections69
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Binding TheoryControl TheoryECPD-StructureS-StructurePF LF
X-bar TheoryTheta TheoryCase Filtermove-�spell-out move-�FIGURE 3 Levels of Representation

Spec X CompXPYP X ZPFIGURE 4 X-bar Structure
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5 DRAFTThe Fundamental Structures of GB Theories / 71C; NShe I-past-sing-3rd Vsold Detthe N�sh

CP IPNP VP NPC IN V NFIGURE 5 Structure of a Typical English Sentenceof C (whether empty or not). Propositions (S) are taken to be IPs.COMP selects an IP complement, INFL usually selects a VP (or AP).Figure 5 demonstrates the X-bar structure of a typical English sentence.The structure of IP is sometimes analyzed further, following Pol-lock (1989), as a complex of phrases headed by T0 (tense), possibly Neg0(negation), and Agr0 (agreement).1 The same sentence in this interpre-tation is diagrammed in Figure 6.2 While there are arguments that turnon this re�nement, it is often more convenient to work with the simpleINFL. Thus, they are often employed side-by-side, as the need arises, inwhich case INFL might be regarded as a notational convenience. Ourinterpretation is neutral to this issue. As we will see when we de�ne thelexicon, either analysis, or even both, can be accommodated dependingonly on the details of how the lexicon is de�ned.The underlying D-Structure is permuted by move-� to produce S-Structure.3 This is as close as we will get to the surface form of thesentence. As a rule the lexical content at this structure is devoid of1There is some controversy over the relative order of TP and AgrP. Pollock has TPcontain AgrP. Rizzi 1990 requires the order in the �gure.2Other �ner analyses have been proposed as well.3Since move-� is a reversible process a more general way of thinking of this is thatD-Structure and S-structure are related by move-�.
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sold

Agr-3rd-sing -pastT �shNNtheDetNPV VVPSheNNNP;C CCP TAgrP Agr TP
FIGURE 6 An Alternative Structurein
ection, contractions, etc. These are produced by the \spell-out" pro-cess that relates S-Structure to PF, Phonetic Form, the actual surfacestructure. For in
ections at least, an alternative analysis is possible,in which the lexical content at S-Structure is fully in
ected and thespell-out process is one of checking agreement of that in
ection withINFL (see, for instance, Chomsky 1993). While it is largely immate-rial to our program, we will adopt this second approach as a matter ofconvenience. Principles associated with Case Theory, Binding Theory(with some controversy), and constraints on movement, such as subja-cency and at least some aspects of the Empty Category Principle (ECP),apply at S-Structure.Finally, LF, Logical Form, encodes the logical structure of the ut-terance. This is related to S-Structure by move-�. The associatedtransformations, for the most part, have to do with raising wh-elementsand quanti�ers to the leading edge of their scope. The traditional ap-proach to constraining movement with ECP requires it to ultimatelyapply at LF. For most of the analyses we cover, the distinction be-tween S-Structure and LF is not signi�cant; our formalization focuseson D-Structure and S-Structure and does not cover LF.
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5 DRAFTThe Fundamental Structures of GB Theories / 73NPiWho didIj C; NPAlice VPVVinvite PPto the party

C tj ti
CP C IP I VP V tiFIGURE 7 Adjunction and Chains8.0.2 Variations on X-Bar StructureThe Structure Preserving Principle requires X-bar structure to berespected at all levels of representation. However, the basic structureis modi�ed, in practice, in two signi�cant ways. First nodes may beadjoined (i.e., Chomsky adjunction) either to the right or left of anotherelement (Figure 7). In the �gure, Ij is adjoined to the left of C and PPis adjoined to the right of V. In this con�guration the element at whichthe adjunction occurs is split into two segments (or more if there aremultiple adjunctions). Collectively, these segments form a category.For the purposes of the theory we do not want to distinguish betweenthe segments of a category. Thus, categories, rather than nodes, are theatomic objects of the theory.Adjoined categories occur under two circumstances. The �rst, basegenerated adjunction occurs in D-Structure and accounts for modi�ers(adjuncts). Our interpretation of the theory makes no assumption aboutwhere base-generated adjunction can occur. It is, however, generallystipulated that only maximal projections can be adjoined in this way.The second source of adjunction is adjunction that occurs as a result
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5 DRAFT74 / A Descriptive Approach to Language-Theoretic Complexityof movement (movement generated adjunction). This is generallyrestricted to the cases of heads adjoining to heads (X0 to Y0) or maximalprojections adjoining to maximal projections (XP to YP).Movement need not create adjunction structures. Frequently a cat-egory will move by substitution to a node that was left open at D-Structure. In the �gure, the wh-NP has moved, �rst by adjunction toVP and then by substitution at the speci�er of CP ([Spec,CP]). Notethat the structure preserving principle implies that XPs can only sub-stitute at YP positions and X0 can only substitute at Y0 positions.The second modi�cation to X-bar structure is a consequence of thenature of move-�. When a category is moved it leaves a trace behindin its original position. These traces have no phonological content andno constituents, but they do have syntactic features, sharing certain ofthe features of the moved category and exhibiting some of their own. Asmovement can occur in several steps (cyclically) each moved categorymay have several traces. The moved category and its traces togetherforma chainwhich is usually indicated by co-indexation|marking themwith the same index. In the �gure the wh-NP and its co-indexed tracesform a chain, as do the I and its trace. Under some circumstances it isuseful to regard members of a chain as a single category, just as segmentsof an adjunction structure form a single category, but this is by no meansstandard.8.1 Representational and Derivational InterpretationsRecent theories frequently do not take the notion of move-� as literalmovement. It is often given a representational rather than deriva-tional interpretation. That is, one can regard move-� and the con-straints on movement declaratively, licensing the the existence of chainsin S-Structure and LF rather than creating them by a sequence of deriva-tion steps. Under this interpretation the need for multiple levels of rep-resentation is no longer obvious. Constraints that apply at D-Structurecan be re-interpreted as applying to chains, or applying through the me-diation of chains. D-Structure might then be regarded as a perspicuousmeans of specifying certain constraints on S-Structure and LF.4 Thisapproach is not without problems. As we will see later, move-� can se-riously distort what were compellingly clear conditions at D-Structure.So much so, that these conditions are often assumed to apply underreconstruction|as if the checking mechanism applies them in their orig-4Or, carrying this to its logical conclusion, D-structure and S-structure aremeans of specifying constraints on and the relationship between PF and LF.See Chomsky 1993.
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5 DRAFTThe Fundamental Structures of GB Theories / 75inal form after undoing the movement. (This is an alternate conceptionof the idea of the condition holding through the mediation of the chain.)Given this variation in the theoretical conception of movement, it'sinteresting to see how it plays out in practice in the principle-basedparsers. Stabler (1992) takes a derivational approach in the sense that heexplicitly de�nes each of the levels of representation and de�nes move-� (or its equivalent) as a relation between them. Fong (1991) takesa reconstructive approach. He does not explicitly build D-Structure,but extracts D-Structure relationships (essentially by \de-referencing"chains) when needed. Particularly interesting is Johnson's approachin Johnson 1989. Here he begins with an implementation like that ofStabler, but then applies optimizations in the form of program trans-formations to this implementation. In doing so �rst D-Structure andthen S-Structure become redundant in the sense that no predicates de-pend on them. Thus he, in essence, optimizes them out and ends upwith, in addition to a more e�cient implementation, a representationalinterpretation.Our approach is purely declarative. We actually cannot de�ne move-� as an operation on trees or even a relationship between trees. We areforced to adopt a representational interpretation of the principles andto do so at a single level of representation. The representation we de�neis closest to S-structure. This is mostly a convenience. Being close toPF, the yields of S-structure trees are reasonably familiar. More impor-tantly, LF e�ects are not critical to the issues we discuss. For reasons wehave hinted at, we cannot rely on the mechanism of indexation to iden-tify the members of chains. This prevents us from treating chains, in themanner of Fong, as a sort of indirection for the purposes of checking prin-ciples that apply at D-Structure. Consequently, we de�ne our particularvariant of S-Structure so that every important D-Structure relationshipis preserved directly, by some means, in the S-Structure. Justi�cationfor this approach on linguistic grounds can be found in Brody's (1993)argument that D-Structure is best understood as the substructure ofS-Structure generated by its restriction to the base positions of chains.It should be noted that the issue of how transformations are rep-resented is independent of the issue of whether they are an essentialcomponent of linguistic theories. This latter issue questions the GBassumption of distinguishable levels of structure|with some linguisticrelationships being expressed at one level, others at another, and stillothers as transformations between the levels. At the other extreme are\non-transformational" theories (such as GPSG Gazdar et al. 1985) inwhich all linguistic relationships are expressed within a single structureand many of the artifacts of GB transformations, in particular interme-
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5 DRAFT76 / A Descriptive Approach to Language-Theoretic Complexitydiate traces, have no role. In between fall theories like Brody's inter-pretation of D-Structure or Koster's Radical Autonomy (1987), in whichthe syntactic consequences of the GB theory of movement are acceptedbut simpli�cations are found in encoding linguistic relations in a singlestructure.The distinction between these two issues becomes clearer once onerecognizes that, so far as mathematical structures go, there is nothingextraordinary about transformations. If we take the con�guration ofFigure 3 literally, then we are concerned with the theory of a class ofcompound structures including components encoding each of the levelsof representation (D-Structure, S-Structure, etc.). The transformationsbetween the levels are just relations that happen to connect individualsin one of these components to individuals in another.5 As we have seenin the �rst part of this book, it is not unusual for theories over one classof structures to have faithful interpretations into theories over a distinctclass|there is a translation between formulae such that a given formulais valid in one class i� its translation is valid in the other. From thepoint of view of the theory, classes for which such faithful interpretationsexist are equivalent. Given the particular characteristics of move-�, itis possible to represent all of the levels of Figure 3 (with the possibleexception of PF) within a single tree with each level being the restrictionof that tree to a certain subset of its nodes. One can translate faithfullybetween the theories in terms of these two structures; the distinctionsbetween them have no theoretical weight.Note that none of the formalizations we have cited actually realizesthe structure of Figure 3 directly, even Stabler interprets trees as aparticular class of lists. The intent of these formalizations, however, aswith ours, is not to modify the theory, but to capture it as faithfullyas possible. In contrast, both the non-transformational theories andKoster's reinterpretation of transformations as a class of relations withina single tree o�er alternatives to the theoretical formulation of linguisticrelationships that is embodied in GB. Thus the arguments for thesealternatives, while usually couched in terms of the underlying structures,are not, in fact, about the structures themselves, but are rather aboutthe way in which particular linguistic relationships are represented onthose structures.5To see the \ordinariness" of this it perhaps helps to think of rewrite rules astransformations from one level in the derivation tree to the next. If we think, then,of D-Structure as a tree generated by such rules, then we can see it as a compoundstructure in itself, consisting of a number of levels each related to the next by aspeci�c range of transformations. The full structure, then, just takes this into anotherdimension.
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5 DRAFTThe Fundamental Structures of GB Theories / 77In closing this discussion, we should note that, primarily because wecannot employ free-indexation, there are distinctions between the wayin which we formalize certain relationships and the way in which theyare typically de�ned in GB. In some cases, as in our formalization of theECP, there is considerable simpli�cation; others are considerably morecomplex. Given that the role of indexation in linguistic theories is a topicof debate, the ways in which principles must be restated to eliminate itis of interest in its own right, and this study should help to illuminatethat issue. On the other hand, we do not presume to propose, in themanner of Koster, any signi�cant modi�cation to the theory|rather,we are reformulating it within the restrictions of L2K;P .
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5 DRAFT9GB and Non-de�nability in L2K;PBefore developing our formalization of those principles that are de�nablein L2K;P , it will be useful to explore the boundaries of that de�nabilitywith respect to GB. We have a number of non-de�nability results fromChapter 4. Some of these have consequences for particular GB analyses.These results, recall, are based on reductions from non-decidabletheories. By the de�nition of de�nability, the theory of any class ofstructures de�nable in L2K;P when augmented with any relation that isde�nable in L2K;P is still decidable. One way of showing non-de�nabilityof a relation, then, is to show that by adding it to L2K;P one can de�nea class of structures that has an non-decidable monadic second-ordertheory. For most of these results, the class of structures involved includesjust the grid. This is a structure with two successor functions similarto the in�nite binary tree, but in which the right successor of the leftsuccessor of a node is equal to the left successor of its right successor,i.e., x01 � x10. One can de�ne sets in the monadic second-order theoryof the grid that correspond to the halting computations of any givenTuring Machine. These sets are non-empty, then, i� the given TuringMachine halts. This is the tiling argument of Lemma 1 in Chapter 4.It follows that, if one can capture the theory of the grid in L2K;P usinga predicate for a particular relation, then that relation is not de�nablein L2K;P . Results based on reduction from the theory of the grid includenon-de�nability of the equal level predicate, which is true of a pairi� they are at the same depth in the tree, and non-de�nability of thepredicate Iso~P (x; y) which is true of a pair of nodes x and y just incase the subtrees rooted at the nodes are isomorphic with respect to themonadic predicates in ~P . We will use this approach in establishing thecentral non-de�nability result of this section.The other reduction we employed in proving non-de�nability wasfrom the problem of whether the intersection of two CFLs was empty.79
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5 DRAFT80 / A Descriptive Approach to Language-Theoretic ComplexityThe main result here was that the predicate YieldsEq~P (X;Y ) is notde�nable in L2K;P . This relation is true of pairs of subtrees i� theiryields are labeled identically with respect to ~P . In L2K;P extended withYieldsEq~P we can de�ne, given any pair of CFGs, a set of �nite treesthat is empty i� the intersection of the string languages generated bythose CFGs is non-empty. Since emptiness of the intersection of CFGsis non-decidable, emptiness of this set is non-decidable. It follows thatYieldsEq~P is a not de�nable in L2K;P .9.1 Some Non-De�nable GB AnalysesAs an example of how these results relate to GB, consider the argu-ment of Bresnan, et al., (1982) that a particular analysis of cross-serialdependencies in Dutch is not strongly context-free. They propose a (lin-guistically motivated) analysis of sentences of the form: : : dat Jan Piet : : : de kinderen zag helpen : : : zwemmen: : : that Jan Piet : : : the children see-past help-inf : : : swim-inf: : : that Jan saw Piet help : : : the children swimwhere arbitrarily many noun/verb pairs may be inserted in the ellipses.There are agreement constraints between the nouns and their corre-sponding verbs. This is weakly context-free since all but the �rst andthe last verb/noun pairs share the same agreement conditions, and thus,permuting those nouns or verbs (or both) does not change acceptabilityof the sentence. The language, then, is closer in nature to anbn than ww;the number of nouns and verbs must match, but, other than the �rstand last pair, we need not distinguish them.1 In their proposed analy-sis, however, the nouns and the verbs occur along separate branches ofthe tree. Consequently, these branches must be of equal length. Theformal part of their argument is very close in its foundation to our ap-proach here. They show that the set of these structures is not stronglycontext-free using Thatcher's pumping lemma for �nite-state tree au-tomata (Thatcher 1967). We can get the same result by noting that theability to establish that pairs of branches are of equal length gives usthe ability to de�ne the equal level predicate, and so ultimately allowsde�nition of the grid. We will return to this example in Chapter 15when we consider structures that our formalization cannot capture.Another analysis that we cannot capture directly is movement by1This is in contrast to Shieber's Swiss German example Shieber 1985 in which eachpair exhibits either of two agreement features resulting in a language similar in natureto fww j w 2 fa; bg�g.
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5 DRAFTGB and Non-definability in L2K;P / 81copying. This has been considered in a number of places, most recentlyin Chomsky 1993. In this account of movement it is proposed that, atthe equivalent of S-Structure, a moved category and its trace dominateexactly the same subtree. The ability to enforce this constraint is es-sentially the ability to enforce the Iso~P predicate, and thus, not withinthe power of L2K;P . Even if one weakens the analysis to require onlythat the category and its trace dominate the same lexical material, it isstill beyond our capacity, since this would entail the YieldsEq~P predi-cate. Note that this says nothing about the non-context-freeness of setsde�ned by a particular use of this mechanism. It says only that themechanism is powerful enough to de�ne sets that are not context-free.An argument that some set that has been de�ned using this mechanismcan be captured in L2K;P is, in essence, an argument that the mechanismis not used in that de�nition in a necessary way.9.2 Non-De�nability of Free-IndexationOur examples so far are not very compelling. We don't expect to be ableto handle cross-serial dependencies in general, and it is not generally as-sumed that movement necessarily involves copying. The main result ofthis section, though, concerns the non-de�nability of a mechanism thatappears in nearly all aspects of GB theory|indexation. We have al-ready mentioned that chains are identi�ed (in part) by co-indexation oftheir members. Indexation is also used to indicate co-reference in thetheories of Binding and Control. That is, an anaphor or pronominal andits referent are marked with a common index. In addition, it is usuallyassumed that agreement constraints between categories are indicated byco-indexation.2 In GB, assignment of indices is often assumed to occurby a process of free-indexation|indices are assigned to categories ran-domly and those assignments that do not meet the various constraintson chains, binding, control, or agreement are �ltered out. In essence,the indexation is an equivalence relation with unbounded index (it dis-tinguishes unboundedly many equivalence classes). That is, each valueof the index identi�es an equivalence class, and there can be no a prioribound on its maximum value. Free-indexation views constraints on theindexation as a �lter that admits only those equivalence relations thatmeet speci�c conditions on the individuals in each equivalence class.To see that such a relation is not de�nable in L2K;P , suppose weextend N2 with indices and a predicate CI(x; y) which holds if and only2While these uses are functionally distinct, there are occasions where an analysis isbased on con
ating them, although this never seems necessary.
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5 DRAFT82 / A Descriptive Approach to Language-Theoretic Complexityif x and y are co-indexed. We show that this results in a non-decidabletheory.LetTCI = fhT2; /�;�; r0; r1;CIi j CI is an equivalence relation on T2g ;that is, the class of structures built by extending N2 with a single indexand a binary relation that holds just in case its arguments are co-indexed.Let S2S+CI be the monadic second-order theory of TCI.Theorem 1 S2S+CI is not decidable.Wewill prove this by reduction from the theory of the grid. The proofis nearly identical to the proof of non-de�nability of Iso~P in Section 5.3.5(Theorem 2 of Chapter 5). We do not repeat here the de�nitions andlemmas they have in common. The idea is to interpret paths from theroot in N2 as paths (non-decreasing in both x and y) from the originin IN2 following the same sequence of successors. Of course there aremultiple paths to most points in IN 2, and these each correspond to aunique point in N2. We use indexation to identify sets of points in thetree that correspond to the same point in the grid. All that is thenrequired is to insure that the co-indexed points agree on the featuresrelevant to the proof of non-de�nability of the grid, that is, to insurethat, for some set of monadic predicates ~P , a point is in some set Pi 2 ~Pi� all of its co-indexed points are also in that set.



D
R

A
FT

: S
ep

te
m

be
r 

12
, 1

99
5 DRAFTGB and Non-definability in L2K;P / 83We begin by axiomatizing the appropriate indexation relation. Tosimplify the connection with Th2(G), we use the original language ofS2S.�G(~P ) �(8x; y)[ CI(x; y) (x � y_(9x0; y0)[ CI(x0; y0)^((x � x00 ^ y � y00)_(x � x01 ^ y � y01)_(x � x010 ^ y � y001)) ]) ^ (1a)|x and y are co-indexed if equal,if similar children of co-indexed nodes,or if one is left-child of the right-childand the other right-child of the left-childof co-indexed nodes.CI(x; y)! Agree ~P (x; y; ~P ) ] (1b)|Co-indexed nodes agree on ~P .Where Agree ~P (x; y; ~P ) � ^Pi2~P (Pi(x)$ Pi(y)): (2)Recall, from Section 5.3.2, that the proof of non-de�nability ofTh2(G), the monadic second-order theory of the grid, was based onthe fact that (9~D)[�DO ^ �DH ^ �DV ^ �D� ] 2 Th2(G)i� there is a tiling accepted by the tiling system D = hD;D0;H;Vi, andthat such tiling systems could encode the set of accepting computationsof arbitrary Turing Machines. Here �DO , �DH , and �DV encode D0, H, andV, respectively. It should be noted that these formulae are built solelyfrom atomic formulae involving O, the successor functions r0 and r1, themonadic predicate variables in ~D, and the logical connectives.We claim that the conjunction (roughly) of a formula in this classwith �G(~D) is in S2S+CI i� that formula is in Th2(G) (allowing for thetranslation O = r). In particular, we claim that(9~D)[�DO ^ �DH ^ �DV ^ �D� ^�G(~D)]will be in S2S+CI i� (9~D)[�DO ^ �DH ^ �DV ^ �D� ]it is in Th2(G).Note that, as with �DO, �DH , �DV , and �D� , the formulae from which
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5 DRAFT84 / A Descriptive Approach to Language-Theoretic Complexity�G(~P ) is constructed involve only relationships (other than CI) betweenindividuals that are quite close in the tree|either an immediate succes-sor or the successor of a successor. These are certainly well within therange of the kinds of constraints on indexation one might expect to �ndin natural theories of grammar.The claim will follow from a few lemmas. First we establish thatwhenever hT2; /�;�o; r0; r1;CIi satis�es �G(~P ) with some assignment,then every pair of nodes in T2 that correspond to the same point inIN2 under the interpretation sketched above will be co-indexed by CI.Let EG be de�ned, as in Section 5.3.5, as the set of pairs of points inT2 that correspond to the same point in IN2.Lemma 2 SupposeM = hT2; /�;�; r0; r1;CIi 2 TCI and M j= �G(~P )[Pi 7! PMi ]Pi2~P ;then CI � EG.Proof. We must show that if M models �G(~P ) with some assignment,then all pairs hv; wi 2 T 22 for which v is a permutation of w will be inCI. We do this by induction on jvj, the length of v, which, of course, isalso the length of w.If jvj = 0, then v = w = �, hv; wi 2 E and hv; wi 2 CI, by (1a).Suppose v is a permutation of w, jvj � 1 and for every pair hv0; w0iof length less than jvj, if v0 is a permutation of w0, then hv0; w0i 2 CI.Suppose v and w have the same �nal element, that is, v = v0i andw =w0i for i 2 f0; 1g. Then v0 is a permutation of w0, and by the inductionhypothesis hv0; w0i 2 CI. It follows, then, by (1a), that hv; wi 2 CI.Suppose, alternatively, that v and w di�er on their last element.Without loss of generality, suppose v ends with a `0' and w ends with a`1'. Then, since v is a permutation of w, v = v01v000 and w = w00w001for some v0; v00; w0; w00 2 f0; 1g�. Note thathv01v00; v0v001i ; hw00w00; w0w000i ; hv0v00; w0w00i 2 EGand each of these is of length less than jvj. It follows, by the inductionhypothesis, that each of these pairs is in CI. Then, by (1a), we havehv01v000; v0v0010i ; hw00w001; w0w0001i ; hv0v0010; w0w0001i 2 CIand, by re
exivity and transitivity of CI,hv01v000; w00w001i 2 CIor equivalently, hv; wi 2 CI. 2The point of this co-indexation is that, via 1b, it requires all nodesin T2 that correspond to the same node in IN2 to be assigned to thesame subsets PMi . Thus, just as in the proof of Theorem 2 of Chapter 5
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5 DRAFTGB and Non-definability in L2K;P / 85we can take the quotient of M with respect to these classes of nodeswithout disturbing the assignment. For the class of formulae relevantto the tiling problem this quotient preserves satis�ability, that is, forthis class of formulae every M 2 TCI that satis�es �G(~P ) is logicallyequivalent to MG.Lemma 3 For �(~P ) in the class relevant to the tiling problem,M j= (9~P )[�(~P ) ^�G(~P )] i� MG j= (9~P )[�(~P )]:The proof is essentially the same as that of Lemma 4 or Section 5.3.5.It is easy to verify that the model hT2; /�;�o; r0; r1; EGi 2 TCI andthat, given any assignment [Pi 7! PGi ]Pi2~P mapping ~P to sets of equiv-alence classes in T2 wrt EG, the assignment [Pi 7! PMi ]Pi2~P that thisinduces from ~P to subsets of T2 is a satisfying assignment for the ~P in�G(~P ) for this model. Thus, we get a corollary.Corollary 4 MG j= (9~P )[�(~P )] i� there exists some M in TCI suchthat M j= (9~P )[�(~P ) ^�G(~P )]:The completion of the proof is now identical to the �nal steps of theproof of Theorem 2 of Chapter 5.Lemma 5 MG �= GCorollary 6 MG j= (9~P )[�(~P )], G j= (9~P )[�(~P )]For proofs, see Section 5.3.5.This su�ces to prove the theorem.Proof. (Theorem 1) Given a tiling system D, we have:(9� )[� accepted by D], (9~D)[�DO ^ �DH ^ �DV ^ �D� ] 2 Th2(G) from proof ofLemma 1, G j= (9~D)[�DO ^ �DH ^ �DV ^ �D� ] by def. of Th2, MG j= (9~D)[�DO ^ �DH ^ �DV ^ �D� ] by Cor. 6, (9M 2 TCI)[M j= (9~D)[�DO ^ �DH ^ �DV ^ �D� ^�G(~D)] by Cor. 4, :(9~D)[�DO ^ �DH ^ �DV ^ �D� ^�G(~D)] 62 S2S+CIby def. of S2S+CIThus, the S2S+CI is non-decidable, by reduction from the halting prob-lem. 2Consequently, arbitrary equivalence relations with unbounded index
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5 DRAFT86 / A Descriptive Approach to Language-Theoretic Complexityare not de�nable in L2K;P and, equivalently, free-indexation is not de�n-able in L2K;P .39.3 DiscussionThis result is actually considerably stronger than just a proof that free-indexation is not de�nable in L2K;P . It says that the sets of trees de-�nable in L2K;P augmented with free-indexation not only include setsthat are non-context-free, they include sets for which emptiness is notdecidable. Thus, in general, it may not be possible to establish the con-sistency of linguistic theories expressed in terms of free-indexation, or,even in the case that the consistency of the underlying theory can be es-tablished, it may be impossible to determine its consequences. In otherwords, one can de�ne theories that one simply cannot reason about ad-equately. Further, the proof is modeled, in some sense, after linguisticusage of indexation. It involves only free-indexation constrained by lo-cal conditions|in this case relationships between nodes and one or twolevels of predecessor|and agreement between co-indexed nodes. Agree-ment like this is characteristic of the use of indexation in linguistic the-ories. Thus, the de�nition of �G(~P ) is reasonably natural. Note also,that the result needs second-order quanti�cation only to existentiallyquantify the labels of the nodes. If one assumes labeled trees, then a�rst-order language su�ces. This suggests that the consistency of logi-cal formalizations of GB that employ free-indexation may, in general, benon-decidable.4 This is an explicit statement of a fairly common intu-ition that indexation is a very powerful mechanism, perhaps too powerfulto play a fundamental role in language.Since free-indexation allows the de�nition of non-context-free lan-guages, it is interesting to consider just how powerful, from the point ofview of language complexity, it is. Sets of �nite trees that are �nitely de-�nable in reasonable logical languages are always recursive, since, givensuch a de�nition and a �nite tree, the number of formulae in the def-inition, the number of variables that occur in those formulae, and thenumber of possible assignments to those variables are all �nite and canthus be exhaustively checked.5 The fact that we can de�ne sets for which3The property of being an equivalence relation, that is, of a relation being re
ex-ive, transitive, and symmetric, is trivially de�nable in L2K;P . This result, then, isone way of establishing that SnS extended with any (arbitrary) binary predicate isundecidable.4It does not imply, however, that it is necessarily non-decidable.5We are indebted to Jason Eisner and Eric Rosen for pointing out an error in anearlier version of this work, in which we, via an ill-considered argument, concludedthat non-recursive sets of trees were de�nable in L2K;P plus free-indexation.
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5 DRAFTGB and Non-definability in L2K;P / 87emptiness is undecidable, on the other hand, implies that the class oflanguages we can de�ne is not contained in the indexed languages (forwhich emptiness is decidable). Since many of the classes of languagesfalling between the CFLs and the CSLs that have been studied are prop-erly contained within the class of indexed languages, this rules out muchof the known terrain between CFLs and CSLs. As it turns out, we can,in fact, capture the class of CSLs in a reasonably straightforward way.To see that every CSL is the yield of a set of trees that is de�nable inL2K;P plus CI(x; y), recall that every CSL is generated by some grammarin which every rule rewrites exactly one non-terminal, i.e., is of the form�A� �! �
�for some non-terminal A and sequences of terminals and non-terminals�, �, and 
. The idea is that we can use CI to capture the equal-levelpredicate,6 and then use the equal-level predicate to de�ne a set of treesthat encode the derivations in that grammar.We can capture the equal-level predicate as follows:(8x0; x1; y0; y1)[x0 / x1 ^ y0 / y1 ^CI(x0; y0)! CI(x1; y1)](8x; y)[x /+ y ! :CI(x; y)] (3)This is just the implicit de�nition of the equal-level predicate from Sec-tion 5.3.4 without the equivalence relation axioms (which are unneces-sary since we have restricted ourselves to structures in which CI is such arelation). These axioms, then, restrict CI to be the equal-level predicate.With this we can capture the derivations of a given context-sensitivegrammar (in the canonical form we assume above) with a set of condi-tions, each of which is de�nable in L2K;P in a straightforward way:� The root of the tree is labeled with the start symbol.� Every level that includes some non-terminal includes exactly onenon-terminal that is marked for rewriting.� No node labeled with a terminal is marked for rewriting.� Every node that is is not marked for rewriting but that is on a levelthat includes some node marked for rewriting has exactly one childand that child is labeled identically to the node with the possibleexception that it may be marked for rewriting.� For every node that is marked for rewriting there is some rule (asgiven above) such that:� The node is labeled A.6This alone is su�cient to establish non-de�nability of CI in L2K;P , of course, butthe de�nition involves less natural constraints on the indexation than that of theproof of Theorem 1.
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5 DRAFT88 / A Descriptive Approach to Language-Theoretic Complexity� The immediate predecessors of the node (wrt left-of) on thesame level as the node are labeled �.� The immediate successors of the node (wrt left-of) on thesame level as the node are labeled �.� The children of the node are labeled 
.� No node included in a level in which every node is labeled with aterminal has any children.It should be clear that every branch of the tree has the same length andthat every level of the tree corresponds to a sentential form of a deriva-tion in the grammar. As the root is labeled with the start symbol andthe frontier is labeled with a string of terminals, every tree meeting theseconditions corresponds to some derivation in the grammar. It is easy tosee, furthermore, that every derivation in the grammar corresponds tosome tree meeting these conditions. Thus the language de�ned by thegrammar is exactly the yield of the trees de�ned by these conditions. Wehave actually captured the language in a slightly stronger way. Whilethe set we de�ne is not strongly equivalent to the grammar|our treesare not the derivation trees de�ned by the grammar since every levelin our trees corresponds to a sentential form (a property not shared bythe derivation trees)|we can recover those derivation trees from ourtrees by collapsing every path in which at most one node is marked forrewriting into a path of length one.It is important to recognize that these results only hold for our fairlyliteral interpretation of the notion of free-indexation. It is certainlypossible to de�ne indexation relations, even those with unboundedlymany equivalence classes, which don't support de�nition of unveri�ablelinguistic theories and which are even de�nable in L2K;P . The signi�canceof the result is that the usual conception of free-indexation, in whicharbitrary indexations are �ltered by some set of principles, is likely tobe problematic even when those principles are limited to expression oflocal conditions. If linguistic theories that employ indexation are to beveri�able, they are likely to need stronger restrictions on that indexationthan these.Berwick suggests one such restriction in Berwick 1984. Here, in thediscussion of his argument that GB can de�ne only recursive sets, heattributes the fact that it must consequently be weaker than Lexical-Functional Grammar (LFG) to the fact that LFG, via uni�cation, ef-fectively has the power to check similarity of structure over all levelsof unboundedly deep hierarchical structures (something like Iso~P ). InGB such similarity need only be checked at the top level of the struc-tures. In the treatment of the Bresnan, et al., analysis of Dutch, he
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5 DRAFTGB and Non-definability in L2K;P / 89argues, LFG would enforce agreement of the two subtrees by uni�ca-tion of functional structures capturing the agreement constraints alongthose trees|structures of unbounded depth. A GB account, in contrast,needs only check agreement between co-indexed elements of linear phrasemarkers. He goes on to speculate that a bound such as this on the com-plexity of the structures that must be checked may be characteristic ofstructural constraints on natural languages.The least natural aspect of the de�nition of �G(~P ) is the fact that, al-though the constraints on the co-indexation are local and all co-indexednodes occur at the same level of the tree, it requires every node in thetree to be indexed. While this is a typical assumption for free-indexation,linguistic theories are generally only concerned with the indexation ofparticular subsets of the tree. Perhaps if the indexation were restrictedto a single level in some way (perhaps to sets of nodes that are pair-wise related by left-of|a single horizontal \cut" through the tree) wewould no longer be able to de�ne theories for which emptiness was non-decidable using it. It would certainly rule out our de�nition of �G(~P ).But even this appears to be too strong. Suppose we restrict theindexing to sets that are pairwise related by left-of, or even stronger, tothe yield of the tree. Even with this notion of free-indexation we cande�ne YieldsEq~P (X;Y ):YieldsEq~P (X;Y ) � (4)(8x0)[Frontier(x0; X)! (9!y0)[Frontier(y0; Y ) ^CI(x0; y0)]] ^|Every frontier node of X is co-indexed withexactly one frontier node of Y(8y0)[Frontier(y0; Y )! (9!x0)[Frontier(x0; X) ^CI(y0; x0)]] ^|Every frontier node of Y is co-indexed withexactly one frontier node of X(8x0; x00; y0; y00)[(Frontier(x0; X) ^ Frontier(x00; X) ^Frontier(y0; Y ) ^ Frontier(y00; Y ) ^CI(x0; y0) ^CI(x00; y00)) !(x0 � x00 $ y0 � y00)] ^|The indexing respects left-of(8x0; y0)[(Frontier(x0; X) ^Frontier(y0; Y ) ^CI(x0; y0))!Agree ~P (~P ; x0; y0)]|Co-indexed nodes agree on ~P



D
R

A
FT

: S
ep

te
m

be
r 

12
, 1

99
5 DRAFT90 / A Descriptive Approach to Language-Theoretic Complexitywhere Frontier(x;X) holds just if x is maximal in X wrt dominationFrontier(x;X) � X(x) ^ (8y)[x /+ y ! :X(y)]:The de�nition is reasonably transparent. The �rst two clauses requirethe indexation to re
ect a bijection between the yields of the subtreesX and Y . The third clause requires it to preserve left-of. (This is easyto establish by induction on the number of left siblings.) Finally, thelast clause requires co-indexed nodes to be labeled identically. Again,second-order quanti�cation is needed here only to existentially quantifythe labels. Thus, the result holds for the �rst-order theory of labeledtrees extended with co-indexing. Recall that the non-de�nability orYieldsEq~P was established by reduction from emptiness of intersectionof CFLs (and thus, indirectly from PCP). Thus again, sets of treesde�ned using co-indexation, even in this restricted form, are not justnon-context-free, their emptiness is not decidable. So some strongerrestrictions on the indexation are apparently necessary.The approach we take in our formalization, in which we are lookingfor context-freeness as well as decidability of emptiness, in essence, is tobound the range of the indexing, that is, bound the number of equiva-lence classes it identi�es. This approach is not as restrictive as it mightseem. We will discuss this in more detail in the following sections, butbounded indexation su�ces for us because we do not require co-referringcategories to be co-indexed (rather we only require that trees are ruledout whenever there is no indexing that is consistent with the theory),and because we adopt an analysis in which there are boundedly manychains that can occur in a given local context. This latter condition isshared by Berwick's formalization in Berwick 1984, where he assumesthat there can be only a �xed number of landing sites in a given cycle.Given the non-de�nability of free-indexation as it is usually used inGB, our investigations become, in part, an exploration of which prin-ciples actually require unbounded indexation. These explorations mayhave signi�cance beyond our narrow focus on context-free principles. Aswe noted earlier, the appropriateness of indexation as a basic linguisticmechanism has been questioned. Chomsky, in endorsing an account ofbinding theory that does not make use of indexation, notesA theoretical apparatus that takes indices seriously as entities, al-lowing them to �gure in operations (percolation, matching, etc.), isquestionable on more general grounds. Indices are basically the ex-pression of a relationship, not entities in their own right. They shouldbe replaceable without loss by a structural account of the relationthey annotate. Chomsky 1993, pg.49, note 52
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5 DRAFTGB and Non-definability in L2K;P / 91We are compelled to look for these structural relationships underlyinguses of indexation in linguistic theory by the fact that they are the onlytypes of relationships we can capture. Chomsky and others questioningthese uses of indexation have been led to explore the same issues bymore purely linguistic considerations. This is one of the cases in whichour research, motivated by language complexity considerations, seemsto converge with research motivated by such linguistic considerations.
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5 DRAFT10Formalizing X-Bar TheoryWe begin our formalization with X-bar structure. The sets of trees wede�ne are essentially S-Structure trees, and our interpretation of X-barre
ects this. We take the representational approach and regard move-�and conditions on chains as constraints on S-Structure. While we willnot concern ourselves yet with the implementation of those constraints,the structure we de�ne allows for traces and both base-generated andmovement-generated adjunction. We allow adjunction of X0s to otherBar0 nodes. In fact, for reasons we will explain shortly, we assume thatall head movement is adjunction. We start with de�nitions of the basicconstituents and structural relations of the X-bar scheme.We will be de�ning four classes of predicate: properties of nodes inthe tree (or equivalently, the assignment of simple features to nodes),relations between nodes, properties of subsets of the tree, and relationsbetween those subsets. As we discussed in Chapter 4, only propertiesof nodes have actual interpretations in L2K;P|as existentially quanti�edsecond-order variables. We can think of these predicates as labelingthe tree. Our de�nitions license particular distributions of these labels.The other classes of predicate must be de�ned using explicit de�nitions(which we denote with �), that is, de�nitions that ultimately resolve intoformulae involving only monadic �rst-order predicates and the dyadicpredicates of the signature (/, /�, and �). These are best thought ofas notational conveniences which are expanded by simple substitutionof the right-hand side for the left. Thus, care must be taken to avoidcircularities in their de�nition.10.1 CategoriesAs we noted in Chapter 8, GB structures are de�ned in terms of cat-egories rather than nodes. That is, the structures do not distinguishbetween nodes that have been split by the process of adjoining another93
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5 DRAFT94 / A Descriptive Approach to Language-Theoretic Complexitynode to them. We de�ne categories in two steps. A component is a se-quence of nodes that are segments of the same category, that is, they areconnected by parent and linearly ordered by domination, they all sharethe same set of features, and each node except the minimum segment(the maximum wrt /�) is binary branching with exactly one child thatis an adjoined node and another that is a member of the component. Atthis point we make no restriction on the adjoined node. Various con-straints on adjunction will be added later. A category, then, is just amaximal component|one that cannot be extended in any way.Component(X) �Path(X)^(8x; y)[X(x) ^X(y) ! F.Eq(x; y)] ^(8x; x0)(9y)(8z) [ X(x) ^X(x0) ^ x / x0 !:Adj(x0) ^ x / y ^ y 6� x0 ^Adj(y)^(x / z ! z � x0 _ z � y) ] (1)Category(X) �Component(X)^(8Y )[Subset(X;Y ) ^:Subset(Y;X) ! :Component(Y )] (2)The predicate Subset is de�ned in Chapter 4. The predicate F.Eq(x; y)enforces agreement between the segments of the category on all linguis-tic features. This includes features such as (linguistic) category andwhether the category is in its base generated position, etc., but doesnot include all features. In particular it does not include Adj (discussedmomentarily). Exactly which features are shared by the segments is notimportant here. F.Eq(x; y), then, might be de�ned, in part:F.Eq(x; y) � (N(x)$ N(y)) ^ (V(x)$ V(y)) ^ � � � (3)We use the feature Adj to distinguish adjoined nodes. Its distribu-tion is determined by de�nitions 1 and 4. This is the �rst of a greatmany arti�cial features that are required to make the formalization gothrough. We attach no linguistic signi�cance to them; they are simplybookkeeping measures, not altogether di�erent than the slashed cate-gories of traditional CFG treatments of movement. It is possible, ifone likes, to distinguish features with linguistic signi�cance from thosepurely internal to the formalization. We leave the issue of which arewhich open.The de�nition of component requires that every adjoined node ismarked Adj and that every sibling of an adjoined node is not. Note that
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5 DRAFTFormalizing X-Bar Theory / 95YP AdjXP SpecXP XP X:Adj:Adj:Adj :AdjZPYP Adj:AdjYP Adj FIGURE 8 An Adjunction Structurethe maximal segment of a category can be either Adj or not dependingon whether the category is adjoined to another. We must require, aswell, that no node is marked Adj unless it is the child of a non-minimalsegment of a non-trivial category:(8x)[ Adj(x)!(9y; z; Y )[y / x ^ y / z ^Category(Y ) ^ Y (y) ^ Y (z)]] (4)An example of an adjunction structure is given in Figure 8. Thethree XPs are a category that has been formed by adjunction of twoYPs. Of these, the lower YP is also a non-trivial category, formed by(right) adjunction of a ZP. The minimal node of this YP category islabeled Adj, since it is adjoined to the XP. The minimal node of theXP category may be labeled Adj or not, depending on whether it is, inturn, adjoined to another category.Note that every node is a member of some (possibly trivial) cate-gory. Further, every component can be extended towards the root in atmost one way (with its parent) and, because of the Adj feature, everycomponent can be extended towards the frontier in at most one way aswell. It follows, then, that every node is a member of a unique category.We overload the predicate Category to pick out the category of a givennode, and those nodes that share the same category.Category(X;x) � Category(X) ^X(x) (5)Category(x; y) � (9X)[Category(X;x) ^Category(X; y)] (6)To pick out the maximal and minimal segments (nodes) of a category:MaxSeg(x) � (9X)[Category(X;x) ^ (8y)[X(y) ! x /� y]] (7)MinSeg(x) � (9X)[Category(X;x) ^ (8y)[X(y) ! y /� x]] (8)
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5 DRAFT96 / A Descriptive Approach to Language-Theoretic Complexity10.2 Basic Structural RelationshipsThe pattern, as in the de�nitions of Category, of having multiple pred-icates that di�er only in the types of their arguments is typical of ourapproach. While categories are the atomic objects of X-Bar theory, thevariables of our language range over arbitrary subsets rather than cat-egories. Thus, de�nitions of predicates in terms of categories tend tobe cluttered by quali�cations restricting their domain to those subsetsthat are categories. Rather than propagate these throughout the for-malization, we localize them, for the most part, in this section and thenext. Relations between categories will generally be expressed as rela-tions between the segments (nodes) of those categories, that is, ratherthan de�ning a predicate R(X;Y ) between categories (or, perhaps, inaddition to de�ning such a predicate) we will de�ne a predicate R(x; y)which holds for every pair of nodes x; y that are segments of categoriesX and Y , respectively, for which R(X;Y ) is true. As we invariably useupper case for set variables and lower case for individual variables, thereshould be no confusion between the types of these predicates.Since categories are the atomic objects of the theory, we need analogsof /+, /, and � as relations on categories. As promised, we de�ne themas relations on nodes that hold between the segments of appropriatelyrelated categories. A category dominates (irre
exive) another just incase every segment of that category dominates every segment of theother. A category excludes another just in case none of its segmentsdominate any segment of the other. It is left-of another if the twocategories mutually exclude each other and the segments of the �rst areleft-of the segments of the other. Since they exclude each other, nosegment of either dominates any segment of the other. It follows thatevery segment of the one is left-of every segment of the other i� anysegment is.Dominates(x; y) � (8x0)[Category(x; x0)! x0 /+ y] (9)Excludes(x; y) � (8x0)[Category(x; x0)! :x0 /� y] (10)Includes(x; y) � :Excludes(x; y) (11)Left-Of(x; y) � Excludes(x; y) ^ Excludes(y; x) ^ x � y (12)A category immediately dominates another if it dominates it andthere is no category that falls properly between the two. Immediatedomination is used to pick out the children of a category. This is a casewhere the ambiguous status of adjoined nodes with respect to domina-tion is signi�cant. A category does not dominate, a fortiori does notimmediately dominate, those categories that are adjoined to it. On the
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5 DRAFTFormalizing X-Bar Theory / 97NPAlicedidIj C;C tjCP C IP I VPNPiWho ...FIGURE 9 Relations between Categoriesother hand, we do not want a category to immediately dominate thosecategories adjoined to its children either; for the purposes of immedi-ate domination the child category must fall between its parent and itsadjoined categories with respect to domination.Imm-Dominates(x; y) �Dominates(x; y)^(8z)[(Excludes(z; x) ^ Includes(z; y))! Category(z; y)]|no z falls properly between x and y (13)Note that the structures de�ned in terms of categories are richerthan simple trees. In a tree, every pair of nodes is related either byequality, proper domination, or left-of. Categories, in contrast, can berelated by inclusion without being related by domination. In Figure 9,for example, the category C includes the subtree rooted at the highestC. It excludes everything else. It dominates, on the other hand, onlythe ;. Ij is neither dominated nor left-of the category C, nor does itdominate it. This relationship of inclusion without domination plays animportant role in GB. It allows Ij to be attached to C without actuallybeing under it.In GB the most important fundamental structural relations are c-command and m-command. These are relations that correspondroughly to a category being \higher in the tree" than another. Thereare a variety of variations on the de�nition of these, or at least on thede�nition of c-command. We will follow Rizzi (1990) (who in turn isfollowing Sportiche) and say that a category c-commands another i�neither category dominates the other and every category (not just ev-ery branching category) that dominates the �rst dominates the second.
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5 DRAFT98 / A Descriptive Approach to Language-Theoretic ComplexityM-command is similar, but it extends to the maximal projection|everyXP that dominates the �rst category must dominate the second. In Fig-ure 9 ti c-commands VP and m-commands (but does not c-command)NP (Alice).Note that it is possible for a pair of nodes to mutually c-commandor m-command each other, as in the case of ti and VP in the �gure.Most commonly, when these relations are employed, the relationship be-tween the relevant categories is actually asymmetric. There are technicalreasons for preferring asymmetry,1 not the least of which is that whileasymmetric c-command is transitive, ordinary c-command is not. As anexample I c-commands NP in the �gure, and NP c-commands VP, but Idominates VP and does not c-command it. We will require asymmetricc-command in our analysis of chains.C-Commands(x; y) � (14):Dominates(x; y) ^ :Dominates(y; x) ^|neither dominates the other(8z)[Dominates(z; x)! Dominates(z; y)]|every category dominating xdominates yM-Commands(x; y) � (15):Dominates(x; y) ^ :Dominates(y; x) ^|neither dominates the other(8z)[(Bar2(z) ^Dominates(z; x))! Dominates(z; y)]|every maximal projection dominating xdominates yA-C-Commands(x; y) � (16)C-Commands(x; y) ^ :C-Commands(y; x)The command relations are a case in which the distinction between struc-tures of categories and structures of nodes is signi�cant. These are oftende�ned as relations on nodes in terms of /+ rather than Dominates. Butthe fact that a category is not dominated by the category it is adjoinedto is essential to several analyses in GB. The category Ij in Figure 9,1There are linguistic reasons as well. Kayne (1994) employs asymmetric c-commandcrucially in developing an argument that X-Bar structure can be derived from theassumption that phrase structure uniquely determines the linear order of the terminalstring.
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5 DRAFTFormalizing X-Bar Theory / 99for instance, is required to c-command its trace (tj). This relation holdsbecause c-command is de�ned in terms of Dominates, and C does notdominate Ij , but this would not be the case if c-command were de�nedin terms of /+.10.3 X-Bar StructureOur intention is to capture S-structure. To simplify, we take the basicde�nition of X-Bar structure absolutely literally. In the literature, non-branching categories are frequently left out of the structure and emptynon-lexical heads may be missing. In our interpretation every level isalways present including a level for lexical insertion. Our notion of thelexicon includes empty categories such as PRO, pro, O, as well as a nullelement for every head that may be truly empty at S-structure (e.g.,COMP). These are necessary because we take the projection principleliterally. Each head determines its complements and speci�ers;2 everynode is licensed by some head. Thus, in our de�nition of the lexiconeven null heads will be associated with a category feature and formulaeselecting complements and speci�ers.It is generally assumed, in accounts of movement in GB, that onlyXP and X0 elements maymove. We handle movement, in part, using thefeatures Base and Trace. The D-structure position of an element has thefeature Base. (This is irrelevant for X0.) Traces have the feature Trace.Treating lack of movement as trivial movement, the target position ofany (possibly trivial) chain is that position that is :Trace. We treatall Head movement as adjunction. The primary reason for this is thatsubstitution of one head for another violates our strict interpretationof X-bar theory at S-Structure. Structurally, adjunction at a null headis nearly identical to substitution. The extreme case for English, Vto I to C movement, is shown in Figure 10. Here, again, neither theI nor the C dominate the V. Thus, every node in the complex at thehead of CP bears the same c-command and m-command relationshipsto every node that is not in that complex. We don't claim any linguisticjusti�cation or signi�cance for this interpretation of head movement. Itis a convenient mechanism for capturing the operations of amalgamation(of I and V) and head substitution (of [V,I] for C) without losing strictX-bar structure.The X head of an XP y is picked out by HeadXP(x; y). The head ofan X y is picked out by HeadX(x; y). De�nition of these, of course, is a2This is an oversimpli�ed interpretation of the projection principle. The actual prin-ciples involved in selecting speci�ers, in particular, are certainly more complicatedthan this. These can be captured as re�nements to our treatment.
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5 DRAFT100 / A Descriptive Approach to Language-Theoretic Complexity

has +agrC tjCP C IP I VPNPAliceNPiWhat C;Ij VP tiV VVtk seen
Vk Ij

FIGURE 10 V-to-I-to-C Movement in English
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5 DRAFTFormalizing X-Bar Theory / 101parameter of variation. Separating these de�nitions from the de�nitionof the X-Bar structure itself is one of the few places we follow the notionthat GB involves a �xed set of principles specialized with a small set ofparameters. In English, speci�ers are head-�nal and complements arehead-initial, and so we have:HeadXP(x; y) � Imm-Dominates(y; x) ^ (17)(8z)[Imm-Dominates(y; z)! :Left-Of(x; z)]|x is the right-most child of yHeadX(x; y) � Imm-Dominates(y; x) ^ (18)(8z)[Imm-Dominates(y; z)! :Left-Of(z; x)]|x is the left-most child of yThese are only valid when x is an XP or X, respectively.Projection of features from a category y to its next higher projectionis enforced by the predicate Projects(x; y), which looks something like:Projects(x; y) � (N(x)$ N(y)) ^ (V(x)$ V(y)) : : : (19)for all relevant features.All nodes are required either to be at some Bar level, or to be de�nedin the lexicon.3(8x)[Bar2(x) _ Bar1(x) _ Bar0(x) _ Lexicon(x)] (20)XPs may either immediately dominate some (optional) speci�ers andan X head or may be traces, in which case they dominate nothing. Sincewe assume Xs do not move, these must immediately dominate some (op-tional) complements and an X0 head. We must treat X0 traces di�er-ently than XP traces because our strict interpretation of X-bar theoryrequires an image of the lexical item in its base position in order to selectspeci�ers and complements. Thus, both the target and base positionsof head movement immediately dominate a lexicon node. Lexicon itemsand heads ful�ll their X-Bar roles in their base position and not in theirmoved position. In spell-out the nodes dominated by X0 traces will be ig-nored. Again, this is not a linguisticallymotivated treatment, it is simplya convenient way of simplifying the de�nition of X-bar structures thathave been permuted by movement. Its main consequence here is thatall X0s, even traces, immediately dominate exactly one node and thatnode is de�ned in the lexicon. (The requirement that it immediatelydominate exactly one node is enforced by (9!y)[Imm-Dominates(x; y)]which implies that y forms a trivial category.) The predicate Base(x) is3This will be modi�ed when we extend the theory to deal with reconstruction inChapter 14.
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5 DRAFT102 / A Descriptive Approach to Language-Theoretic Complexitytrue just in the case that x is in its base position. It is de�ned for thebar level nodes in Chapter 13. The lexical item dominated by the X0 isin base position i� the X0 is in base position.(8x)[Bar2(x)! (21)Trace(x) ^ (8y)[:Dominates(x; y)] _|x is a trace dominating nothing(9y)[HeadXP(y; x) ^ Bar1(y) ^ Projects(x; y)] ^|or it is the projection of an X(8y)[(Imm-Dominates(x; y) ^ :HeadXP(y; x))! Bar2(y)] ]|and all non-head children are YPs(8x)[Bar1(x)! (22)(9y)[HeadX(y; x) ^ Bar0(y) ^ Projects(x; y)] ^|x is the projection of an X0(8y)[(Imm-Dominates(x; y) ^ :HeadX(y; x))! Bar2(y)] ]|and all non-head children are YPs(8x)[Bar0(x)! (23)(9!y)[Imm-Dominates(x; y)] ^|x has exactly one child(8y)[Imm-Dominates(x; y)! (Lexicon(y) ^ Projects(x; y) ^|a lexical item that x projectsBase(x)$ Base(y))] ]|and is in Base position i� x isWe de�ne a few more predicates which given any node pick out thecomponents of the phrase immediately including that node. These arefalse for all nodes if the given node is not in base position unless it is atbar level 2. Note that these predicates are de�ned for all nodes, thoseat the lexical level as well as those at bar levels.Each of these has a monadic version which is true of a node just incase it is the corresponding component of some phrase.Max-Projection(x; y) holds i� x is a segment of the minimal XPincluding y. The monadic version Max-Projection(x) is true i� x is an
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5 DRAFTFormalizing X-Bar Theory / 103XP. Max-Projection(x; y) �(Base(y) _ Bar2(y))^Bar2(x) ^ Includes(x; y)^(8z)[(Bar2(z) ^ Includes(z; y))! Includes(z; x)] (24)Max-Projection(x) � Bar2(x) (25)Head(x; y) holds i� x is the Bar0 level head of the XP containingy. The monadic version Head(x) is true if x is the head of any phrase.Generally, this would be true i� x is Bar0, but we exclude X0s thatare not in base position. We de�ne this explicitly, then, by existentiallyquantifying the y in Head(x; y). If x is not in base position it cannot bethe head of any maximal projection, and there will be no such y.Head(x; y) � (Base(y) _Bar2(y)) ^ (26)(9z2; z1)[MaxProjection(z2; y) ^Head-XP(z1; z2) ^Head-X(x; z1)]|z2 and z1 are the XP andX projections of xHead(x) � (9y)[Head(x; y)] (27)Comp(x; y) holds i� x is a segment of a complement of the maximalprojection of y.Comp(x; y) � (28)(Base(y) _ Bar2(y)) ^(9z2; z1)[MaxProjection(z2; y) ^HeadXP(z1; z2) ^Imm-Dominates(z1; x) ^ :Head-X(x; z1)]|x is the non-head child of the X containing yComp(x) � (9y)[Comp(x; y)] (29)Similarly, Spec(x; y) holds i� x is a segment of a speci�er of themaximal projection of y.Spec(x; y) � (30)(Base(y) _ Bar2(y)) ^(9z2)[MaxProjection(z2; y) ^ Imm-Dominates(z2; x)^:Head-XP(x; z1)]|x is the non-head child of themaximal projection of ySpec(x) � (9y)[Spec(x; y)] (31)
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5 DRAFT104 / A Descriptive Approach to Language-Theoretic Complexity10.4 Restricting AdjunctionNote that this de�nition of X-Bar structure allows both base and move-ment generated adjunction of anything anywhere, even at traces. Werestrict this initially to allow only adjunction of heads to non-trace headsand XPs to non-trace XPs and Xs.(8x; y)[Adj(x) ^ y / x ! :Trace(y) ^ :Lexicon(y) ^ (32)(Bar0(x) ^ Bar0(y) _ Bar2(x) ^ :Bar0(y))The predicate Trace, as with the predicate Base is de�ned in Section 13.Base generated adjunction (that is where the adjoined element isnot empty at D-Structure) can be detected by the conjunction of Adjand Base. Movement generated adjunction is characterized by Adj and:Base. Thus, one might, for instance, further restrict adjunction toprohibit base generated adjunction at X0 (this is a common assumption)::(9x; y)[Bar0(x) ^ x / y ^Adj(y) ^ Base(y)];or of movement generated adjunction at A-positions (de�ned in the nextsection): :(9x; y)[x / y ^A-pos(x) ^Adj(y) ^ :Base(y)];(adjunction of wh-phrases in these positions is barred in Barriers) andso on.10.5 Argument PositionsAs a matter of convenience, we will assume that argument positions canbe identi�ed by some reasonable, primarily structural, principles. Theset we use here is taken from Fong 1991, pg. 218.A-pos(x) � (33)(9y) [Lexical(y) ^Theta-marks(y) ^Comp(x; y)_I(y) ^ Spec(x; y)_N(y) ^ Spec(x; y) ^N(x) ]The �rst disjunct picks out, in Fong's words, \complement positions oflexical heads corresponding to internal �-grid roles." This will be dis-cussed more fully when we discuss Theta-theory in our de�nition of thelexicon (Chapter 11), for now we note that we assume that these are justthe complements of lexical heads that assign Theta-roles. (Lexical(x) istrue of the lexical categories|N, V, A, and P.) This assumption canbe relaxed if the lexicon is modi�ed such that Internal, say, is true of anode i� it is assigned an internal Theta-role. The second disjunct picksout [Spec,IP]. The third picks out [Spec,NP] if it is occupied by an NP(as opposed to a determiner). The details of the de�nition are not at all
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Who Alice
C1C2 C2I8 IP3NP4N5N6 I7t8 VP9 VP9t12 V10V10V11 t12 PP15ih g fjk l qrabcde mnopdid dids tu vwxyz aa bb

NP12N13
FIGURE 11 Structural Relations in X-Bar Theorycritical. The de�nition could be modi�ed to accommodate a wide rangeof proposals governing the de�nition of A-positions.10.6 An ExampleFigure 11 illustrates the structural relationships we have de�ned. Thepredicate Category(X) is true of each of the sets fg; jg, ft; vg, andfw; xg, as well as singleton sets containing each of the nodes not in thesethree. Adj(x) is true of h, u, and bb and false for all others. MaxSeg(x)is false only for j, v, and x, while MinSeg(x) is false only for g, t, andw. All other nodes are both maximal and minimal in their category.As an example of the domination, exclusion, etc., relationships con-sider these with respect to the category VP = ft; vg, (and thus, withrespect to t and v individually as well). VP dominates every category(and node) in the subtree rooted at w, while it is dominated by thosecategories on the path between a and q. Every category that is a properdescendant of the nodes along that path are left-of VP and every cat-
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5 DRAFT106 / A Descriptive Approach to Language-Theoretic Complexityegory it includes. VP includes those categories that it dominates plusitself and u, that is, the categories in the subtree rooted at t. It excludesevery other category in the tree|those categories that dominate or areleft-of it. Finally, VP Imm-Dominates V (w and x) but not u, since VPdoes not dominate u, and not bb, since bb is Adj.The command relations have been illustrated with Figure 9. We willskip them here, and move on to the X-Bar relations. HeadXP and HeadXare true of ha; fi, hb; ci, hl; qi, hm;ni ; : : : and hc; di, hf; gi, hf; ji, hn; oi,hq; ri ; : : :, respectively. Note that HeadX is not true of hf; hi, but is trueof hq; ri. Projects is true of the pairs ha; fi ; hb; ci ; hc; di ; hf; gi, hj; ki,etc. (F.Eq is true of hg; ji.) The Lexicon nodes are e; i; k; p; s; z; : : :.Note that the trace of I8 dominates a lexical item just as I8 does.This is responsible for selecting the structure of the IP. We haveProjects(r; s), Projects(q; r), Projects(l; q), and Projects(h; i), but ofcourse :Projects(g; h). The bar levels of the non-lexicon nodes are in-dicated by their labels. Base is false for b; h; i; and u, and true for allothers.CP (a) is the Max-Projection for a; f; g; j; and k, but not for anycategory included by b or l, since these exclude CP, and not for h or i,since these are not in Base position. Similarly, Head for each of a; f; g; j;and k is the category fg; jg, Comp for these is l and Spec is b. For theIP, (nodes l; q; r; and s), Max-Projection is l, Head is r, Spec is m andComp is the category VP = ft; vg, and thus, both segments t and v aswell.Finally, the argument positions are m and aa.10.7 Head-GovernmentWhile c-command and m-command are the fundamental structural rela-tionships in GB, they have unbounded scope whereas most of the theoryis concerned with relationships between categories within the same oradjacent phrases. This limited range is captured in the notion of gov-ernment. In Case Theory, for instance, a head assigns case only tothose NPs that it governs. Similarly, in Binding Theory the relevantdomain is the governing category of a nominal. Roughly, this is theminimal phrase containing both it and its governor. Existence of a gov-erning head is also fundamental to the licensing of empty categories.Government appears, in GB, in two forms. These cases are all instancesof head-government. The other form, antecedent-government will betreated, along with the licensing of empty categories, in our discussionof chains (Chapter 13).Head-government is, to a large extent, m-command with restricted
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5 DRAFTFormalizing X-Bar Theory / 107scope. While a category will usually have many m-commanding heads,the intent is that it have at most a single governing head. The scopeof government is limited by two mechanisms: barriers|maximal pro-jections that block government, and minimality|which requires agovernor to be the closest possible governor. In the Barriers ap-proach Chomsky 1986, most of the work is done by barriers (not surpris-ingly), and consequently, most XPs are barriers. The main exceptionis IP, which allows a verb to case-mark the subject of an in�nitivalcomplement in the case of Exceptional Case Marking , e.g.:(1) Alice [VPbelieves [IPBob to be a fool.]]The analysis we adopt, Rizzi's Relativized Minimality (Rizzi 1990),in contrast to Barriers, determines the locality of government mostlyon the basis of minimality (again not surprising). Here the idea is thatno head can govern across another potentially governing head. Govern-ment into a complement phrase is normally blocked by the fact that thehead of that phrase is a closer potential governor. It is possible in thecase of ECM simply because, under the particulars of the de�nition ofminimality the INFL does not intervene between its speci�er and higherheads. Under this analysis, most XPs are not barriers, although bar-riers cannot be dispensed with entirely. In Rizzi's de�nition (followingCinque) (Rizzi 1990, pg. 112, note 6):XP is a barrier if it is not selected by an X0 not distinct from [+V].where not distinct from[+V] means not [�V]. In our terms, barriers areXPs that are not complements of some head other than N0 or P0. Forthe most part, this comes down to speci�er and adjunct XPs and com-plements of N0 or P0. Note, that, in contrast to the Barriers account,there is no notion of barriers by inheritance, the e�ect of these beingsubsumed by minimality.Barrier(x) � Bar2(x) ^ :(9y)[:(N(y) _ P(y)) ^Comp(x; y)] (34)Head-government, then, holds under m-command with no interven-ing barriers or potential head-governors (Rizzi 1990, pg. 25). Governorsare lexical heads (V0, N0, A0, or P0), TENSE (T0), and heads with non-empty agreement (+agr)|provided agreement actually holds betweenthe governor and the governee. Heads with non-empty agreement, as arule are �nite INFLs and non-null AGRs (depending on which analysisis in force), but Rizzi also allows COMP to acquire +agr under somecircumstances.Head-Governs(x; y) � (35)
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5 DRAFT108 / A Descriptive Approach to Language-Theoretic ComplexityBar0(x) ^ Base(x) ^M-Command(x; y) ^(Lexical(x) _T(x) _+agr(x) ^Agreement(x; y)) ^:(9z)[InterveningBarrier(z; x; y)] ^:(9z)[Bar0(z) ^ Intervenes(z; x; y)]We have added the requirement that x be in base condition, as thisseems to be necessary to prevent a �nite INFL that has moved to COMPfrom head-governing its speci�er (which is already head-governed by thetrace of the INFL).The predicate Agreement(x; y) holds just in case x and y agree onall relevant features. We will presume that this su�ces to determinewhether the head actually agrees with the potential governor. It is notinconceivable that some additional restrictions on the structural relation-ship between x and y may be needed in some cases, but the structuralrestrictions on Head-Governs as de�ned appear to su�ce.Agreement(x; y) � (Sing(x)$ Sing(y)) ^ (36)(Plural(x)$ Plural(y)) ^(1st(x)$ 1st(y)) ^ � � �An intervening barrier is just one that dominates the potential governee,but excludes the potential governor.Intervening-Barrier(z; x; y) � (37)Barrier(z) ^Dominates(z; y) ^Excludes(z; x)The predicate Intervenes(z; x; y) picks out a z that falls between, wrtcommand relations, x and y. Here, we are looking for intervening heads.When we de�ne antecedent-government we will be concerned with ei-ther intervening XPs (for XP movement) or heads (for head movement).This is the relativized aspect of Rizzi's theory|minimality concerns onlypotential governors of the appropriate type. The structural condition ofintervening is de�ned in terms of m-command for lexical heads and c-command for non-lexical heads. This is so non-lexical heads (as in I0) donot block external government of their speci�ers (Rizzi 1990, pg. 111,note 4).Intervenes(z; x; y) � (38)C-Command(z; y) ^ :C-Command(z; x) ^ :Lexical(z) _M-Command(z; y) ^ :M-Command(z; x) ^ Lexical(z)Figure 12 illustrates the de�nitions of barriers and head-government.Barriers are marked with rectangles while potential head-governors are
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BarrierHead-governorHead-governmentNP12N14 CP0
to the partyinviteAlice

C1 NP4N5N6 I7t8 VP9 VP9V10V10V11 t12 PP15
f l qrace mnp dids t vwxz aa bb

IP3N13Who ih g jk;C2 C2I8didbd o t12u yFIGURE 12 Barriers and Head-Government
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5 DRAFT110 / A Descriptive Approach to Language-Theoretic Complexitymarked with circles. Note that I8 is not a potential head-governor sinceit is not in base position. It is, on the other hand, capable of blockinghead-government from outside the CP, although this is irrelevant sincesuch government is already blocked by C2. Actual head-government isindicated by the arrows. Not every category is head-governed, nothingcan govern IP3, for instance, since C2 blocks government from above but,being empty, does not itself head-govern. The nouns fail to head-governsince there is nothing that they m-command.
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5 DRAFT11The Lexicon, Subcategorization,Theta-theory, and Case TheoryIf the projection principle is taken literally, the entire syntactic mecha-nism is driven from the lexicon level. It is here that features are assigned,which then are transmitted, via projection, up through the phrase. Thisis also the level at which the selection of speci�ers and complements isdetermined (by subcategorization requirements, etc.) as are the closelyrelated mechanisms of Theta-marking and case assignment. Other com-ponents of the theory|Binding Theory, Control Theory, the theory ofmovement|are set in motion by the distribution of the categories andtheir features that are determined here. As we noted in the introduc-tion, it has been observed elsewhere (Johnson 1989, Berwick 1991) thatthe properties assigned here all seem to involve local (in the technicalsense) relationships. In a sense the treatment we sketch here servesmostly to con�rm this observation. The actual details are unimportant;substantial variation is possible within our general approach.There is great deal of regularity to the properties of the lexicon, butfor the most part, we purposely avoid capturing this. Our intent isto maximize simplicity and generality, and so we usually avoid makingeven obvious assumptions about the distribution of properties acrossthe lexicon. Most generalizations can be exploited either by addingdisjunctions into our de�nitions (such as allowing for either NP or CPcomplements in a single entry for a word) or by explicitly extractingthem from it (such as expressing V(x) $ +v(x) ^ �n(x) as a separateprinciple, where V is the category and +v and �n are the usual �V and�N categorial features1). We assume that such generalizations have all1These are �v and �n rather than just v and :n, etc., since not all categories sharethese features and one presumably wants to make generalizations over the negativefeatures as well as the positive ones. 111
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5 DRAFT112 / A Descriptive Approach to Language-Theoretic Complexitybeen multiplied out. We assume further that the result of this processis �nite. Thus, we make no attempt to handle non-�nite, let alone non-context-free, vocabularies, such as that of Bambara.11.1 Principles Enforced in the LexiconAs it is implemented here, a number of principles and parameters areeither restrictions on or consequences of the de�nition of the lexicon.The Extended Projection Principle, for instance, requires, in part,that every sentence has a subject. The pro-drop parameter determinesthe availability of the empty subject pro to ful�ll this requirement. Herethese are ful�lled by requiring INFLs to select a speci�er and by thepresence or absence of pro in the lexicon. Agreement between subjectand verb is also enforced in the de�nition of INFLs. Some aspects of theTheta Criterion and case �lter, which together require that everychain containing an argument receives exactly one Theta-role and onecase assignment, show up as requirements that every entry assigns aTheta-role to each argument it licenses and licenses an argument for eachTheta-role it assigns, and that selectional constraints, case assignmentfeatures and the requirement that case assignment occur under head-government su�ces to assign case uniquely and unambiguously.The case �lter itself, which requires that every overt NP receive case,is enforced by the fact that every overt NP in the lexicon has some casespeci�ed. Our de�nition insures that an NP with Accusative case, forinstance, can only be licensed in positions marked with accusative caseby some case assigner.11.2 The LexiconThe lexicon is realized as a large disjunction with a disjunct for each con-�guration of each word. As noted earlier, this includes entries for emptyheads and for every possible COMP and INFL (or AGR and TENSE)including null ones.Lexicon(x) � see(x) ^V(x) ^ � � � _ (1)seen(x) ^V(x) ^ � � � _...I(x) ^ Finite(x) ^ � � � _...The ellipses for each word includes speci�cation of all appropriate lin-guistic features, explicit constraints on speci�ers and complements, and
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5 DRAFTThe Lexicon, Subcategorization, Theta-theory, and Case Theory / 113explicit speci�cation of the Theta-marking and case assigning propertiesof the word. So one might have, for believe as in I believe the story :believe(x)^ (2a)V(x) ^+v(x) ^�n(x) ^ Sing(x) ^ 1st(x) ^Finite(x) ^:Passive(x) ^ � � � (2b)Base(x)! ((9!y)[Comp(y; x) ^MaxSeg(y)] ^(8y)[Comp(y; x)! N(y)] ^:(9y)[Spec(y; x)]) ^ (2c)Marks-External-Agent(x) ^:Marks-External-Theme(x) ^ : � � � (2d):Marks-Internal-1-Agent(x) ^Marks-Internal-1-Theme(x) ^ : : : (2e)Assigns-Acc(x) ^ :Assigns-Nom(x) ^ � � � (2f)or for believe as in Alice believes Bob to be asleep:believes(x)^ (3a)V(x) ^+v(x) ^�n(x) ^ Sing(x) ^ 3rd(x) ^ Finite(x) ^:Passive(x) ^ � � � (3b)Base(x)! ((9!y)[Comp(y; x) ^MaxSeg(y)] ^(8y)[Comp(y; x)! I(y)] ^:(9y)[Spec(y; x)]) ^ (3c)Marks-External-Agent(x) ^:Marks-External-Theme(x) ^ : � � � (3d):Marks-Internal-1-Agent(x) ^Marks-Internal-1-Theme(x) ^ : : : (3e)Assigns-Acc(x) ^ :Assigns-Nom(x) ^ � � � (3f)The second line (2b, 3b) of these entries de�ne the basic linguisticfeatures of the word. The third (2c, 3c) selects the structure of the phraseheaded by x. These are quali�ed by Base(x) so they only apply to xin D-Structure position. Recall that our de�nition of X-Bar structure(Chapter 10) insures that, even in the case of head movement, there willalways be a Lexicon item under the head of every phrase. In the case ofthe �rst sense of believe (2) there must be no speci�er and a single NPcomplement. In the second sense (3) there must be no speci�er and asingle IP complement.
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5 DRAFT114 / A Descriptive Approach to Language-Theoretic Complexity11.3 Theta-MarkingThe fourth and �fth (2d{2e, 3d{2e) line of the lexicon entries determinethe Theta-marking properties of the word. Their structure is intended todraw an analogy to Theta-grids. Theta-theory has to do with predicate-argument structure. Each predicate requires certain arguments|entitiessatisfying the relationship the predicate describes. In the case of believe,there must be an Agent (the believer) and a Theme (what the agentbelieves). The role assigned to an argument restricts the words that canbe selected to occupy that position. Selection of potato, for instance, asthe Agent of believe would be ruled out. There is little consensus on theexact range of these Theta-roles nor on the speci�c roles assigned tothe arguments of some predicates, but there is generally agreement onthe core cases. The internalTheta-roles are those realized by the com-plements (or perhaps adjuncts) of the predicate, for example the Themeof believe. Presumably, there may be any number of these, although twoalways seems to su�ce and we will not bother to account for more thanone here. The remaining roles are external roles. There is never morethan one of these, and it is typi�ed by the subject of a verb, the Agentof believes, for example.Most commonly, the Theta-marking characteristics of a word arespeci�ed with a Theta-grid, a list with slots for each external and inter-nal Theta-position which are �lled with the appropriate role, if any. Inour interpretation we have a feature for each position/role pair (Marks-External-Agent, Marks-External-Theme, Marks-Internal-1-Agent, etc.).Each lexicon entry, then, speci�es at most one role for each positionpositively, and speci�es all others negatively. The physical positionscorresponding to the Theta-positions are assumed to be �xed. (Varia-tion would be captured by expanding the set of positions.) Selectionalrestrictions are enforced by requiring the physical position correspondingto the Theta-position to be �lled by a category bearing the Theta-roleassigned to that position as a feature. So only XPs marked Theme (pro-jected from the lexical head) can occupy the �rst internal Theta-positionof believe in sense (2). Following our principle of avoiding generaliza-tions in the lexicon, words that can ful�ll multiple Theta-roles will berepresented by multiple entries.For simplicity we will assume that the internal arguments are simplythe complements and are distinguished by their relative position. Itseasy to see how even relatively complex conditions on this structurecould be enforced. The predicate External-Arg picks out the externalargument of a verb, that is, the speci�er of the IP of which the verb is a
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5 DRAFTThe Lexicon, Subcategorization, Theta-theory, and Case Theory / 115complement.2 Other external argument con�gurations, such as externalarguments of nouns, can be treated similarly.Internal-Arg-1(x; y) � (4)Comp(x; y) ^ (8z)[Comp(z; y)! :Left-Of(z; x)]|x is the left-most complement of yExternal-Arg(x; y) � (5)(9x1; y1)[Max-Projection(y1; y) ^Comp(y1; x1) ^ Spec(x; x1)]With these, we can enforce selectional restrictions on the arguments(8x)[Agent(x)$ (6)(9y)[ Marks-External-Agent(y) ^ External-Arg(x; y)_Marks-Internal-1-Agent(y) ^ Internal-Arg-1(x; y)_...(8x)[Theme(x)$ etc. (7)...A category is Theta-marked, then, only if one of the Theta-roles hasbeen required for its position.(8x)[Theta-Marked(x)$ Agent(x) _Theme(x) _ � � �] (8)The Theta criterion requires that each argument receives exactlyone Theta-role and each Theta-role is assigned to exactly one argument.For us, this reduces to a requirement that every argument position thatis speci�ed in the lexical entry for a word must correspond to exactlyone positively speci�ed Theta-position and vice versa.11.4 Case AssignmentThe �nal line of the lexicon entries (2f, 3f) determine the case-markingcharacteristics of the word. As we are working with English, we as-sume an impoverished case system, although it should be clear how thiscan be expanded to deal with both structural and inherent case, etc.As it stands, we treat only structural case and only Nominative andAccusative cases. We handle this much like our treatment of Thetamarking. Since we consider only verbs with single complements, no head2This is simpler if a VP-internal subject analysis is adopted, but the usual formula-tion of this analysis is inconsistent with Relativized Minimality. See Rizzi 1990, pg.114.
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5 DRAFT116 / A Descriptive Approach to Language-Theoretic Complexityassigns case to more than one NP. The entry simply speci�es positivelywhich case it assigns, if any.3The relationship of the case assigner to the recipient of that caseis not �xed to the same degree as the relationship between a predicateand its arguments. The �rst sense of believe simply assigns accusativecase to its complement. The (3) sense, in contrast, is an ExceptionalCase Marking verb, that is, it assigns accusative case to the subject ofits in�nitival complement. We specify, in both cases, only that the verbassigns accusative case. Case is always assigned under head-government,and always to overt NPs (NPs other than traces, PRO, or pro). Ourassumption is that no case assigner head-governs more than one overtNP. Thus, we assume that the selection restrictions on speci�ers andcompliments along with the restricted domain of head-government suf-�ce to unambiguously pick out the appropriate recipient of the caseassignment. Again, case assignment, like Theta-role assignment, in ourinterpretation, is an agreement process. Every overt noun is assigneda case feature and the feature Overt in the lexicon. These can only beselected in positions that are marked with the same case by some caseassigner.(8x)[Acc(x) $ N(x) ^Overt(x) ^ (9)(9y)[Assigns-Acc(y) ^Head-Governs(y; x)]](8x)[Nom(x) $ N(x) ^Overt(x) ^ (10)(9y)[Assigns-Nom(y) ^Head-Governs(y; x)]]...(8x)[Case-Marked(x)$ Acc(x) _Nom(x) _ � � �] (11)11.5 Other Lexicon ItemsAn entry similar to these �rst two would exist for the passive form ofbelieve, as in Alice is believed to be sleeping . This would bear the featurePassive, and would be negatively speci�ed for all external Theta-rolesand for case-marking. This sense would be selected by an auxiliary, wasfor example. The entry for the auxiliary would require its complementto be marked Passive.A �nite, null INFL (;) with NP subject and VP complement mightbe: ;(x)^ (12)3This can be expanded to account for multiple case assignments by distinguishingmultiple positions in the same way we do for Theta-marking.
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5 DRAFTThe Lexicon, Subcategorization, Theta-theory, and Case Theory / 117I(x) ^ Finite(x) ^+agr(x) ^Tense(x) ^ Sing(x) ^ 1st(x) ^Past(x) ^ � � �Base(x)! ((9!y)[Spec(y; x) ^MaxSeg(y)] ^(8y)[Spec(y; x)! (N(y) ^Agreement(x; y))] ^(9!y)[Comp(y) ^MaxSeg(y)] ^(8y)[Comp(y) ! (V(y) ^Agreement(x; y))]) ^:Assigns-Acc(x) ^Assigns-Nom(x) ^ � � �The structure of this entry is similar to those of believe. Of course,INFLs assign no Theta-roles and so each Theta entry must be nega-tively speci�ed, these have been omitted from the displayed portion ofthe entry. Finite INFLs assign Nominative case to the subject. Again,this is a consequence of Assigns-Nom and the fact that the INFL head-governs the subject. Subject-Verb agreement is enforced by requiringAgreement(x; y) to hold between both the subject and the verb and theINFL. This predicate requires agreement between the relevant featuresof x and y. It is de�ned in the discussion of head-government in Sec-tion 10.7 (Equation 36).Note that the choice of a structure based on INFL and one based onAGR and TENSE is determined by the (expanded) lexicon.
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5 DRAFT12Binding and ControlWe turn now to two aspects of Government and Binding Theory that arenormally treated in a way that depends heavily on co-indexation. Theseare the areas of Binding Theory and Control Theory. As we shall see,these are closely related topics, and our interpretation of Binding The-ory will extend naturally to cover the relevant aspects of Control Theory.With some limitations, which are discussed below, we can capture Bind-ing and Control Theory within L2K;P . Thus, this chapter serves as (thesketch of) a proof that indexation is not necessary to these theories (tothe extent that we capture them) and that mechanisms to enforce themneed not be more powerful than Context-Free Grammars. While thesetheories are reasonably amenable to treatment without indexation, ourdiscussion will foreshadow issues that will arise in a more substantialform when we develop a treatment of the theory of movement withoutindexation in the next chapter.We follow Haegeman (1991) in our exposition.12.1 Binding TheoryBinding Theory concerns the interpretation of nominals, that is, ofre
exives|himself, yourself, etc., and reciprocals|each other, etc.,(collectively called anaphors), of pronouns|him, she, etc., and of R-expressions (referential expressions)|full NPs. This interpretation isusually indicated by co-indexation; NPs referring to the same entity areco-indexed. In(1) Alicei thinks Bobj doesn't believe [shek saw himl herselfk]Alice and she can either co-refer (i = k) or not (i 6= k), as can Bob andhim. If i = k, then Alice resolves the reference of she|Alice binds she.An NP is bound i� there is c-commanding NP that is co-indexed withit|its antecedent. If there is no antecedent, in this case i 6= k, thenthe pronoun is said to be unbound or free. Binding, in this sense, is119



D
R

A
FT

: S
ep

te
m

be
r 

12
, 1

99
5 DRAFT120 / A Descriptive Approach to Language-Theoretic Complexitya structural relation requiring c-command and co-indexation. Since weare concerned with resolving references, and since these must be resolved(when they are resolved) by some argument that occurs in the sentence,we are only interested in binding by arguments|A-binding|also astructural relationship: c-commands and co-indexed from an A-position.She and herself, in contrast to Alice and she, must co-refer. This isbecause anaphors must be bound locally:(2) a. *He saw him herself.b. *She thinks [he saw herself].In (2) no possible antecedent occurs su�ciently local to the anaphor,in (1) the only compatible antecedent is she.Interpretation of pronouns, conversely, must not be local:(3) a. *Hei saw himi.b. Hei saw himselfi.c. Hei thinks [hej saw himi].d. Hei thinks [hei saw himj].For R-expressions the restriction on interpretation is even stronger,these must be unbound everywhere in the sentence:(4) a. *Shei thinks [shej saw Alicej ].b. *Shei thinks [shej saw Alicei].The nominals are categorized on the basis of these binding charac-teristics by two features, [�anaphor] and [�pronominal]:Anaphors [+anaphor, �pronominal]Pronouns [�anaphor, +pronominal]R-expressions [�anaphor, �pronominal]The fourth category, [+anaphor, +pronominal] is associated with PRO,which is treated in the next section. The appropriate notion of su�-ciently local is the governing category of the NP, the de�nition ofwhich is rather delicate. It will be expanded, although only super�ciallymotivated, shortly. With this, Binding Theory comes down to threePrinciples:PrincipleA: An NP that is [+anaphor] must be bound in its governingcategory.Principle B: An NP that is [+pronominal] must be free in its govern-ing category.Principle C: An NP that is [�anaphor, �pronominal] must be freeeverywhere.It should be noted that there is still much that is unresolved withinBinding Theory. There is controversy even over whether it applies at
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5 DRAFTBinding and Control / 121S-structure, at LF, or both. While the trend seems to be towards itsapplication at LF, since our interpretation focuses on S-structure wewill follow a traditional approach (as rendered in Haegeman 1991) andapply it at S-structure. This should extend easily should we expand ourtarget structures to incorporate LF.There is a signi�cant distinction between Principle A, on one hand,and Principles B and C on the other, in that Principle A requires thepresence of an antecedent, while Principles B and C only prohibit cer-tain patterns of co-reference. Sentences in which there are no potentialantecedents of an anaphor in its governing category (Sentence (2) forinstance) are ill-formed no matter how indices are assigned. For sen-tences that violate only Principles B and C, however, there will alwaysbe some assignment of indices|all distinct, at least|that will be gram-matical. With our limited mechanism, we cannot, in general, impose orprohibit speci�c indexing. But, we can detect trees for which there isno acceptable indexing. That is to say, our structures do not determineco-reference, but we do not license any structure in which proper refer-ents cannot be found. Consequently, Principles B and C have no directe�ect on the set of trees we license.1It is not the case, however, that Principles B and C have no e�ect atall. They do become part of a structural relationship Binding-Distinct(x; y)that holds between x and y only if x cannot bind y. As with all non-monadic relations, this must be explicitly de�ned. Thus, while it isuseful in building de�nitions of other predicates (which can use it tocheck binding compatibility), it is actually a notational convenience andcannot be thought of as labeling the tree in the sense that the monadicpredicates can. It is not available (except as a notational convenience),for instance, to mechanisms outside the one de�ned here that mightcheck for proper indexation.There is a sense in which indexation does not seem to have equalstatus with other aspects of syntactic structure. While the resolution ofreferences is constrained by syntactic principles, it does not seem to bea purely syntactic property. This shows up in Chomsky 1993 (albeit ina context that argues, among other things, that Binding Theory cannotapply at S-structure, but rather must apply at LF) in the discussion ofexamples like:(5) *Which claim that Johni was a liar did hei deny?In the theory developed there, the LF interpretation of this can take oneof two forms:1Except for the interaction of Principles A and B that partly determines the distri-bution of PRO.
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5 DRAFT122 / A Descriptive Approach to Language-Theoretic Complexity(6) a. *[which x] [hei did deny x claim that Johni was a liar]b. [which x, x a claim that Johni was a liar] [hei did deny x]The judgment that the sentence, as indexed, is out is based on thePrinciple C violation that shows up in the �rst interpretation.2 Chomskyargues that this interpretation prevails because it is preferred on thebasis of economy. In general, failure to meet syntactic requirements canforce the consideration of less economical derivations. Yet, the violationof Principle C in (6a) does not allow acceptance of the reading (6b).Principle C, then, is distinguished from most other syntactic principlesin that it cannot apply before �xing on the economically preferred, butill-formed interpretation.12.1.1 Governing CategoriesThe governing category (GC) of an NP is, in its simplest form, theminimal IP or NP containing (as in Includes) it, its head-governor, anda c-commanding subject. In (1), the head-governor of herself is saw andshe is a c-commanding subject. Thus, the IP she saw him herself is theGC for herself. If follows, then, that herself must be bound within thisphrase by she, and can not be bound by an NP outside that phrase,Alice, for instance.3 Unfortunately, this de�nition cannot account forjudgments like:(7) *Alicei thinks [CP that [IP herselfi [I+agr] saw him]].Here, there is no subject in the lower IP that c-commands herself, butthe relevant GC is surely that IP. To account for these cases, the no-tion of SUBJECT is introduced, which is taken to include non-emptyAGR. In the example in (7), the �nite INFL of the lower IP is such aSUBJECT. The GC, then, must contain a c-commanding subject or anm-commanding SUBJECT.But, even this is not quite su�cient. It fails to license, for instance:(8) Alicei thinks [CP that [IP [NP pictures of herselfi] [I+agr]were seen by him.]]The rationale applied here is that the SUBJECT|the �nite INFL|isco-indexed, for agreement purposes, with [Spec,IP]|the NP a pictureof herself, which dominates herself. If this SUBJECT were to be co-indexed with herself, it would violate the i-within-i �lter, which forbidsco-indexation of categories if one is dominated by the other. The pro-posal, then, is that a SUBJECT is accessible to a category only if co-2Note that in the second interpretation there is no Binding Theory violation. Johnineither c-commands nor is c-commanded by hei , and therefore, binding theory is notrelevant.3Unless she also binds herself, as in the case where i = k.
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5 DRAFTBinding and Control / 123indexation of that SUBJECT and that category would not violate thei-within-i �lter.So, formally, a subject is [NP,IP] or [NP,NP]. A SUBJECT is asubject or a [+agr] head. These are accessible to a category if (forsubjects) they c-command it, or, (for SUBJECTs) they m-command itand neither they nor their speci�er violate the i-within-i �lter. (Notethat the c-command requirement for subjects subsumes the i-within-i�lter.) subject(x) � n(x) ^ (9y)[(i(y) _ n(y)) ^ Spec(x; y)] (1)SUBJECT(x) � Subject(x) _ Bar0(x) ^+agr(x) (2)Accessible-Subject(x; y) � (3)subject(x) ^C-commands(x; y) _|x is a c-commanding subjectSUBJECT(x) ^M-commands(x; y) ^| or an m-commanding SUBJECT(8z)[(x � z _ Spec(z; x))! :i-within-i(z; y)]|neither x nor its speci�er violatei-within-iThe i-within-i �lter, in its simplest form is just4i-within-i(x; y) � Dominates(x; y): (4)The GC of x, then, is the minimal IP or NP including x, its head-governor, and a subject accessible to x. We de�ne sets of nodes meetingthe conditions �rst (gc), and then de�ne the GC as the minimal such setof nodes. We de�ne GC(y; x) to hold whenever y is in the GC of x.gc(X;x) � (9w; y; z)(8x0) (5)[(i(w) _ n(w)) ^ Bar2(w) ^ (X(x0)$ Includes(w; x0)) ^4This is actually a little delicate. Haegeman (1991) cites the following example (dueto Higginbotham) as evidence that i-within-i applies only to the con�guration of anXP immediately dominating a category:Maryi is [NPi [NPj [NPi her] cook's] best friend].Following Haegeman's treatment (1991, pg. 227) we would havei-within-i(x; y) � Dominates(x; y) ^:(9z)[MaxProj(z) ^Dominates(x; z) ^Dominates(z; y)]Unfortunately, this does not work for Example (8). We will leave open the issue ofthe precise de�nition of the i-within-i �lter. Unless it is radically di�erent than these,it will be within the capacity of L2K;P in any case.
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5 DRAFT124 / A Descriptive Approach to Language-Theoretic ComplexityX(x) ^X(y) ^Head-Governs(y; x) ^X(z) ^Accessible-Subject(z; x) ]GC(X;x) � gc(X;x) ^ (8Y )[gc(Y; x)! Superset(Y;X)] (6)GC(y; x) � (9X)[GC(X;x) ^X(y)] (7)We can now capture Principles B and C with a (necessarily) partialde�nition of the predicate Binding-Distinct(x; y). Note that this is anasymmetric relation. It is true only if x may not A-bind y. We don'tpresume to have a complete account of when this is the case, so wecannot hope to complete the de�nition. We do capture those that seemessential to the theory. In particular, x may bind y only if� they agree in number, person, and gender,� the i-within-i �lter is respected,� if y is [+pronominal] and x, in an A-position, c-commands y, thenx is not in the GC of y (Principle B),� if x is in an A-position c-commanding y, then y is not an R-expression ([�anaphor,�pronominal]) (Principle C).Binding-Distinct(x; y) � (8):Binding-Features-Agreement(x; y) _i-within-i(x; y) _+pronominal(y) ^A-pos(x) ^C-command(x; y) ^GC(x; y) _|Principle B violation�anaphor(y) ^�pronominal(y) ^A-pos(x) ^C-command(x; y) _|Principle C violation...Binding-Feature-Agreement is just another agreement predicate, inthis case enforcing number, person, and gender.Binding-Features-Agreement(x; y) � (9)(Sing(x)$ Sing(y)) ^ : : :^(1st(x)$ 1st(y)) ^ : : :^(Masc(x)$Masc(y)) ^ : : :Principle A can then be expressed as a requirement that every[+anaphor] that has a GC has a potential antecedent in an argument
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5 DRAFTBinding and Control / 125position in that GC.Principle A (10)(8x;X)[+anaphor(x) ^GC(X;x)!(9y)[X(y) ^A-pos(y) ^C-command(y; x) ^:Binding-Distinct(y; x)]]It should be noted that this interpretation of Principle A does notidentify a speci�c antecedent for a given anaphor; it only requires thatsuch an antecedent exists. This is a fundamental characteristic of in-terpretations of relationships like these that do not employ indexation.Any number of anaphors might share the same potential antecedentif their GCs intersect. In English, at least as far as the de�nition ofBinding-Distinct we have goes, this is not a problem. The only thingsthat can force them to have independent reference is a clash of bindingfeatures or the i-within-i �lter. But complex NP anaphors of the sortthat could violate the i-within-i �lter do not seem to occur in English.This comes down, then, to an issue of binding feature agreement. By thetransitivity of agreement, the fact that the anaphors share an antecedentimplies that they may co-refer.12.2 Deriving the Distribution of PROThe quali�cation that the anaphor has a GC �gures in the standardaccount of the fact that PRO must be ungoverned. This is a topic forthe next section, but as the argument is a Binding Theory argument wewill anticipate that discussion and develop it here. The idea is that PROis [+anaphor,+pronominal], and thus, subject to both Principles A andB. But one of these require it to be bound in its GC and the other requiresit to be free in its GC. The resolution of the seeming contradiction isthat PRO can have no GC, and, thus, must be ungoverned. This actuallycomes, as it should, as a consequence of our treatment of Binding Theorysince +anaphor(x);+pronominal(x)) GC(X;x)! (9y)[X(y) ^ : : ::Binding-Distinct(y; x)](from (10))) GC(X;x)! (9y)[X(y) ^ : : ::GC(y; x)](from (8))) GC(X;x)! (9y)[X(y) ^ (8Y )[GC(Y; x)! :Y (y)]](from (7))) :GC(X;x):
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5 DRAFT126 / A Descriptive Approach to Language-Theoretic Complexity12.3 Control TheoryControl Theory concerns the resolution of the reference or PRO, thecovert subject of otherwise subjectless non-�nite IPs. For example:(9) a. Alicei is wondering [CP whether [IP PROi to invite Bob]].b. Alicei is wondering [CP whether [IP PROi to inviteherselfi/*himselfi]].c. [CP [IP PROarb to invite Bob]] would be crazy.d. *Alicei is wondering [CP whether [IP PROi should invite Bob]].That a subject occurs in the IP is required by the Extended Projec-tion Principle. Clearly it is non-overt. In fact, it cannot be overt in thesecontexts since it is not head-governed,5 and consequently, cannot receivecase. This is characteristic of the distribution of PRO, it only occurs inpositions that are ungoverned; hence, the ill-formedness of (9d).In (9a) the controller of PRO is Alice. That PRO, in a context suchas this, requires a controller can be seen in (9b). Here the re
exiverequires a local binder. The only possibility is PRO. If the PRO could befreely interpreted, either re
exive would be acceptable. But the PRO isnecessarily controlled by Alice, and so only the feminine re
exive works.In this context PRO behaves much like an anaphor. In (9c), in contrastthere is no antecedent for PRO. It is said to be arbitrary. In thiscontext it behaves more like a pronoun. This suggests the interpretationof PRO as [+anaphor, +pronominal] which, as argued in the previoussection, accounts for its distribution only in ungoverned positions.12.3.1 Obligatory and Optional ControlAs we have seen, in some contexts PRO must be controlled. These arereferred to as cases of obligatory control. A simple diagnostic of thesecases is the unacceptability of PRO as a binder for the inde�nite re
exiveoneself:(10) a. Alice decided [CP [IP PRO to invite herself/*oneself]]b. Alice sent herself a note [CP [IP PRO to invite herself/*oneself]].In other contexts, control is optional:(11) a. John asked [CP how [IP PRO to behave himself/oneself]].6b. [CP [IP PROi to invite oneselfi]] would be rude.c. [CP [IP PROi to invite herselfi]] would be just like Alicei.5It is not head-governedbecause neither the non-�nite INFL nor theCOMP (whichis empty here) are governors, but theCOMP is a c-commanding head that intervenesbetween PRO and any other potential head-governor.6This example is due to Manzini, via Haegeman (1991).
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5 DRAFTBinding and Control / 127Whether control is obligatory or optional depends on the context inwhich PRO occurs. The examples above are typical. Control is obliga-tory for PRO occurring in declarative complement clauses (Sentence 10a)but not interrogative complement clauses (Sentence 11a). Neither is itobligatory in subject clauses (Sentences 11b and 11c), but it is oblig-atory in adjuncts (Sentence 10b). There are further re�nements, butthe point is that the nature of the control requirement, while somewhatidiosyncratic, depends on the structure, mood, etc. of the clause con-taining PRO or the clause containing that. We can capture essentiallyany condition that depends only on a bounded context like this. Thus,rather than go through the exercise of encoding this (partial) list, we willassume that the variants of pro in the lexicon are of two varieties|thosethat are [+oblig] and those that are [�oblig]|and that the distributionof these is determined by their context.12.3.2 Subject and Object ControlIn some cases of obligatory control the controller of PRO must be thesubject of the matrix clause, and in others it must be the object. Again,sentences in which the PRO binds a re
exive are diagnostic.(12) a. Alice told Bob PRO to invite himself/*herself/*oneself.b. Alice promised Bob PRO not to invite herself/*himself/*oneself.Here, the variation is dependent on the verb of the matrix clause. Again,this is idiosyncratic. We will assume, then, that, in the lexicon, verbsof subject control will mark their subject [+controller] and those ofobject control will do the same with their object.12.3.3 Control and BindingLike Principles B and C, optional control can always be satis�ed by in-dexing each NP distinctly. Thus, like those principles, optional controlhas no direct in
uence on the set of trees we license. In the case of oblig-atory control, as in Principle A, we must necessarily �nd a controller.This can rule out trees in two ways. There might be no argument in acontrolling position, as in (from Haegeman 1991):(13) *There occurred three more accidents without PRO being anymedical help available on the premises.In this example, the There in the subject position of the matrix clause isan expletive and cannot serve as an argument. The other con�gurationin which obligatory control rules out trees is the case where there is acontrolling argument but it does not agree with the binding features ofPRO. This can only occur when PRO binds another nominal necessarily
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5 DRAFT128 / A Descriptive Approach to Language-Theoretic Complexity(which thus, must be an anaphor) and has its features constrained bythat relationship. This case accounts for the judgments we have beenusing throughout this section.In cases of obligatory control, the controller must, evidently, c-command PRO.(14) Alice's brother decided PRO to invite himself/*herself.The controller cannot be Alice, which does not c-command PRO butcan only be Alice's brother. (In cases of optional control, on the otherhand, this is not a requirement|see Sentence (11c).) There are strongparallels, then between obligatory control and the binding of anaphors.Exploiting this, we treat obligatory control very much as we treat Prin-ciple A.ObligatoryControl(8x;X)[ PRO(x) ^Oblig(x)!(9y)[C-command(y; x) ^Controller(y)^:Expletive(x) ^Binding-Features-Agreement(y; x)]](11)We might have employed :Binding-Distinct here, but of the cases itcovers, only the condition Binding-Features-Agreement is germane.12.4 DiscussionIn this chapter we have sketched de�nitions in L2K;P of binding theoryand control theory, or at least of those aspects of these theories that gov-ern the distribution of nominals rather than their interpretation. Themain result, of course, is that the principles of these aspects of these the-ories are, in some sense, context-free. In developing this result, though,other issues arise. We have been led, for instance, by our inability toemploy indexation, to identify a distinction between the Principle A andPrinciples B and C of binding theory (and a similar distinction betweencases of Obligatory and Optional Control). It is perhaps signi�cant thatthis distinction is not idiosyncratic to our treatment, but has arisen inother analyses, from considerations of a more purely linguistic nature,as well.Also, both as an example of the way in which formalizations of thetheory support inferences, and as a partial veri�cation of the formaliza-tion, we have sketched a formal derivation of the fact that pro mustbe ungoverned (the PRO theorem) from its de�nition as being bothanaphoric and pronominal and the principles of binding theory.It should not be very surprising that these aspects of binding theoryand control theory are de�nable in L2K;P . Obligatory Control is invari-ably resolved in the matrix clause and binding theory centers around
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5 DRAFTBinding and Control / 129the notions of head-government and governing category. These tend tobound the portion of the tree that is relevant to a given category withrespect to the theories. In the next chapter we undertake a treatmentof movement. This is a much more substantial task, since bounds suchas these are harder to come by. Some of the issues that we have uncov-ered here will have central roles in that analysis, particularly the issueof identi�cation without co-indexation and the problem of confusing theantecedents of categories.
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5 DRAFT13ChainsThe aspect of GB that is most di�cult to capture in L2K;P is the theoryof movement. This, in fact, is where our interpretation fails, as indeedit must, for those non-English structures that have been shown to benon-Context-Free.The role of indices in movement is to identify the moved categorywith its traces. Traces are the phonologically empty remnant of thecategory that marks the positions it visits in the course of movement.A moved element and its traces, collectively, form a chain. The D-structure position of the category is referred to as its base position.Each cycle (or step) of the movement forms a link in the chain. The newposition is said to be the antecedent of the trace in the original positionin the link. In the theory we adopt, all movement is assumed to beraisingmovement|to a higher position in the tree.1 Thus, antecedentsalways c-command their traces, and, consequently, bind them (althoughnot necessarily A-bind them). This also means that the link relation isre
ected in the c-command relations among the members of the chain.One position in the chain is the antecedent of another just in the casethat it is the minimal member of the chain that c-commands it. As aresult, there is never any ambiguity about the sequence of moves thatform a chain. The linear ordering of the chain imposed by the linkrelation is necessarily the same as its linear ordering by c-command.The maximal position must be the only position in the chain that is nota trace|the target of the movement. Consistent with the notion ofbinding, this position provides the identity of the entire chain.As chains are identi�ed with a single entity, they behave, in some1This speci�cally eliminates the lowering I0 to V0 as a way for the verb to acquirein
ection. We have already assumed, however, that verbs are fully in
ected in thelexicon, and that verb morphology is only checked in the syntax rather than beinggenerated there by movement. 131
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5 DRAFT132 / A Descriptive Approach to Language-Theoretic Complexityrespects like a single category. In particular, a chain can contain at mostone argument (since it contains exactly one non-trace). That argumentmust receive exactly one Theta-role (by the Theta Criterion) and, ifovert, must be marked with case (by the Case Filter). Chains formedby movement of overt NPs, then, must include exactly one position thatreceives a Theta-role and one that receives case. This is one of thefactors that can force movement to occur.In Barriers Chomsky 1986, the link relation is restricted by n-subjacency, a requirement that it cross no more than n barriers (nis a parameter of variation, but nearly always set at one.) Thus, it musthold in a bounded domain. This is attractive from our point of view,since the bounded domain of the link relation raises the possibility ofa bound on the number of distinct links that can occur in the same(or overlapping) domains. In that case we can distinguish the links,and consequently, the chains that contain them, without resorting to(unbounded) indexation. Unfortunately, violations of subjacency areweak e�ects; there are many sentences in which they occur that, whiledegraded, are certainly not ungrammatical.A stronger constraint on movement is the Empty Category Prin-ciple (ECP). In its traditional formulation, this is only partly a re-striction on the link relation, and in many cases leaves it completelyunbounded. One trend in accounts of movement is the idea that thestructure of all chains should largely be determined by local conditionson links. Ungrammaticality that is usually attributed to ECP violationsshould then show up as ill-formed links. This again raises the possi-bility that we can capture all constraints on movement with principlesthat involve only a bounded portion of the tree. While this is not quitetrue|there are movements that involve links of arbitrary length (ignor-ing subjacency violations)|in English the number of such movementsthat can occur in a given sentence is bounded. Thus, the possibility thatthere is a bound on the number of links that can occur in overlappingdomains is realized in English, and the interpretation we give here isreasonably complete. Structures, on the other hand, like the cross-serialdependencies of Swiss-German or long-distance extractions in Swedish,turn out to be cases in which the number of links that can interact ise�ectively unbounded.The speci�c theory of link relations we implement is the core ofRizzi's Relativized Minimality theory. Following his lead, we will con-centrate on ECP e�ects and ignore subjacency. We will pause here,before discussing Relativized Minimality, to characterize the class ofmovements we account for.
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5 DRAFTChains / 133NPiWho didIj C; NPAlice VPVVinvite PPto the party

C tj ti
CP C IP I VP V tiFIGURE 13 I-to-C Movement in English13.1 A Taxonomy of Movement in EnglishThis section is a brief, but reasonably complete, survey of the types ofmovement in English that have been widely studied. As with many as-pects of GB theory, we cannot hope for this survey to be exhaustive, butit covers substantially all movement discussed in our sources, principallyRadford 1988, Haegeman 1991, Rizzi 1990, Frank 1991, Manzini 1992,and, particularly for right movement, Kroch and Joshi 1987. Most ofour examples are drawn from these sources.The most basic distinction we make is on the basis of the Bar levelof the moved category. Only X0s and XPs move, so we distinguish twoclasses:� Head Movement forms X0-chains. In English, this is highlyrestricted, occurring only in cases of I0 to C0 and V0 to I0 to C0movement. As in(1) a. Whoj didi [IP Alice ti invite tj to the party]?b. Whatj hasi [IP Alice ti [VP ti [VP seen tj]]]?The structure of Example (1a) is illustrated in Figure 13, that ofExample (1b) is in Figure 14. (These are repeated from Chapters 8
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has +agrC tjCP C IP I VPNPAliceNPiWhat C;Ij VP tiV VVtk seen
Vk Ij

FIGURE 14 V-to-I-to-C Movement in English
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5 DRAFTChains / 135and 10, respectively.) The chains of interest, of course, are thoseindexed i.Head movement is often treated as either amalgamation|inwhich two heads are combined to produce a head that shares theircharacteristics|or substitution. As explained earlier, we treat allcases of head movement as adjunction. There is a universal con-straint on head movement, the Head Movement Constraintwhich prohibits links in X0-chains from crossing a head. Thus,the antecedent of an X0-trace must be the closest c-commandinghead.2� XP-movement is the movement of maximal projections either bysubstitution of an XP at an appropriate position that was gener-ated but left empty at D-structure, or by adjunction of an XP tosome other maximal projection.The class of XP-movements is re�ned further on the basis of the targetposition.� A-chains are produced by movement from one argument position(A-position) to another.3 Since there are no adjoined A-positions,this invariably involves substitution. The typical examples are:(2) a. Alicei was seen ti at the fair.b. Alicei seems [IP ti to have invited herself].c. *Alicei seems that it is likely ti to have invited herself.Sentence (2a) is the typical passive structure. Here Alice, the ob-ject of the verb, moves to an empty subject position as requiredby the passive was seen. Sentence (2b) is an example of raising.Alice is the subject of an embedded non-�nite IP that is raised tothe matrix subject position, again as a consequence of the natureof the verb.4 The starred sentence, an example of super-raising,illustrates the strictly local nature of this type of movement|itcannot cross the subject position of the middle clause.Traces of A-movement are assigned features [+anaphor,�pronominal].2While this would seem to provide exactly the kind of locality conditions we need,it turns out, in the case of cross-serial verb/object dependencies, that movements ofmultiple heads can interact to escape these bounds.3This class of movement has traditionally been referred to as NP-Movement, al-though it need not involve only NPs.4There is a super�cial similarity between raising and control structures. In raising,at least in the account we adopt here, the embedded clause is necessarily an IP.Thus, the embedded subject position is governed by the matrix verb, and PROcannot occur there. There are often similar forms in which the complement is a CPIt seems that Alice has invited herself.but in these forms the embedded subject does not raise.
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5 DRAFT136 / A Descriptive Approach to Language-Theoretic ComplexityThus, they behave like anaphors and, by Principle A, must be A-bound locally (by their antecedents). It follows that any inter-mediate traces must be in A-positions and the movement must,therefore, be by substitution. Movement in these cases is forcedby the Case Filter. The chain receives a Theta-role at the base po-sition, but is not case-marked there. Rather, the argument mustmove to a position in which it can receive case without receivinga second Theta-role. The only such position is the matrix sub-ject, which receives case from the �nite INFL, but is not assigneda Theta-role due to the nature of passive and raising verbs. Aconsequence of this analysis is that, since object positions alwaysreceive Theta-roles, there can be no A-movement into object po-sitions. A-movement, then, is always movement of subject to sub-ject or object to subject. For the class of movements we consider,this means that there is exactly one possible landing site, namely[Spec,IP].� A-chains involvemovement of an XP into a non-argument position.5This can involve either substitution (into [Spec,CP], say) or ad-junction to a maximal projection. Traces of A-movement are as-signed binding theory features [�anaphor,�pronominal]. UnderBinding Theory (Principle C), these, like an R-expression, can-not be A-bound. Since they are necessarily bound by their an-tecedents, those antecedents may not occur in argument positions.Thus, A-chains necessarily involve A-positions, and A-chains, ex-cept for the base position necessarily involve A-positions. The ex-ception allows these to intersect each other in exactly one way. AnA-chain and an A-chain can be concatenated in that order, e.g.:(3) Whoi do you think [CP ti [IP ti is believed[IP ti to be winning]]].This can't be given a representational analysis as two chains, sinceit contains exactly one base position and one target position. Ifone views the essential aspect of chains to be the link relation,however, it has a simple analysis as a single chain containing bothA-links and A-links.The class of A-movement can be re�ned again into Left movement andRight movement based on the direction of movement in the surfacestring.� Right movement Since all movement raises a category to ahigher position in the tree, and since speci�ers in English are ini-5This is the class of movement traditionally referred to asWh-Movement, although,again, it often involves categories other than Wh elements.
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5 DRAFTChains / 137tial, right movement in English invariably involves adjunction to ac-commanding XP. This shows up in the surface string as move-ment of some constituent of a phrase either to the end of thatphrase or to the end of a phrase containing that phrase.(4) a. [CP That [IP [NP someone ti] will be there[CPi that you know]]] is likely.b. [CP That [IP [NP someone ti ] will be there[PPi from Peru]]] is likely.c. Alice [VP attended [NP the reception ti] last night[PPiat Bob's house]].d. *[CP That [IP [NP someone ti ] will be there ] is likely[CPi that you know ]].These are examples of extraposition of a CP (4a) and a PP (4b)from a subject, and a PP from an object (4c). As (4d) illus-trates, this movement is strictly bounded by a condition similarto subjacency|the extraposed phrase cannot cross more than onemajor category. Thus, these are cases of movement from the com-plement or adjunct of an NP to adjoin at the minimal maximalprojection including that NP.(5) a. [CP That [IP Alice would [VP show ti to the guests[NPi the videos of her children]]]] was inevitable.b. *[CP That [IP Alice would [VP show ti to the guests ]]]was inevitable [NPi the videos of her children].These are cases of heavy NP shift|an NP complement of the verbmoves to adjoin to that VP. Again, as illustrated in (5b) themovement cannot cross more than one major category.(6) a. Alice told Bob ti yesterday [CPi that she wanted peaches].b. Alice sent Bob ti yesterday [PPi to the store to get some.]c. How fond ti are you [PPi of peaches].Here we have rightward extraction of CP and PP arguments, (6a)and (6b) respectively, of a verb and a predicate adjective (6c).These pattern similarly to extraposition from NP.The main characteristic of rightward movement in English, then, isthat it involves movement of complements or adjuncts of a phraseto adjoin at the minimal XP properly including that phrase. Itseems never to involve more than one cycle of movement. Thus, itis a strictly local form of movement.� Left movement occurs in three general patterns:� Wh-question formation and Wh-exclamatives(7) a. [CP Whoi [IP ti ate the peach]]?b. Whati did you eat ti?
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5 DRAFT138 / A Descriptive Approach to Language-Theoretic Complexityc. Whyi did you eat the peach ti?d. [APi How delicious] these peaches are.(8) a. [CP Whoi did you think : : :[CP ti [IP ti ate the peach]]]?b. Whati did you think : : : I ate ti?c. Wheni did you think : : : I ate the peach tiThese are cases of Wh-extraction from the subject, object andadjunct positions (Sentences (7a) through (7c), respectively).Wh-exclamatives (Sentence (7d)) are also a type of extrac-tion, but being unaccompanied by inversion of the verb, donot form a question. The landing site, in each of these casesis [Spec,CP]. In general, the extraction can occur from anarbitrarily deeply embedded clausal complement, as shownin (8), although there are restrictions on the context fromwhich they can be extracted that depend on the extractionsite. (These will be covered shortly.)� Topicalization and Preposing(9) a. [NPiThe peach], I ate ti on purpose.b. Peachesi, we have plenty of ti.c. [NPiThe peach], I believe : : :he ate ti on purpose.d. Rarelyi do you �nd such succulent peaches ti.e. She said she would eat one and [CP [VPi eat one][IP she did ti]].f. [APi So hungry] would she have been ti, that : : :These are examples of topicalization of a verbal comple-ment (9a), a prepositional complement (9b), and a verbalcomplement of an embedded clause (9c), and preposing of anadjunct (9d), a VP (9e), and an AP complement (9f). Again,the landing site is [Spec,CP] in every case, and the extractioncan generally be from a clausal complement.� Relativization, In�nitival Adjuncts, Comparatives, and Par-asitic Gaps(10) a. [NP The inconsiderate clodi [CP Oi that ti atemy peach]]: : :b. The peachi is too ripe [CP Oi [IP PRO to eat ti]].c. The peaches are sweeteri than [CP Oi the pearsare ti]d. [Which fruit]i should you wash ti[PP before [CP Oi [IP PRO eating ti]]].These cases all involve a moved empty operator (Oi). Inthe case of parasitic gaps (10d), there is some controversyabout the landing site. Chomsky, in Barriers, requires the
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5 DRAFTChains / 139empty operator to be licensed by a trace that is 0-subjacent.In the example, the licensing trace is ti. If the operator isin [Spec,CP], as we have it, the PP will be a barrier inter-vening between the operator and that trace, violating this0-subjacency condition. Consequently, he requires the oper-ator to adjoin to the PP. Aoun and Clark (1985) propose analternative analysis in which the empty operator is licensedby the operator in the matrix clause (Which fruit). Frank,in Frank 1991, critiques both of these approaches and o�ersan analysis of his own (based on TAGs) in which the empty op-erator is licensed by the operator in the matrix clause. Sinceneither of these require the 0-subjacency condition, the oper-ator can land in [Spec,CP]. We will assume, then, an analysisthat derives the structure we give in (10d). Then, once again,in each of the examples the movement lands in [Spec,CP], andoriginates in [Spec,IP], a complement or adjunct of VP or acomplement or adjunct of a complement or adjunct of VP.Left A-movement, then, is characterized by the fact that the targetis always [Spec,CP] and the base is always either [Spec,IP] or isfroma complement or adjunct that is more or less along the \spine"of the structure, or, more precisely is not from within a speci�er.Movement, in English at least, is characterized, then, by a few well-de�ned types, each with its own speci�c range of base positions andtargets. Figure 15 displays these schematically. Our approach is todistinguish chains by type. We then need be concerned only with distin-guishing chains of the same type with overlapping domains. Our claimwill be that movement can be treated in such a way that the number ofsuch overlapping chains is bounded, and thus, can be resolved withoutindexation.13.2 The Empty Category PrincipleAs we noted in the previous sections there are a variety of phenomenathat have been studied that re
ect constraints on the context of the po-sitions from which movement can occur. These include restrictions onhead movement, Subject-Object Asymmetries, that-Trace E�ects, Wh-island E�ects, and many others. The usual account of these involves acombination of subjacency restrictions and the Empty Category Princi-ple. Subjacency tends to be responsible for weak e�ects|questionablesentences rather than outright stars. The empty category principle is ap-parently much more fundamental, and, in Rizzi's analysis (Rizzi 1990),at least, it is the crucial constraint in the theory of movement.
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XP
CP XPCPSpec CCI C IP XPIP YP Comp

Left movement onlyfrom below here.
X Comp

FIGURE 15 Movement in English
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5 DRAFTChains / 141Empty Category Principle: Non-pronominal empty categories mustbe properly governed, where proper government is either Antecedent-Government or Theta-Government.Essentially, this states that traces (non-pronominal empty categories)must be governed either by their antecedent or by the lexical head thatassigns them a Theta-role. The alternatives show up in the account ofsubject-object asymmetries.(11) a. Whom do you think Alice will invite t?b. Whom do you think that Alice will invite t?c. ?Whom do you wonder why Alice invited t?(12) a. Whoi do you think [CPti [IPti invited Alice]]?b. *Whoi do you think [CPti that [IPti invited Alice]]?c. *Who do you wonder why t invited Alice?The �rst set of sentences involves extraction from an object. Since ob-jects are Theta-marked (and governed) by the verb, these satisfy theECP regardless of the relationship between the trace and its antecedent.Sentence (11c) illustrates the fact that this relationship can still createsubjacency e�ects.6 In the second set of sentences, the extraction is fromthe subject. In (12a) both traces are antecedent-governed, but in (12b)government of the trace in [Spec,IP] is blocked by the overt comple-mentizer that. (This is an example of the that-trace e�ect.)7 Similarly,in (12c) the judgment is stronger than in (11c), since an ECP violation,and not just a subjacency violation, is involved.Under Relativized Minimality, Rizzi isolates antecedent-governmentfrom head-government. Since minimality concerns only potential gover-nors of the same type, potential head-governors (e.g., that) cannot blockantecedent-government. To account for that-trace e�ects, then, he sug-gests a conjunctive form of the ECP involving two principles: formallicensing and identi�cation.ECP (Rizzi): A non-pronominal empty category must be both� properly head-governed (Formal Licensing)� antecedent-governed or Theta-governed (Identi�cation).The that-trace e�ect, in this analysis, is a failure of the formal licensingprinciple.Rizzi goes on to question the disjunctive nature of the identi�cationprinciple. He points out that there are phenomena mimicking subject-6In this case the why prevents the movement from passing through the speci�er ofthe lower clause, thus, forcing it to cross two barriers.7The analysis of extraction from subjects is signi�cantly di�erent under RelativizedMinimality.
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5 DRAFT142 / A Descriptive Approach to Language-Theoretic Complexityobject asymmetry that involve something beyond a simple subject-object distinction.8(13) a. What did John weigh t?b. ?What did John wonder how to weigh t?In the �rst case weigh can be construed either in an agentive (He weighedapples.) or a stative (He weighed 200 lbs.) sense. But in the second, onlythe agentive is possible. He accounts for this by distinguishing refer-ential Theta-roles, as assigned by the agentive sense of weigh fromnon-referential Theta-roles, as assigned by the stative. He argues thatthe only indices that are meaningful from the standpoint of identi�cationare those assigned to arguments receiving referential Theta-roles. Thesehe refers to as Referential Indices. He then categorizes A-chains aseither Referential Chains or Non-referential Chains, on the basisof the nature of their index. This allows the disjunctive identi�cationclause of the ECP to be subsumed under a general principle requiringevery operator (the moved element) to be properly identi�ed with itsvariable (the trace in the base position). For referential chains (includ-ing those of the standard cases of object extraction) this is satis�ed bythe referential index of the chain, but, since non-referential indices donot serve for identi�cation, the principle can only be satis�ed in non-referential chains (including cases of subject extraction) by the sequenceof antecedent-government relationships linking the target of the chainto the base.This might be stated:ECP (Rizzi|�nal version):� A non-pronominal empty category must be properly head-governed (Formal Licensing).� Operators must be identi�ed with their variables (Identi�ca-tion).Identi�cation: Operators are identi�ed with their variables either by� a referential index� a chain of antecedent-government links.In this way, Rizzi �rst introduces a conjunctive form of the ECPthat extends the traditional disjunctive form, and subsequently replacesthat disjunctive component with a distinction in the way that a singleprinciple can be realized. From our point of view, of course, the mostsigni�cant aspect of this analysis is that it reduces the role of indexa-tion in chains to identi�cation of referential chains, replacing it in non-referential chains with the local relationship of antecedent-government.8Rizzi attributes the observation and the example to David Feldman.
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5 DRAFTChains / 14313.3 Antecedent-GovernmentWe can now proceed with formalizing these notions. Like that of head-government, the de�nition of antecedent-government has four compo-nents:� The governor must be the proper type of category.� The proper structural relationship must exist.� There must be no intervening barriers.� Minimality must be respected.In the de�nition of head-government the appropriate structural relation-ship is m-command. For antecedent-government this is c-command. Thenotion of intervening barrier (which is weak in Rizzi's theory) remainsunchanged. Since minimality is relative, it will be realized di�erentlyfor each class of chain. Thus, there will be three versions of antecedent-government, one each for A-chains, A-chains, and X0-chains.Usual de�nitions of antecedent-government make use of a co-indexationrequirement to properly identify the antecedent. Since Rizzi has aban-doned the use of indices for identi�cation in non-referential chains,he suggests that this could be weakened to a general notion of non-distinctness; for referential chains this is interpreted as not having dis-tinct indices, for non-referential chains antecedent-government must holdand, under minimality, the closest potential antecedent-governor mustbe the antecedent. Non-distinctness, then, simply rules out wildly in-compatible antecedents (of the wrong category, etc.). We adopt a fairlystrong interpretation of non-distinctness. We label each category ina chain with an additional complete set of features (we call these T-Features), that re
ect the features of the target category. Thus, wecan require that a trace and its antecedent agree in their T-Features.Note that the T-Features of chains formed by movement of identicalcategories will be identical. Thus, this is considerably weaker than co-indexation, as indeed it must be if it is to be de�nable, and so is weakerthan Rizzi's notion of non-distinctness in the case of referential-chains.But in English, as we will see, other factors serve to eliminate any po-tential ambiguity in that case.We add one more case of antecedent-government than Rizzi distin-guishes. He does not treat right movement in English in Relativized Min-imality, and it seems to be somewhat problematic for the theory. Ratherthan try to integrate it into A-movement, we de�ne Right-Antecedent-Governs as an independent case. This is a case where the Barriers thatremain in Rizzi's theory apply e�ectively, and we de�ne locality for thisform of government with what is essentially a 1-subjacency condition.
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5 DRAFT144 / A Descriptive Approach to Language-Theoretic ComplexityA-Antecedent-Governs(x; y) � (1)A-pos(x) ^C-Commands(x; y) ^T.Eq(x; y) ^|x is a potential antecedent in an A-position:(9z)[Intervening-Barrier(z; x; y)] ^|no barrier intervenes:(9z)[Spec(z) ^A-pos(z) ^C-Commands(z; x) ^Intervenes(z; x; y)]|minimality is respectedA-Antecedent-Governs(x; y) � (2):A-pos(x) ^C-Commands(x; y) ^T.Eq(x; y) ^|x is a potential antecedent in an A-position:(9z)[Intervening-Barrier(z; x; y)] ^|no barrier intervenes:(9z)[Spec(z) ^ :A-pos(z) ^C-Commands(z; x) ^Intervenes(z; x; y)]|minimality is respectedRight-Antecedent-Governs(x; y) � (3)Adj(x) ^C-Commands(x; y) ^T.Eq(x; y) ^|x is a potential antecedent in an adjoined position:(9z; z0)[Intervening-Barrier(z; x; z0) ^Intervening-Barrier(z0; z; y)]|no more than one barrier intervenesX0-Antecedent-Governs(x; y) � (4)Bar0(x) ^C-Commands(x; y) ^T.Eq(x; y) ^|x is a potential X antecedent:(9z)[Intervening-Barrier(z; x; y)] ^|no barrier intervenes:(9z)[Bar0(z) ^C-Commands(z; y) ^ Intervenes(z; x; y)]|minimality is respectedIntervening-Barrier and Intervenes are de�ned with head-governmentin section 10.7 (Equations 37 and 38). The predicate T.Eq is just anotheragreement predicate forcing the T-features of the categories to be equal.We realize these T-features as a set of features T.N, T.V, : : : , T.Sing,
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5 DRAFTChains / 145: : : , one for each feature that can appear on a category.T.Eq(x; y) � (T.N(x)$ T.N(y)) ^ (T.V(x)$ T.V(y)) ^ � � � (5)13.4 The Link RelationIn Rizzi's analysis, chains are just sequences of antecedent-governmentlinks. Their primary function is the identi�cation of the target and basepositions. Technically, this would leave the case of long-distance refer-ential movement outside the theory of chains. This actually becomesthe basis of his analysis of the fact that long-distance A-movement isnot possible even though the moved category typically receives a ref-erential Theta-role. The Theta criterion, recall, expressed in terms ofchains, requires every argument to belong to a chain that receives ex-actly one Theta-role, and every Theta-position to belong to a chain thatincludes exactly one argument. A-movement is generally forced by thecase �lter|the NP does not receive case in its base position, and so mustmove to a position in which it does. This can be incorporated into theTheta Criterion by requiring a chain to be marked with case in order toreceive a Theta-role (the so called visibility condition). In A-movement,both case and the Theta-role are assigned at the base position. Thus,the Theta Criterion is satis�ed even if no (non-trivial) chain exists. Incontrast, A-chains receive their Theta-role at the base position and theircase at the target. Thus, the chain is required in order to satisfy theTheta Criterion.This leaves A-movement of referential objects as the sole exceptionto the antecedent-government requirement. Rather than leaving thistype of movement outside the theory of chains, we choose to make thisexception in the de�nition of a link. For all other forms of movementthe link relation is just the appropriate notion of antecedent-government(coupled with corresponding restrictions on the types of the categoriesforming the link). For A-referential-movement we will use a weakenednotion, A-Antecedent, in which intervening barriers may occur and min-imality need not be satis�ed.We will assume that base positions receiving a referential Theta-rolewill be marked, by the head assigning that role, with the feature Ref.Propagation of this along the chain is then forced by the de�nition ofA-Ref-Link. A-Antecedent(x; y) � (6):Apos(x) ^C-Commands(x; y) ^T.Eq(x; y)|x is a potential antecedent in an
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5 DRAFT146 / A Descriptive Approach to Language-Theoretic ComplexityA-positionWe now have �ve types of links.A-Link(x; y) � (7)A-Antecedent-Governs(x; y) ^:Base(x) ^Trace(y)+anaphor(y) ^�pronominal(y)|y is an A-trace, x is not in Base positionA-Ref-Link(x; y) � (8)A-Antecedent-Governs(x; y) ^ :Ref(x) ^ :Ref(y) ^Bar2(x) ^ (:Target(x) _ Spec(x)) ^|x is an XP and is a speci�er if it is the target:Base(x) ^Trace(y) ^�anaphor(y) ^�pronominal(y)|y is an A-trace, x is not in Base positionA-Ref-Link(x; y) � (9)A-Antecedent(x; y) ^Ref(x) ^Ref(y) ^Bar2(x) ^ (:Target(x) _ Spec(x)) ^|x is an XP and is a speci�er if it is the target:Base(x) ^Trace(y) ^�anaphor(y) ^�pronominal(y)|y is an A-trace, x is not in Base positionRight-Link(x; y) � (10)Right-Antecedent-Governs(x; y) ^:Base(x) ^Trace(y) ^�anaphor(y) ^�pronominal(y) ^|y is an A-trace, x is not in Base positionBar2(x) ^Target(x)|x is the Target and is an XPX0-Link(x; y) � (11)X0-Antecedent-Governs(x; y) ^:Base(x) ^Trace(y)|x is not in base position, y is a traceLink(x; y) � A-Link(x; y) _A-Ref-Link(x; y) _ (12)A-Ref-Link(x; y) _X0-Link(x; y) _Right-Link(x; y)The basic link relations are pairwise mutually exclusive. To see this,note that X0-Link(x; y) requires x to be at Bar0, while in each of the
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5 DRAFTChains / 147others it is required to be an XP. (In the case of A-Antecedent-Governsthis is a consequence of A-pos(x).) The fact that x is required to be inan A-position distinguishes A-Link(x; y) from the other XP links, whichrequire x to be in an A-position. Right-Link(x; y) is distinguished fromthe other A-links by the fact that it requires x to be a Target (rightmovement is non-cyclic in our analysis) and adjoined (which impliesthat it is not a speci�er), while the others require x to be a speci�erif it is a Target. Finally, the two types of A-leftward movement aredistinguished by Ref.13.4.1 Avoiding Con
ation of ChainsOur idea is to de�ne chains as sets of categories that are linearly orderedby the link relation and contain both a maximum (the target position)and minimum (the base position) wrt to that relation. The remainingconcern is that it is not su�cient to just pick out chains to satisfy ECPfor the various traces in the tree, we must also insure that the chains areidenti�ed consistently for all traces in the tree. With indexation, this issimple. Each category belongs to exactly one chain, that consisting ofall categories sharing its index. Here we have the possibility that twochains that occur within the same domain might end up intersecting.An example might be:(14) * Who has [IP ti told you [CP tj [IP tj invited him]]].where the indices on the traces are intended to distinguish them fordiscussion only. While chains can be found for both the i and j traces,they necessarily share Who. This can be read of a con
ation of thesentences(15) Whoj has Alice told you [CP tj [IP tj invited him]]Whoi has ti told you Alice invited him.In order to rule out such con�gurations, we de�ne chains not onlyto be bounded sets of categories that are linearly ordered by the linkrelation, but also to be maximal in the sense that every category that isrelated to some member of the chain by the link relation is included inthe chain. In the case of (14) any such set including either of the traceswill necessarily include both, since both are related to Who by link.Consequently, there is no linearly ordered set including either of themthat is maximal in this sense, and no chains for them can be found. Thisapproach requires, though, that whenever two chains overlap in a well-formed sentence, there is no category in one that is related by the linkrelation to a category in the other. Otherwise, neither chain could belicensed. We argue, in the next section, that the classi�cation of chains
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5 DRAFT148 / A Descriptive Approach to Language-Theoretic Complexitywe have already developed, with some extensions, su�ces to establishthis condition for English.13.5 De�ning ChainsChains, then, are bounded sets of categories that are linearly ordered bythe link relation and are maximal in the sense of the preceding section.Chain(X) � (13)(9!x)[X(x) ^Target(x)] ^ (9!x)[X(x) ^ Base(x)]^|X contains exactly one Target and one Base(8x)[X(x) ^ :Target(x)! (9!y)[X(y) ^ Link(y; x)]] ^|All non-Target have a unique antecedent in X(8x)[X(x) ^ :Base(x)! (9!y)[X(y) ^ Link(x; y)]] ^|All non-Base have a unique successor in X(8x; y)[X(x) ^ (Link(x; y) _ Link(y; x))! X(y)]|X is maximal wrt the Link relationThe maximality condition is enforced by the last clause. Note thatLink(x; y) cannot hold if x is Base or y is Target (under the assumptionthat Target(y) ! :Trace(y)). Thus, the Target position of the chainis necessarily maximal and the Base position necessarily minimal withrespect to Link. It also follows that chains that would be con
ated ifthey were to overlap can occur end-to-end without interfering with eachother.There is one more detail we need to take care of which has to do withthe propagation of features along chains. The de�nition of Link requiresa trace and its antecedent to agree in their T-features, but nothingyet requires the T-Features to take any particular value. Further, inmovement some of the features of the moved category are inherited byits trace, usually the � features|number, case, gender, etc.|but wecan be neutral about which features they actually are. They do not, ofcourse, include the features distinguishing binding properties (�anaphorand �pronominal) since these are assigned to traces on the basis of thetype of movement and are independent of the type of the moved category.Both of these issues have to do with the relation between the T-featuresand the ordinary features of a category. We handle this as explicitprinciples, one which applies to targets and one which applies to traces:(8x)[ Target(x)! T.N(x)$ N(x) ^ � � �^T.+anaphor(x)$ +anaphor(x) ^ � � �](8x)[ Trace(x)! T.N(x)$ N(x) ^ � � �] (14)
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5 DRAFTChains / 14913.6 De�ning ECPWe are now ready to return the the Empty Category Principle. In Rizzi's�nal version, this comes down to two principles: every trace must beproperly head-governed, and every moved category must be identi�edwith its base position. The second of these, which is the remnant of thetraditional formulation of ECP, requires the trace to be either bound byits antecedent via a referential index, or to be antecedent-governed. Byincorporating A-referential links into our account of chains, we reduceboth of these cases to a requirement that the trace occurs in a well-formed chain. Thus, in our interpretation, the traditional notion of ECPreduces to the intuitively obvious requirement that every trace occurs insome chain.9Proper head-government is just head-government of a category thatis included in the minimal category including the governor.Proper-Head-Governs(x; y) � (15)Head-Governs(x; y) ^ (8z)[Includes(z; x)! Includes(z; y)]ECP, then, is expressed by the two principles:Licensing (16)(8x)[Trace(x)! (Bar0(x) _ (9y)[Proper-Head-Governs(y; x)])]Identi�cation (17)(8x)[Trace(x)! (9X)[Chain(X) ^X(x)]]Rizzi requires only antecedent-government for X0 movement (Rizzi 1990,pg. 118, note 8). As antecedent-government is required by the Identi�-cation principle, we exclude X0 traces from the Licensing clause.Of course, the requirement that Traces occur within some chain ap-plies to Targets as well, that is, every category that is :Base should beassigned to some chain. But we can generalize this even further. Aswe admit trivial chains (in which the only member is both Target andBase), every category belongs to some chain. Then the Identi�cationprinciple applies universally:9The cost, of course, is that our notion of well-formed chain is much more complex.We have transferred the burden usually carried by ECP to the de�nition of chain.But without indexation this additional complexity in the de�nition of chains seemsto be necessary in any case. It is satisfying, then, that it can be accompanied by acorresponding simpli�cation of ECP.
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5 DRAFT150 / A Descriptive Approach to Language-Theoretic ComplexityIdenti�cation(Generalized)(8x)(9X)[Chain(X) ^X(x)] (18)13.7 Distinguishing Chains in EnglishTo complete this account of movement we still need to justify our claimthat only ill-formed chains will be excluded by our maximality condition.In essence, this is a claim that we can distinguish a set of classes ofchains, the size of which is bounded independent of the input, and whichsu�ces to guarantee in well-formed English sentences that chains withinthe same class will never overlap. We will approach this by treating eachof the classes of chains we have already distinguished separately. As weshall see, it is only in the case of rightward movement that we will haveto re�ne any of these classes. As an aid in following the discussion, thereader will probably want to refer back to our map of the classes wecover in our taxonomy of movement in English, Figure 15.We should note that our entire analysis up to this point ignoresthe fact that traces and targets themselves are sometimes moved in thecourse of the movement of other categories. This last issue is usuallyresolved by reconstruction which we will take in the next section.13.7.1 Head MovementIn English, head movement is extraordinarily simple, particularly if verbsare fully in
ected in the lexicon, as we have assumed. It comes downsimply to I0-to-C0 or V0-to-I0-to-C0 movement. Each movement is tothe immediately c-commanding head and it never crosses a CP. In anydomain there is a �xed bound on the number of categories that canparticipate in this movement and each is distinct from the others. Thus,while these chains can overlap (in the case of V0-to-I0-to-C0 movementthe V0 chain and I0 chain overlap) they are always distinguished bytheir T-features. In fact, even if they were not distinguished by theirT-features, as long as there is a bound on the number of chains that canoverlap we can always add a (bounded) set of new features su�cient todistinguish them. The inability of this approach to account for cross-serial dependencies in Dutch is a result of the fact that, in the analysiswe assume, an arbitrary set of overlapping V0-to-I0 chains can occur inthese constructions.13.7.2 A-movementAs we saw in section 13.1, A-movement in English is limited to subject-to-subject or object-to-subject movement. Thus, the landing site is al-ways [Spec,IP]. Further, by minimality of antecedent-government, no
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5 DRAFTChains / 151A-link can cross [Spec,IP] without landing there. Thus, whenever twoA-chains occur within the same IP, they must both land in the speci�erof that IP, that is, they must necessarily intersect. It follows that twowell-formed A-chains cannot occur in the same IP; the maximality con-dition in our de�nition of chains makes exactly the right judgment andit makes it for exactly the right reason.13.7.3 Leftward, Non-referential Abar-movementThe analysis here parallels that of A-movement precisely. The landingsite for this class of movement, in English, is always [Spec,CP]. Further,A-Ref-links cannot cross [Spec,CP], again, by minimality of antecedent-government. Two well-formed chains of this class cannot occur, then, inthe same CP, and our de�nition of chains again gets both the judgmentand its explanation correct.13.7.4 Leftward, Referential Abar-movementHere we can appeal to Manzini's (Manzini 1992) account of A-movementwhich implies that no more than two A-chains|one referential and onenon-referential|may ever overlap. Consequently, overlapping referen-tial A-chains cannot occur. This claim can be argued directly from theapparent distribution of this type of movement in English as well. Con-sider the following examples (due to Bob Frank):(16) a. *[NPiWhich car] do you wonder [NPjwhich mechanic] John knew[APkwhen] to tell tj how to �x ti tk?b. ?[NPiWhich car] do you wonder whether John knew [APjwhen]to tell the mechanic how to �x ti tj?c. ?*[NPiWhich car] do you wonder [NPjwhich mechanic] Johnshould tell tj how to �x ti tk?d. ?*[NPiWhich car] do you wonder [NPjwhich mechanic] Johnthought I should tell tj how to �x ti tk?(17) a. *[NPiWhich painting] do you wonder [NPjwhich museum] Johndecided whether to give tj ti?b. [NPiWhich painting] do you wonder [APjhow] John decidedwhether to give ti the museum tj?As is typical of this class of movement, all of these examples areat least somewhat degraded due, presumably, to subjacency violations.The point here is that the cases of overlapping A-Ref-movement (Ex-amples 16a, 16c, 16d, 17a) are all at least highly marked, while the cor-responding examples in which the overlapping movement involves only
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5 DRAFT152 / A Descriptive Approach to Language-Theoretic Complexityone referential chain are relatively acceptable.10 On this evidence, itwould seem that overlapping A-Ref-movement results in ill-formed En-glish sentences. Clearly, then, two such chains can never occur in thesame domain, and the issue of intersection cannot arise.13.7.5 Rightward movementIt is in the case of rightward movement that we need to re�ne our clas-si�cation. As we saw in our taxonomy of movement, this comes downto �ve cases (the �gure helps in identifying these):� A complement of a subject raises to adjoin at IP.� A complement of VP raises to adjoin at VP.� A complement of a verbal complement raises to adjoin at VP.� An adjunct of a subject raises to adjoin at IP.� An adjunct of a verbal complement raises to adjoin at IP.There is some controversy about the particular site of adjunction insome of these cases, but, as this movement cannot cross CP, the possiblenumber of such sites is bounded, and our approach can be extended toaccount for any bounded set of sites.We assume that the number of complements of any phrase is bounded.Thus there is a �nite bound on the number of base positions that canparticipate in the �rst three cases of rightward movement. We assumefurther that categories in these positions are distinguished by some newset of features (Comp-1-of-Subject, for instance). Chains formed bythese classes of movement, then, will be distinct.The last two cases present more of a problem. While the base posi-tions involved are all adjoined either to [Spec,IP] or [Comp,VP], either atthe XP or X level, there is no bound on the number of categories that canbe adjoined in this way. As we saw, though, in the discussion about ourtreatment of head movement as adjunction (Section 10.3), there is littlestructural distinction between the nodes adjoined to the same side of thesame category. While there may be linguistic reasons for preferring oneadjunction structure over another, as long as the theory is based onlyon structural relationships there will be little to distinguish alternativestructures within it. Consider the two structures in Figure 16. With theexception of the inclusion/exclusion relationships between the adjunctsthemselves, the structural relationships determined by c-command anddomination in the two alternatives are the same. Further, for the mostpart these adjuncts can be freely permuted. Thus, there is little to preferone order at D-structure over another (unless one is going to propose10In these examples (31b and 32b) each wh-adverbial is taken to be modifying thatclause the [Spec,CP] of which it �lls.
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5 DRAFTChains / 153XXXXX YPZPWP X YPYP ZPYP WPFIGURE 16 Alternate Adjunction Structuresthat the adjuncts move among themselves between D-structure and S-structure). We will assume, then, that:� All right adjunctions to a category are higher than any left ad-junction to the same category.� All adjoined categories that raise from a given position are adjoinedat D-structure in the second con�guration of Figure 16.� These all raise simultaneously, in a single movement of the mostinclusive category.This can be re�ned to allow for movement to multiple target sites froma given D-structure adjunction site. The point is that under these as-sumptions there are boundedly many pairs of base and target positions,and thus, boundedly many chains su�ce. Again, we assume these aredistinguished by a �nite set of new features.Note that we end up accepting trees in which the adjunction structuredi�ers super�cially from the analysis one is likely to assume, but thatare essentially identical structurally to whatever particular analysis thatmay be. Of course, these structures are all acceptable under X-bartheory, and so we do not need to do anything to explicitly license orrequire them. The thrust of our treatment is that among the trees wealready license, and those that are licensed by standard GB accounts,there is an analysis in which we can account for rightward movementof unboundedly many adjuncts with a bounded number of chains. Ourtreatment will accept these, and reject others.13.8 An ExampleFigure 17 is the example of Figure 13 with the base, trace, and targetcategories labeled as we have described. There are two chains: an A-referential chain (the NP chain) and an X0-chain (the I0-chain). The A-
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FIGURE 17 Labeled Chains
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5 DRAFTChains / 155referential chain is a wh-chain. Note that, while its target is pronominal([�anaphor,+pronominal]) and this determines the value of the corre-sponding T-features for the chain, the traces do not inherit these featuresand are [�anaphor,�pronominal] as required by the A-Ref-Link relation.13.9 DiscussionWe have sketched, in this chapter, the formalization in L2K;P of a rea-sonably complete account of simple movement in English. Since thetheory we capture is not parameterized for English but the formaliza-tion must necessarily fail for non-context-free natural languages, thequestion arises of what specializes it to English-like languages. This canbe traced to the maximality condition we include in the de�nition ofchains. This condition makes it impossible to identify any of the chainsin a con�guration in which multiple chains overlap that are not distin-guished by class of movement or the features of the target. Thus, theformalization works only if such con�gurations do not occur. In essence,we must posit a principle ruling out overlapping chains of this sort inorder to establish correctness of the formalization. While we argue thatsuch a principle holds for the fragment of English we discuss, we do notpresume that it will hold for the class of all natural languages. In fact,we will return to this issue in Chapter 15, where it will become the ba-sis for distinguishing the class of languages for which our formalizationsucceeds, and which are therefore strongly context-free, from those forwhich it fails, which are possibly non-context-free.The fact that this fragment of English can be captured in L2K;P isa consequence, to a large extent, of the fact that the account we cap-ture, Rizzi's Relativized Minimality, is expressed largely in terms of linkrelations|based on antecedent-government|which have bounded do-mains. Again, it seems signi�cant that Rizzi has been led by purelylinguistic considerations to an account of movement that is nearly ex-actly tailored for formalization in L2K;P .Moving from the use of indices to the use of antecedent-governmentto identify members of chains puts a much greater burden on the de�-nition of antecedent-government, and consequently, on the de�nition ofthe link relation. Of course, Rizzi argues that the more complicated no-tion of antecedent-government is necessary to account for the fact thatthe di�erent types of antecedent-government do not interact for the pur-poses of minimality. At the same time, this increase in the complexity ofantecedent-government is accompanied by a simpli�cation of the ECP.For Rizzi, the traditional formulation of ECP evolves into a general re-quirement that every operator be identi�ed with its variable. We push
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5 DRAFT156 / A Descriptive Approach to Language-Theoretic Complexitythis slightly further, and capture each of Rizzi's cases of identi�cationas link relations. Consequently, for us the traditional formulation ofECP becomes a simple requirement that every category is a member ofa (possibly trivial) well-formed chain. In this way, limiting ourselvesto a radically impoverished mechanism (CFGs) yields what is in somerespects a radically simpli�ed account of a complex array of syntactice�ects.We should emphasize that the formalization we have provided so farcan not successfully account for all movement in English. In particular,it is unable to account for structures that Rizzi analyzes under recon-struction. The extension of the formalization to account for these casesis the topic of the next chapter.
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5 DRAFT14ReconstructionOur treatment of movement so far works well only as long as no chainis disturbed by subsequent movement. Unfortunately, this is frequentlynot the case; interactions between movements frequently disrupt thegovernment relations that license their chains. A common example is thecase of V-to-I-to-C movement (Figure 14 of the previous chapter). Here,while has does c-command its trace, it does not X-Antecedent-Govern it.The Bar0 level trace tj intervenes. This is the worst case of interactinghead movement in English and we could make speci�c exceptions for it,but the same process can occur more generally in other languages. Itmakes sense to seek a more general solution.Another case is demonstrated by the sentence(1) How likely is Alice to win?We assume the D-structure:1(2) [CP [IP e is [AP [AP how] likely [IP Alice to win]]]]This transforms by a sequence of four movements:� Alice raises to [Spec,IP] (of the upper IP).� The subordinate IP raises to adjoin at IP.� AP raises to [Spec,CP].� I0 raises to adjoin at C0.The D- and S-structures for this are shown in Figure 18. We are in-terested in the licensing and identi�cation of the traces, that is, in theirproper-head-governors and antecedent-governors (or, rather, their an-tecedent in the Link relation). In this structure the moved I0 antecedent-governs its trace, all that is required by the theory. Similarly, the traceof I0 proper-head-governs the trace of AP, and that trace is antecedent-1This is just one possible analysis. What is important, here, are the interactions ofthe movements. The details of the analysis are irrelevant.157
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t(IP) Iis C;C t(I) t(AP)AliceIP INP IP II VPto wint(NP)
CPAPAP Ahow likelyA C IP
C;CP C IP INP I APAP A IPNP II VPis how likely Alice to win

Spec A
FIGURE 18 Movement of the Base Position
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5 DRAFTReconstruction / 159governed by the target position. Also, likely proper-head-governs thetrace of IP. But that is as far as we get. The moved IP does not evenc-command its trace, let alone antecedent-govern it. The same is trueof Alice. Further, there is no proper-head-governor of the trace of Alice.These are the kinds of di�culties for representational interpretationsof movement that are typically handled by reconstruction. Relationshipsthat hold at D-structure but which may be disturbed at S-structure areallowed to hold under reconstruction|in a D-structure that has beenreconstructed from the S-structure. This is Rizzi's approach as well.2The actual mechanism involved is not often speci�ed, although it is oftendiscussed as if it were a derivational mechanism actually extracting theD-structure embedded in the S-structure.It is tempting to treat this representationally by interpreting chains,for government relations at least, as single categories. Then the chaingoverns everything any member of the chain governs. This may well betoo strong, and it may be necessary to treat only the Target and Basepositions this way. (This is essentially Fong's approach (Fong 1991);the Target position participates in S-structure relations, the Base in D-structure relations.) Unfortunately, this doesn't work for us. We needto identify chains in order to pick out Target/Base pairs, but we needthe government relations to identify the chains. Thus, the de�nitionwould be circular (or, more precisely, not explicit). The approach istheoretically inviting, though, and can likely be made to work in L2K;Pextended with inductive de�nitions. In order to stay within the powerof L2K;P , we will adopt a more direct, if much less elegant, solution,although one that is still purely declarative, and thus, in keeping withthe spirit of representational interpretation.We distinguish three cases: those in which the Target position ismoved, those in which the Base is moved, and those that move an in-termediate trace. The moved Target case is the simplest, and, while wecould handle it with a mechanism like the one we propose for the othercases, it is possible to treat it more cleanly. Thus, we will deal with thiscase separately �rst. We treat the case of moved Bases next, and then2Although he places great importance on a requirement that proper-head-government cannot apply under reconstruction, arguing from evidence in Italian andGerman. He does not, on the other hand, consider (or license) right movement inEnglish. It is hard to see how the D-structure given for the example can derive theS-structure without either violating the Licensing clause or allowing proper-head-government to apply under reconstruction. We will de�ne the mechanism to handleit. Our de�nition can easily be restricted to appropriate cases, whatever they maybe.
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5 DRAFT160 / A Descriptive Approach to Language-Theoretic Complexityturn to movement of intermediate traces. As we will see, this last caseessentially falls under the category of moved Bases.In all of these situations, what has been disturbed is the locality of thegovernment relation. Our idea is that the notion of locality for each ofthe government relations will need to be modi�ed to account for the sub-sequent movement. These modi�cations, on the other hand, will dependcrucially on the original notions of locality. The following predicatesextract just the locality conditions|the structural relationships|fromthe de�nitions of government in Sections 10.7 and 13.3. These will beused both in de�ning the mechanisms that account for reconstructionand in rede�ning the government relations based on those mechanisms.Head-Local(x; y) � :(9z)[InterveningBarrier(z; x; y)]^ (1):(9z)[Bar0(z) ^ Base(z) ^ Intervenes(z; x; y)]A-Antecedent-Local(x; y) � (2):(9z)[Intervening-Barrier(z; x; y)]^:(9z)[Spec(z) ^A-pos(z) ^C-Commands(z; x) ^Intervenes(z; x; y)]A-Antecedent-Local(x; y) � (3):(9z)[Intervening-Barrier(z; x; y)] ^:(9z)[Spec(z) ^ :A-pos(z) ^C-Commands(z; x) ^Intervenes(z; x; y)]Right-Local(x; y) � (4):(9z; z0)[Intervening-Barrier(z; x; z0) ^Intervening-Barrier(z0; z; y)]X0-Antecedent-Local(x; y) � (5):(9z)[Intervening-Barrier(z; x; y)] ^:(9z)[Bar0(z) ^C-Commands(z; y) ^ Intervenes(z; x; y)]We also will assume that antecedents c-command their traces asym-metrically (A-C-Command). This is useful, particularly in the analysisof the next section, as it is a transitive relationship.
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5 DRAFTReconstruction / 161YY0Xi Y0 tiYPXi Yti Y0 Xi ti YPXi YP tiFIGURE 19 Movement of the Target PositionZ0 Z0 Y tiXi tjY0jY0j Z

FIGURE 20 Movement of Target|Head Movement14.1 Moved TargetsSuppose some category Xi (of unspeci�ed Bar level) has moved from aposition now occupied by ti. Then Xi a-c-commands ti and it is eithersubstituted at a Spec or Comp position of some YP, or adjoined atYP or Y0.3 (See Figure 19.) Suppose, further, that some subsequentmovementmoves Xi. In the �rst three cases the moved category is eitherXi itself, in which case this is a simple case of cyclic movement, or itincludes YP (or Y), and thus, ti as well.The only interesting case, then, is the fourth case which occurs whena head with an adjoined head is moved, as in V-to-I-to-C movement inEnglish. Note that any movement that moves Xi without moving Y0only forms a new link in the Xi chain. Such movement can be analyzedwithout reconstruction as simple cyclic movement. Let us suppose, then,that no movement disturbs the relationship between Xi and Y0. SupposeY0 is moved. (The general case, in which any head of a deeper adjunctionstructure moves, follows by induction.) The result of this movementis shown in Figure 20. Since every head in the adjunction structureincludes Xi and no head in that structure dominates it, every category a-3We continue to assume that all head movement is by adjunction.
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5 DRAFT162 / A Descriptive Approach to Language-Theoretic Complexityc-commanded by any head in the structure is a-c-commanded by all suchheads. In particular, since Y0 must a-c-command tj , then Xi must alsoa-c-command tj. Further, tj must a-c-command ti (since Xi did when itwas attached there). It follows, by the transitivity of a-c-command thatXi still a-c-commands ti. Thus, movement of the target never disturbsthe a-c-command relation of target and trace.It follows that Xi is local to ti (that is, it is local when Y0 is movedback to the position of tj under reconstruction) i� tj is local to ti.Thus, we never need to follow more than one link of the subsequentmovements|that of the immediately including head. We can modifyour de�nition of X0-antecedent-government, then, to pick out a head xthat is either X0-antecedent-local to y itself or is adjoined to a head thebase position of which is X0-antecedent-local to y.X0-Antecedent-Governs(x; y) � (6)Bar0(x) ^A-C-Commands(x; y) ^T.Eq(x; y) ^:Base(x) ^Trace(y) ^(9z)[ (z � x_(9z0)[ Adj(x) ^ z0 / x ^Target(z0) ^ Bar0(z0)^A-C-Commands(z0; z) ^ Base(z) ^T.Eq(z0; z)]) ^X0-Antecedent-Local(z; y) ]This depends on being able to pick out the appropriate Target/Basepair for the head including Xi on the basis of the T-features. For English,this is guaranteed. All we ever see is a V0-chain and an I0-chain. Forother languages this is not a valid assumption.14.2 Moved Base PositionsFor moved base positions there is no such simple analysis of the problem.We need a general solution, one that allows the propagation of each ofthe remaining government relations through arbitrarily many chains.Our approach here is quite arti�cial. It involves annotating traces inbase position with an indication of those traces that can be reachedfrom the target position of its chain (reached in the sense that it isdominated by the target position and local to it). Of course, as long asthe locality conditions are met, this will be transitive. The traces thatcan be reached from the target will include both the traces the targetactually dominates and those that can be reached from the targets ofthose traces.
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5 DRAFTReconstruction / 16314.3 PhantomsOur annotation takes the form of Phantom traces. These are nodesoutside the X-Bar scheme that are marked as phantoms and occur aschildren of traces. (Our de�nition of the X-Bar scheme must be modi�edto license these.) These are identical in their T-features to the tracesthey reference. A given trace dominates a phantom for every trace (bothordinary and phantom) that is local to its antecedent. Since there are �venotions of locality we need to deal with here (counting both referentialand non-referential A-movement, but not counting X0-movement) wewill have �ve varieties of phantoms. We license these in two steps, �rstde�ning where they must occur and then requiring them to occur onlythere. H-Phantom(8x; x0; y0)(9y)[ (Trace(x) ^ Link(x0; x) ^ x0 /+ y0^(Target(x0) ^Head-Local(x0; y0)^(Trace(y0) _H-Phantom(y0) ) _Trace(x0)) ^H-Phantom(y0) )!x / y ^H-Phantom(y) ^T.Eq(y0; y) ] (7)This says that whenever x is a trace with antecedent x0 (as identi�ed byLink) and either:� x0 is Target and is Head-Local to a trace y0 or� x0 is Target and is Head-Local to an H-Phantom y0 or� x0 is a trace and dominates an H-Phantom y0,then there is an H-Phantom y under x that takes its T-features from y0.The remaining four cases di�er only in the variety of the phantomand notion of locality.A-Phantom(8x; x0; y0)(9y)[ (Trace(x) ^ Link(x0; x)^ x0 /+ y0^(Target(x0) ^A-Antecedent-Local(x0; y0)^(Trace(y0) _A-Phantom(y0) ) _Trace(x0)) ^A-Phantom(y0) )!x / y ^A-Phantom(y) ^T.Eq(y0; y) ] (8)
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5 DRAFT164 / A Descriptive Approach to Language-Theoretic ComplexityA-Ref-Phantom(8x; x0; y0)(9y)[ (Trace(x) ^ Link(x0; x)^ x0 /+ y0^(Target(x0) ^A-Antecedent-Local(x0; y0)^(Trace(y0) _A-Ref-Phantom(y0) ) _Trace(x0)) ^A-Ref-Phantom(y0) )!x / y ^A-Ref-Phantom(y) ^T.Eq(y0; y) ] (9)A-Ref-Phantom(8x; x0; y0)(9y)[ (Trace(x) ^ Link(x0; x) ^ x0 /+ y0^(Trace(y0) _A-Ref-Phantom(y0)) )!x / y ^A-Ref-Phantom(y) ^T.Eq(y0; y) ] (10)R-Phantom(8x; x0; y0)(9y)[(Trace(x) ^ Link(x0; x) ^ x0 /+ y0^(Target(x0) ^Right-Antecedent-Local(x0; y0)^(Trace(y0) _R-Phantom(y0) ) _Trace(x0)) ^R-Phantom(y0) )!x / y ^R-Phantom(y) ^T.Eq(y0; y) ] (11)The opposite direction is similar:(8y)[H-Phantom(y) !:(9z)[y / z]^:(Base(y) _ Bar0(y) _ Bar1(y) _ Bar2(y) _ Lexical(y)) ^(9x; x0; y0)[x / y ^T.Eq(y0; y)^Trace(x) ^ Link(x0; x) ^ x0 /+ y0^(Target(x0) ^Head-Local(x0; y0) _Trace(x0))^(Trace(y0) _H-Phantom(y0)) ] ] (12)This says that every H-Phantom y is structurally empty (dominates onlyitself), is not in Base position and is outside the Lexicon and Bar levels,and is the child of a trace x with an antecedent x0 that either is a targetthat is head-local to a trace or H-phantom y0 or is a trace dominatingan H-Phantom y0, and that y and y0 agree on their T-features.
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5 DRAFTReconstruction / 165Again, the remaining cases vary only in the variety of phantom andnotion of locality.(8y)[A-Phantom(y)!:(9z)[y / z]^:(Base(y) _ Bar0(y) _ Bar1(y) _ Bar2(y) _ Lexical(y)) ^(9x; x0; y0)[x / y ^T.Eq(y0; y)^Trace(x) ^ Link(x0; x) ^ x0 /+ y0^(Target(x0) ^A-Antecedent-Local(x0; y0) _Trace(x0))^(Trace(y0) _A-Phantom(y0)) ] ] (13)(8y)[A-Ref-Phantom(y) !:(9z)[y / z]^:(Base(y) _ Bar0(y) _ Bar1(y) _ Bar2(y) _ Lexical(y)) ^(9x; x0; y0)[x / y ^T.Eq(y0; y)^Trace(x) ^ Link(x0; x) ^ x0 /+ y0^(Target(x0) ^A-Antecedent-Local(x0; y0) _Trace(x0))^(Trace(y0) _A-Ref-Phantom(y0)) ] ] (14)(8y)[A-Ref-Phantom(y) !:(9z)[y / z]^:(Base(y) _ Bar0(y) _ Bar1(y) _ Bar2(y) _ Lexical(y)) ^(9x; x0; y0)[x / y ^T.Eq(y0; y)^Trace(x) ^ Link(x0; x) ^ x0 /+ y0^(Trace(y0) _A-Ref-Phantom(y0)) ] ] (15)(8y)[R-Phantom(y) !:(9z)[y / z]^:(Base(y) _ Bar0(y) _ Bar1(y) _Bar2(y) _ Lexical(y)) ^(9x; x0; y0)[x / y ^T.Eq(y0; y)^Trace(x) ^ Link(x0; x) ^ x0 /+ y0^(Target(x0) ^Right-Antecedent-Local(x0; y0) _Trace(x0))^(Trace(y0) _R-Phantom(y0)) ] ] (16)
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5 DRAFT166 / A Descriptive Approach to Language-Theoretic ComplexityThese phantoms provide the means for extending the de�nitions ofantecedent-government. Government holds between x and y if either yor a phantom of y are appropriately local to x.Head-Governs(x; y) � (17)(9y0)[(y � y0 _H-Phantom(y0) ^T.Eq(y; y0)) ^Bar0(x) ^M-Command(x; y0) ^(Lexical(x) _T(x) _+agr(x) ^Agreement(x; y)) ^Head-Local(x; y0)]A-Antecedent-Governs(x; y) � (18)(9y0)[(y � y0 _A-Phantom(y0) ^T.Eq(y; y0)) ^A-pos(x) ^C-Commands(x; y0) ^T.Eq(x; y0) ^A-Antecedent-Local(x; y0)]A-Antecedent-Governs(x; y) � (19)(9y0)[(y � y0 _A-Ref-Phantom(y0) ^T.Eq(y; y0)) ^:A-pos(x) ^C-Commands(x; y0) ^T.Eq(x; y0) ^A-Antecedent-Local(x; y0)]Right-Antecedent-Governs(x; y) � (20)(9y0)[(y � y0 _R-Phantom(y0) ^T.Eq(y; y0)) ^Adj(x) ^C-Commands(x; y0) ^T.Eq(x; y0) ^Right-Antecedent-Local(x; y0)]This de�nition of phantoms is in terms of the Link relation, which,in turn, depends on the de�nition of antecedent-government. This, ofcourse depends on the the distribution of phantoms. So this, then,is an implicit de�nition, which we can interpret inductively|as morephantoms are licensed, more links will be de�ned, which in turn licensesmore phantoms. Note that the non-monadic predicates involved arestill explicitly de�ned. They resolve to formulae in which Phantom(x)occurs, but in which none of the non-monadic predicates occur. Wemust establish, then, that it is in fact a well-de�ned implicit de�nitionof Phantom.Note that every movement creates one link. Invariably, then, thereis at least one link that is undisturbed. This gives the base case for
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t(IP) Iis C;C t(I) t(AP)AliceIP INP IP II VPto wint(NP)(NP) (NP) (IP)
AP CPAP Ahow likelyA C IPPh Ph PhFIGURE 21 Movement with Phantomsan induction on the number of movements that have a�ected a chain.For the induction step, note that if all phantoms due to the movementsthat a�ect a chain have been properly located, then the link relationsfor that chain can be determined using at most those phantoms. Thatthe induction terminates follows from the fact that each step correctlysets the phantoms for one movement. No derivable structure involvesmore than �nitely many movements.As an example of how this works, consider the example shown againin Figure 21, this time decorated with the relevant phantoms. Here thelink between the AP and its trace is undisturbed. Since the target ofthis movement is local to the trace of the IP for both A-antecedent-government, and Right-antecedent-government, there must be one ofeach of these types of phantoms, each referencing the trace of the IP,attached to the trace of the AP. (For clarity we represent both of thesewith a single phantom in the �gure.) We then have the link betweenthe moved IP and its trace established via this phantom. Since the NPtrace is local to the antecedent of this link for both head-government
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5 DRAFT168 / A Descriptive Approach to Language-Theoretic Complexityand A-antecedent-government, there must be one of each of these typesof phantom, each referencing the trace of the NP, attached to the traceof the IP. Since this is A-antecedent-local to the antecedent of the APmovement, this immediately implies that there is such an A-Phantomattached to the trace of the AP, as well. Note that the AP is not head-local to the H-Phantom at the NP trace, and this phantom does notpropagate to the AP trace.These phantoms are su�cient to resolve the government relations inthe �gure. The trace of Alice is now proper-head-governed by virtueof the fact that likely head-governs its phantom under the IP trace.Right-antecedent-government of the IP trace, is established by the IPphantom under the AP trace. And �nally, A-antecedent-government ofthe trace of Alice is established via the NP phantom under the AP trace.Note that this last government relation holds through the mediation oftwo chains|the AP chain and the IP chain|but requires reference toonly one phantom. Propagation through any �nite number of chainsis handled by the de�nition of Phantom, which can be implicit, ratherthan the de�nition of government, which must be explicit.As with X0-antecedent-government, this mechanism depends on be-ing able to distinguish pairs related by Link on the basis of their T-features. Unlike that case, unfortunately, there is no simple way ofestablishing that this in fact can be done. In particular, it is possible,in principle, to move a head out of the local domain of its movement.Thus, we cannot guarantee that chains in otherwise properly formedstructures will not interfere. Cases of movement that actually occur inEnglish seem not to su�er from this, but we are not aware of any researchthat addresses the question of whether they are possible. In the absenceof results ruling out such structures, then, we can claim coverage only ofthose structures in which nested movement does not lead to con
ationof chains. Since structures in which such con
ation does occur are likelyto be at best marginal, this still seems to be an adequate fragment ofEnglish.14.4 Moved Intermediate TracesWe need only account, now, for movement of traces that are neitherTarget nor Base. This case, for movement of maximal projections, isshown schematically in Figure 22. Note that since the trace itself isinvisible to movement, anything that moves it must move YP, and thus,move the Base position as well. This situation, then, is subsumed underthe moved Base case.Moved intermediate traces simply do not occur for head movement,
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ti(Base)WPZPXPi YPti ti(Base)ti ZPXPiYPj (ti)(Base)tjPhFIGURE 22 Movement of Intermediate XP-Traces
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ti(Base)YXi Y
ti(Base)

Y YXi ti(Base)
Z Zti

tjY YXi Xi
Y tjti

ti
Zj Zj
Zj Zj

(ti)
(ti)
Ph
PhFIGURE 23 Movement of Intermediate X0-Traces
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5 DRAFTReconstruction / 171at least not in English. Nonetheless, Figure 23 shows the appropriatecon�guration, if such movement could occur. Note that the requirementthat all head movement be head-local implies that Y0 (and thus, X0)is the closest head c-commanding Z0, and that movement of Z0 mustadjoin at one of these two. In both these cases, resolution of the govern-ment relation between X0 and the intermediate trace cannot be resolvedvia the category immediately including X0. Thus, the X0-antecedent-government mechanism, as we give it, will not cover these cases. It issimple, on the other hand, to extend the phantom mechanism to includeX0-phantoms as well. Then, as with the case of moved intermediate XP-traces, the moved Base mechanism will resolve the moved intermediatetrace case as well.
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5 DRAFT15Limitations of the InterpretationIn this chapter we look at two classes of structures that our mecha-nism cannot accommodate|the analysis of cross-serial dependencies inDutch due to Bresnan, et al. (1982), and certain long-distance extrac-tion phenomena in Swedish (Miller 1991). The fact that the mechanismbreaks down in essentially the same way for both of these classes ofstructures suggests that the property responsible for the failure may becharacteristic of non-context-free natural languages.15.1 Cross-Serial Dependencies in DutchThe �rst class of structures we examine are those of the analysis ofcross-serial dependencies in Dutch that Bresnan, et al., have argued arestrongly non-context-free (recast in the current theory). The inability ofour interpretation to license these structures is due to a failure of headmovement in them to be adequately bounded.The class of sentences of interest are typi�ed by the (slightly modi-�ed) example from Bresnan et al. 1982:(1) dat Jan Piet Marie de kinderen zag helpen helpenthat Jan Piet Marie the children saw-past help-inf help-infzwemmenswim-infthat Jan saw Piet help Marie help the children swimA possible D-structure for this is given in Figure 24. This is transformedthrough a sequence of head movements: a verb adjoins to its INFL whichthen adjoins to the next higher verb. The result is the S-structure ofFigure 25. This is something like an extension of the V-to-I-to-C move-ment in English to arbitrarily deep structures. Our analysis of movedtargets still holds. Each of the targets in Figure 25 a-c-commands itstrace, and the trace of the category immediately enclosing the target isstill X0-antecedent-local to its trace. The problem is that the domain173
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VIP IVPNP IVVIP IVPNP IV

CPCC IPNP I IVPVIP IVPNP IV
VV

dat Jan zagPiet -infhelpenMarie -infdie kinderen -infzwemmen

-past
helpen

FIGURE 24 Cross-Serial Dependencies|D-Structure
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zagV1-infI2helpenV3 I4-inf I6-inf zwemmenV7V7

CPCC IPNP IVPVIP IVPNP
V

dat JanPietMariedie kinderen VIP IVPNP
VIP IVPNP
t7

t1t2t3t4t5 t6

II-past V1 I2 V3 I4 V5 I6V5helpenFIGURE 25 Cross-Serial Dependencies|S-Structure
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5 DRAFT176 / A Descriptive Approach to Language-Theoretic Complexityof these movements is no longer bounded and so we can no longer guar-antee that the chains can be uniquely identi�ed by their T-features. Infact we can not license either of the helpen chains, since the T-featuresof both instances of helpen agree, as do the T-features of their INFLs.Thus, the target of either one X0-antecedent-governs the base of theother and there is no set that is both linearly ordered and maximal inthe way we require chains to be.15.2 Long-Distance Extraction in SwedishThe second class of structures is less clear cut. These are the long-distance extraction phenomena in Scandinavian languages that Millerargues are non-context-free in Miller 1991.1His example is the sentence (shown in Figure 26):(2) H�ar �ar pojken1 som jag undrar [2vilken 
icka] KalleThis is [1the boy] that I wonder [2which girl] Kalleundrar [3vilka barn] han1 trodde att hon2wonders [3which children] he1 thinks that she2hadde rekommenderat t3 til studenterna.had recommended t3 to the students.Strictly speaking, this is an agreement issue rather than a movementissue. There is only one actual movement|the A-referential-chain ofvilka barn|and this is non-problematic. The other co-indexations in-volve resumptive pronouns. These, in fact, are required for Miller's weakgenerative capacity argument, since the verb in
ections are insu�cientlydistinct.2 Some kind of identi�cation mechanism is necessary, though,to mediate the agreement between the pronoun and its referent.The section of the structure that may be iterated is the CP[CP [NP vilk{ NP] NP undrar CP]and the agreement of interest is that between the wh-NP in [Spec,CP]and its corresponding pronoun. While these are certainly referen-tial in the intuitive sense of Rizzi's distinction, the pronoun is notin a referential position, as it is a subject, and thus, not directlyTheta-marked. But we cannot interpret these as something like A-Ref-antecedent-government, because the link crosses an intervening A-speci�er position.3 We might extend the use of referential indices to1In fact, he argues that these structures are not only non-context-free, but areoutside the generative power of indexed languages as well.2In the case of pojken (the boy) it would seem that there can be no movementanyway, as it would be from subject (he thinks: : : ) to object (: : : is the boy) andresulting chain would have multiple Theta-roles.3A corresponding sentence in English might be
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undrarvilken
icka Kale undrar rekommenderathade studenternatillhonatthanbarnvilkaCPCIPNP IVPVV NP CPCC IPNP IVPV
CPNP3 IP IVPVV CPCC IP IV

NP1 troddeH�ar �ar NP1pojken som jag NP2V CPNP2 CIPNP IVPVV CP
VPV t3V PP

C

FIGURE 26 Long-Distance Dependencies
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5 DRAFT178 / A Descriptive Approach to Language-Theoretic Complexityaccommodate binding resumptive pronouns in a situation like this, but,again, our mechanism fails, in this case because our assumption that ref-erential links never overlap fails. It would appear, then, that there maybe no way to handle these structures without being able to distinguisharbitrarily many overlapping chains.15.3 A Class of \English-like" LanguagesIn both of these constructions the di�culty for our formalization is theneed to distinguish an unbounded number of chains. It is our ability toclassify chains in English into a bounded set of types in such a way thatno two chains of the same type overlap that is critical to the success ofthe approach. In fact, our formalization can be adapted to the theory ofany language that is consistent with standard GB accounts and in whichthere is an account of movement that respects such a bound.4 We canstate this as a principle:The number of chains which overlap at any single position in the treeis bounded by a constant.Arguments for the existence of such bounds have appeared in the lin-guistics literature. As we noted earlier, Manzini's Locality Theory (1992)implies that there are never more than two A-chains overlapping at anypoint. Stabler (1994) makes the stronger claim that such bounds existfor all linguistically relevant relationships in all natural languages.Leaving aside the possibility that it may be possible to account forcross-serial dependencies and long-distance extractions in other ways,it is suggestive that both of these canonical examples of non-context-free constructions in natural language fail to satisfy this principle while,conversely, those languages that do can evidently be formalized, usingour approach, in L2K;P and are consequently strongly context-free. Itwould seem, then, at least if we restrict attention to languages withpotentially �nite lexicons (and thus exclude the non-context-free accountof Bambara), that within the realm ofGB the principle seems to separatethe context-free languages from the non-context-free.*[Which boy]i did you wonder [which girl]j wondered ti thought tj recom-mended the book.which fails, at least in part, for this reason.4This also provides a perspective on what it means for a relationship to be local. Byde�nition, every relationship we can capture within L2K;P is local in the sense thatit can be enforced by CFGs. A typical interpretation of the notion of local relationsis that they involve a bounded domain. But we can capture relations between ele-ments that are unboundedly far apart. What we cannot capture are relationships inwhich there are unboundedlymany overlapping domains. This observation is implicitin Joshi and Levy 1982.
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5 DRAFT16Conclusion of Part IIWe have explored, in this part of the book, the twin issues of de�nabilityand non-de�nability in L2K;P of the principles of Government and Bind-ing Theory. When coupled with our result from the �rst half of the bookcharacterizing the Local sets by de�nability in L2K;P , these explorationsrelate directly to the question of which sets of these principles can beenforced by Context-Free Grammars.1 Thus, we get generative capacityresults for formalizations of languages within the GB framework.We have two main results. The �rst states that free-indexation, asit is generally interpreted in GB, is not de�nable in L2K;P . In this inter-pretation indices are assumed to be assigned randomly, with inappropri-ately indexed structures being �ltered out by some set of constraints onthe relationships between co-indexed elements. The immediate implica-tion of the non-de�nability in L2K;P of this form of indexation is thatit is capable of expressing conditions on the phrase markers that can-not be enforced by CFGs. Our result, though, is considerably strongerthan this. We have shown that this approach to indexation is capa-ble of de�ning sets of trees for which emptiness is undecidable, evenwhen the constraints on the indexing are severely restricted|limited toagreement conditions and constraints stated in terms of pairs of nodesrelated by one or two levels of immediate domination. This suggeststhat, while free-indexation is a conceptually simple means of express-ing certain structural principles, it is perhaps too powerful for formaltheories of language, at least if one hopes to be able to establish theconsistency of those theories. This is not an unprecedented idea. Wecite Chomsky (1993) questioning the appropriateness of indices as fun-1While this is the typical characterizationof the local sets, it should not be taken tooliterally, especially when considering the consequences for the nature of the humanlanguage faculty. As we noted in Chapter 1, in that context the key characteristic ofthe local sets, perhaps, is that they are accepted by mechanisms that are equivalentto �nite-state tree automata. 179
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5 DRAFT180 / A Descriptive Approach to Language-Theoretic Complexitydamental entities in linguistic theories, and suggesting that it shouldbe possible to dispense with them in favor of direct expressions of thestructural relationships they capture.The second of our central results states that a speci�c set of prin-ciples commonly employed in GB accounts of language, when extendedslightly, is de�nable in L2K;P , and that this set of principles embodies asubstantially complete GB account of common English syntax. Again,the super�cial consequence of this result is a claim that English is acontext-free language. It seems more signi�cant, though, that the ba-sis of this claim is the claim that a fairly comprehensive formalizationof English within the GB framework is strongly context-free. This isquite a strong language complexity result for a theoretical framework inwhich such results are extremely di�cult to come by. Thus, it servesas an example of the power of our characterization of the Local sets inestablishing results of this type.As we noted in our introductory comments, formalizations of linguis-tic theories often have much to o�er those theories. In developing ourformalization we have sketched a few examples of these potential uses.Perhaps the most important bene�t is the ability to verify aspects ofthe theory formally. As a trivial example of how such veri�cation can becarried out we formally derive, within our de�nition of binding theory,the fact that PRO must be ungoverned from the assumption that it is[+anaphor,+pronominal]. This, of course, is an elementary result in GB,and the exercise probably has as much value in verifying our formaliza-tion as it has in verifying the result. Nonetheless, it is an indication ofthe way in which such predictions can be given a rigorous foundation.The need for such rigorous foundations is illustrated by a secondbene�t formalizations such as this one can provide for linguistic theo-ries. Frequently the process of formalization will clarify details of thetheory that are incomplete, have been overlooked, or simply cannot bedetermined in a less precise context. An example is the fact that theBarriers de�nition of c-command allows for, but does not require, mu-tual and re
exive c-command. While Chomsky raises the possibility ofrestricting this, there is little reason in that context to choose betweenthe possible interpretations of the relationship. In our work here, on theother hand, we point out that c-command is formally better behaved ifit is assumed to be asymmetric. This assumption, in fact, plays a rolein our analysis of the e�ects of subsequent movement on chains. As itturns out, this observation, as with our observations about indexation,has been anticipated in the GB literature. Kayne (1994) employs asym-metric c-command in deriving X-Bar structure from the linear orderingof terminal strings.
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5 DRAFTConclusion of Part II / 181This is a minor example of the way in which the needs of the for-malization can illuminate issues that have linguistic signi�cance beyondthat formalization. A wider array of such issues arise from the fact thatwe cannot capture indexation directly. This has led us to explore the ex-tent to which the principles ofGB actually employ indexation necessarily.One of the things these explorations have highlighted is a distinction be-tween those principles of binding theory and control theory that governthe distribution of nominals (Principle A and Obligatory Control) andthose principles that only govern their interpretation (Principles B andC, and Optional Control). For binding theory, at least, this distinctionis discernible in the theory developed in Chomsky 1993, as well. Moresigni�cant, though, is the fact that we have shown that those princi-ples that actually govern distribution of the nominals can be expressedwithout the use of indexation, and that this can be done in a naturalway.The problem of capturing the chains formed by movement withoutusing indexation is more substantial. Our approach is to look at chainsas linear sequences of link relations of a restricted sort. Here again,our concerns are paralleled by issues raised in the GB literature, par-ticularly in Rizzi's Relativized Minimality (1990) and Manzini's LocalityTheory (1992). To a large extent we owe our success in capturing chainsto Rizzi's account, which is couched largely in terms of the antecedent-government relation. This raises yet another way in which formalizationscan inform the linguistic theory they seek to capture. Rizzi, in develop-ing his account of movement in Relativized Minimality is led to a refor-mulation of the Empty Category Principle (ECP) as two principles|alicensing principle that more or less governs the existence of traces, andan identi�cation principle that governs their distribution and interpreta-tion. It is this second principle that accounts for most of the extractionasymmetries that are usually attributed to ECP. In our account, we areled by our emphasis on the link relation to take this a step further, andfor us the identi�cation principle reduces to a simple requirement thatevery category is a member of a (possibly trivial) well-formed chain.Thus, we are led, by the purely internal requirements of our formal-ization, to a highly simpli�ed account of a wide range of phenomena. Inthis way, the process of formalizing a theory may suggest alternatives orextensions to the analysis the theory embodies. Another example hasto do with the principle that, in Chapter 15, we suggest separates thecontext-free GB languages from the non-context-free GB languages. Ifone had an analysis of all natural language structures in which one couldbound the number of overlapping chains then one could make a claim forthe context-freeness of natural language by proposing the principle as a
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5 DRAFT182 / A Descriptive Approach to Language-Theoretic Complexitycomponent of Universal Grammar. The point, here, is not to make sucha claim, but to illustrate the way in which the formalization can identifyextensions to the theory that have well-de�ned formal consequences.Finally, the prospect of being able to identify the formal consequencesof extensions to the theory raises the possibility of establishing genera-tive capacity results for (some restriction of) GB as a whole. In a sensethis work provides something of a prototype result of this kind. The dif-�culty of establishing language complexity results for GB can be tracedto the fact that the only restrictions on the principles are relatively weaknotions, like learnability, coupled with subjective notions like generality,parsimony, and elegance. If these are augmented by formal restrictionsof the sort we have developed the result will be a formalism within therealm of GB with non-trivially restricted generative capacity. Our pro-totype result, then, is that GB, when restricted to sets of principles thatare de�nable in L2K;P , generates only context-free languages. It is onlyprototypical because we do not actually expect this restriction of GB tobe able to generate the entire class of natural languages. Nonetheless,it seems likely that restrictions of the type we employ here, but withsomewhat greater generative capacity, could provide non-trivial boundson the generative capacity of GB theories without compromising theirability to capture the entire range of natural languages.The question remains of why there should be any correspondencebetween restrictions on principles of the sort we propose for languagecomplexity reasons and the intuitive notions that drive the developmentof GB theory. It would be hard to justify restrictions that were whollyarti�cial from a linguistic point of view. It is here that we believe thesigni�cance of the parallels between the issues we have encountered incapturing principles in our restricted formalism and issues that havearisen on purely linguistic grounds in the GB literature lies. If theseparallels are not purely coincidental, and we believe they are not, thenthey suggest that there is a deeper connection between our languagecomplexity concerns and these linguistic intuitions. And so we comefull circle. If such a deeper connection exists, it is because the regulari-ties of natural language, and thus the characteristics of the human lan-guage faculty, can be distinguished, in part, by the structural propertiesof language-theoretic complexity classes and their automata-theoreticcharacterizations.
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5 DRAFTAIndex of De�nitionsPredicate Eq. No. PageA-Antecedent-Governs(x; y) 1 144A-Antecedent-Governs(x; y) 18 166A-Antecedent-Local(x; y) 2 160A-C-Commands(x; y) 16 98A-Link(x; y) 7 146A-Phantom(y) 13 165A-pos(x) 33 104A-Antecedent(x; y) 6 145A-Antecedent-Governs(x; y) 2 144A-Antecedent-Governs(x; y) 19 166A-Antecedent-Local(x; y) 3 160A-Ref-Link(x; y) 9 146A-Ref-Phantom(y) 15 165A-Ref-Link(x; y) 8 146A-Ref-Phantom(y) 14 165Acc(x) 9 116Accessible-Subject(x; y) 3 123Adj(x) 4 95Agent(x) 6 115Agreement(x; y) 36 108Bar0(x) 23 102Bar1(x) 22 102Bar2(x) 21 102Barrier(x) 34 107Binding-Distinct(x; y) 8 124Binding-Features-Agreement(x; y) 9 124C-Commands(x; y) 14 98Case-Marked(x) 11 116183
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5 DRAFT184 / A Descriptive Approach to Language-Theoretic ComplexityPredicate Eq. No. PageCategory(X) 2 94Category(X;x) 5 95Category(x; y) 6 95Chain(X) 13 148Comp(x; y) 28 103Comp(x) 29 103Component(X) 1 94Dominates(x; y) 9 96Excludes(x; y) 10 96External-Arg(x; y) 5 115F.Eq(x; y) 3 94GC(X;x) 6 124GC(y; x) 7 124gc(X;x) 5 123H-Phantom(y) 12 164Head(x; y) 26 103Head(x) 27 103Head-Governs(x; y) 35 107Head-Governs(x; y) 17 166Head-Local(x; y) 1 160HeadXP(x; y) 17 101HeadX(x; y) 18 101i-within-i(x; y) 4 123Identi�cation 17 149Identi�cation (Generalized) 18 150Imm-Dominates(x; y) 13 97Includes(x; y) 11 96Internal-Arg-1(x; y) 4 115Intervenes(z; x; y) 38 108Intervening-Barrier(z; x; y) 37 108Left-Of(x; y) 12 96Lexicon(x) 1 112Licensing 16 149Link(x; y) 12 146M-Commands(x; y) 15 98Max-Projection(x; y) 24 103Max-Projection(x) 25 103MaxSeg(x) 7 95MinSeg(x) 8 95
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5 DRAFTIndex of Definitions / 185Predicate Eq. No. PageNom(x) 10 116Obligatory Control 11 128Principle A 10 125Projects(x; y) 19 101Proper-Head-Governs(x; y) 15 149R-Phantom(y) 16 165Right-Antecedent-Governs(x; y) 3 144Right-Antecedent-Governs(x; y) 20 166Right-Link(x; y) 10 146Right-Local(x; y) 4 160SUBJECT(x) 2 123subject(x) 1 123Spec(x; y) 30 103Spec(x) 31 103T.Eq(x; y) 5 145Theme(x) 7 115Theta-Marked(x) 8 115X0-Antecedent-Governs(x; y) 4 144X0-Antecedent-Governs(x; y) 6 162X0-Antecedent-Local(x; y) 5 160X0-Link(x; y) 11 146
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