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Abstract

Fork/join stations are used for modeling synchronization between entities, and fork/join queueing networks are natural models for a variety of communication and manufacturing systems: Parallel computer networks, fabrication/assembly systems, supply chains and material control strategies for manufacturing systems. Exact solutions of general fork/join networks can only be obtained by using numerical methods to analyze the underlying Markov chains. However, this method is computationally feasible only for networks with small population size and number of stations. In this paper, we present a simple approximation method to estimate the throughput of a closed queueing network that features a single fork/join station receiving inputs from multi-station subnetworks. Our technique uses aggregation to estimate the arrival process from input subnetworks. Given the estimated arrival process, we then derive closed form approximate expression for the network throughput by analyzing a simplified Markov chain. A numerical study shows that the proposed approximation is fairly effective, particularly for large network sizes.

1. Introduction

Fork/join stations are used to model synchronization between entities within a queueing network. At a fork/join station, different types of entities in the network are matched to form a single batched entity. After receiving service, this batched entity is decomposed into its component entities. Then, each entity follows a path specific to its type.

Networks containing fork/join stations are natural models for a variety of computer and manufacturing systems:
• In computer network analysis, fork/join stations have been studied in the context of parallel processing, database concurrency control, and communication protocols (Bacelli et al. 1989, Varki 1999, Prabhakar et al. 2000).

• In fabrication/assembly systems, fork/join networks represent the assembly of a product or a system that requires several parts that are processed simultaneously (Harrison 1973, Latouche 1981, Hopp and Simon 1989, Duenyas and Hopp 1993, Duenyas 1994, Rao and Suri 1994, 2000).

• Several material control strategies for manufacturing systems, such as multi-stage kanban or CONWIP systems, can be modeled as closed queueing networks (CQNs) with fork/join stations (Duenyas and Hopp 1992, 1993, Krishnamurty et al. 2004).

• In transshipment based supply chains in which holding inventory at the transshipment point is not feasible, such as shipping of liquefied natural gas, fork/join stations are used to model synchronization between arriving and departing vehicles at the transshipment location (Sönmez et al. 2009).

Unfortunately, while fork/join stations are an important modeling tool, analyzing queueing networks (open or closed) that include a fork/join station is a difficult task: These networks do not have exact product-form solutions even when all stations have exponential service times. Thus, exact solutions of these networks can only be obtained by analyzing the underlying Markov chain using numerical methods. However, such analysis is computationally feasible only for networks of small sizes (in terms of population size and number of stations).

Several researchers have developed various exact or approximation methods for analyzing the performance of the fork/join station in isolation. A common feature used in these analyses is a description of the inter-arrival times of the entities to the buffer queues of the fork/join station. However, in most applications this arrival process is not known a priori. For example, the arrival process to the fork/join station can be significantly influenced by the characteristics of the subnetworks from where arrivals occur, such as population limits, service characteristics, and network topology. In this case, existing approximation methods largely rely on complex iterative algorithms whose complexity and computational requirements increase with the network size.
In this paper, we present a simple approximation method for analyzing the throughput of a closed queuing network with a single fork/join station that features two buffer queues for synchronization. These buffer queues receive inputs from finite population subnetworks composed of multiple stations with a variety of queueing disciplines. We use the aggregation method (Chandy 1975) to substitute a single service center for each subnetwork, and approximate its load dependent arrival rate. Using these approximated arrival rates, we obtain a closed-form approximation for the throughput of the fork/join station by analyzing the underlying Markov chain. In computational experiments we show that the proposed approximation is fairly effective, particularly for large network sizes (when it would be most valuable).

Our approach has an important computational advantage over the existing numerical approximations, since it eliminates the computational burden associated with the iterative algorithms. Although our method is limited to networks with a single fork/join station, the closed-form expression proposed in this study could be used as an efficient tool in more general decomposition based approaches, such as those discussed in Baynat and Dallery (2000) and Krishnamurthy and Suri (2006), to analyze broader network settings.

The remainder of this paper is organized as follows. We review the related literature in §2. Section 3 presents our approximation technique for calculating the throughput of a closed queueing network with a single fork/join station and multi-station input subnetworks. We discuss a set of numerical experiments conducted to assess the accuracy of the proposed approximation in §4. We conclude in §5 by discussing the limitations of our work and further research avenues.

2. Related Literature

Previous research on fork/join stations can be classified into two main streams:

1. The arrival process into the fork/join station is known;

2. The arrival process into the fork/join station is not known a priori and is generated from multi-station subnetworks.

In the first area, Harrison (1973) and Latouche (1981) study fork/join stations with exponential inputs and provide conditions for the stability (convergence of waiting time in distribution) of fork/join stations. Later, Som et al. (1994) and Takahashi et al. (1998)
analyze the underlying Markov chain to derive closed form expressions for the throughput and mean queue lengths of the fork/join station, and characterize the departure process from the fork/join station, when the inter-arrival time distributions are exponential for each input. Takahashi et al. (2000) relax this exponential assumption and use matrix analytical methods to analyze the performance of a fork/join station in which the distribution of inter-arrival times follows a phase type distribution, assuming that the arrivals are from infinite-size populations (that is arrivals are an uninterrupted process). Krishnamurthy et al. (2004) study the performance of a fork/join station in a closed queueing network with inputs from single station servers with phase type distributions, and Krishnamurthy et al. (2003) present a two-moment approximation method for computing the throughput of the fork/join station in a closed queueing network with phase type renewal inputs. Although this literature provides valuable insights on the performance measures, it is limited to fork/join stations in isolation. For this reason, applicability of these methods in more general network settings is restricted.

In the second area, researchers have developed approximation techniques for computing the performance measures of closed fork/join queueing networks with multi-station input subnetworks. Varki (1999) proposes an iterative method based on mean value analysis for networks in which forked items must be processed by identical single server first come first serve (FCFS) stations with exponential service times. Baynat and Dallery (2000) develop an approximation method for general fork/join networks based on product-form approximations. Di Mascolo et al. (1996) apply product-form approximations to analyze the fork/join stations in a multi-stage kanban system. Krishnamurthy and Suri (2006) use a two-moment parametric decomposition technique to analyze a fork/join station in a single stage kanban system. All of the approximation methods developed in this stream of research are based on iterative algorithms.

Our work falls within the second stream of research but does not require an iterative algorithm. Moreover, existing methods approximate both the arrival and departure processes in the network and the performance of the fork/join stations. The novelty in our method is that we only approximate the arrival process into the single fork/join station which is possible because of our use of aggregation. This allows us to express the throughput estimate of the closed fork/join network with a closed form expression, which appears to be novel.
3. Model

Figure 1 represents the closed fork/join queueing network that we study in this chapter. We refer to this network as network 1 throughout our discussion. Network 1 consists of a single fork/join station (station J) with two infinite size input buffers, $B_1$ and $B_2$. Entities arrive to the buffer queues $B_1$ and $B_2$ from subnetworks 1 and 2 ($S_1$ and $S_2$), respectively. If an entity arriving to buffer $B_1$ ($B_2$) finds buffer $B_2$ ($B_1$) empty, it waits for the corresponding entity to arrive to buffer $B_2$ ($B_1$). As soon as this corresponding entity arrives, one entity from each buffer queue is removed; they are “matched.” The removed entities are then joined into a single entity at the fork/join station. After leaving the fork/join station, the joined entity splits back into its two component entities that are routed back to their respective subnetworks. We assume that subnetwork $i$ ($i = 1, 2$) is a product-form network (Baskett et al. 1975) with multiple stations having FCFS, ample server (AS), last-come-first-serve (LCFS), or processor sharing (PS) service disciplines. The service time distributions at these stations can be any one having rational Laplace transform, with the exception that service times of FCFS stations must be exponential. This product form assumption is not overly restrictive, as non product-form subnetworks could be approximated with product-form networks.

Our aim is to compute the throughput of network 1, denoted by $X_1$. As discussed in
§1, due to the presence of the fork/join station, network 1 does not have a product-form solution. Thus an exact solution can only be obtained by using numerical methods to analyze the underlying Markov chain. However, this method is computationally feasible only for networks of small sizes. For this reason we develop the following approximation technique to compute the throughput of network 1.

Our approximation technique has two main steps. In the first step, we replace subnetworks $S_1$ and $S_2$ with flow equivalent single service centers $M_1$ and $M_2$ using aggregation method. We refer to the resulting network as network 2, displayed in Figure 2. In network 2, $M_1$ and $M_2$ are defined as FCFS stations with exponential service times and load dependent service rates. We denote by $\mu_i(n_i)$ the load dependent service rate of station $M_i$, $i = 1, 2$, when there are $n_i$ jobs in this station. By using load dependent service rates, we capture the throughput behavior of $S_1$ and $S_2$ in terms of the number of jobs currently within them. We set $\mu_i(n_i)$ equal to the stationary throughput, $Y_i(n_i)$, of subnetwork $i$ analyzed in isolation as a closed network with $n_i$ jobs within it. Figure 3 presents this subnetwork with $n_i$ circulating jobs, $n_i = 1, \ldots, N_i$, where $N_i$ is the total number of type $i$ jobs in network 1.

For a given $n_i$, we follow Baskett et al. (1975) to calculate $Y_i(n_i)$. Let $I_i$ be the total number of stations in subnetwork $i$. We denote the number of jobs in each station $j$ in subnetwork $i$ as $k_{ij}$. The state of the closed queueing system in Figure 3 is then the array $k_i = (k_{ij}, j = 1, \ldots, I_i)$, such that $\sum_{j=1}^{I_i} k_{ij} = n_i$. Let $\lambda_{ij}$ and $m_{ij}$ be the arrival and service

![Figure 2: Aggregated closed fork/join network: Network 2.](image)
rates of station $j$ in subnetwork $i$, respectively. Denote by $\pi_i(k_i)$ the steady state probability that the system is in state $k_i$. Basket et al. (1975) show that

$$\pi_i(k_i) = \Gamma_i \prod_{j=1}^{I_i} \gamma_{ij}(\lambda_{ij}, m_{ij}, k_{ij}),$$

(1)

where $\Gamma_i$ is a normalizing constant chosen to make these probabilities sum to 1 and $\gamma_{ij}(\cdot)$ is computed as follows:

$$\gamma_{ij}(\lambda_{ij}, m_{ij}, k_{ij}) := \begin{cases} \left( \frac{\lambda_{ij}}{m_{ij}} \right)^{k_{ij}} & \text{If block } j \text{ is FCFS, PS, or LCFS} \\ \frac{1}{k_{ij}} \left( \frac{\lambda_{ij}}{m_{ij}} \right)^{k_{ij}} & \text{If block } j \text{ is AS.} \end{cases}$$

One can calculate the throughput of any station $j$ in subnetwork $i$ using the steady state probabilities defined by (1). Then, $Y_i(n_i)$ is obtained by dividing the throughput of station $j$ by its visit ratio (the average number of visits to station $j$ per job).

In the second step of our approximation technique, we analyze the queue length process at the buffer queues $B_1$ and $B_2$ using the load dependent service rates of centers $M_1$ and $M_2$ computed in step 1. Let $w_1(t)$ and $w_2(t)$ denote the number of jobs in the buffer queues $B_1$ and $B_2$, respectively, at time $t$. Because two types of entities form the joined single entity as soon as they appear at these buffer queues, it is not possible for both buffers $B_1$ and $B_2$ to
be non-empty. For this reason, we denote the number of jobs waiting at these buffer queues at time $t$ as the one dimensional random variable $w(t) := w_1(t) - w_2(t)$; $w(t)$ takes values on $-N_2, \ldots, -1, 0, 1, \ldots, N_1$. For example, $w(t) = -3$ means that there are 3 type 2 jobs waiting at $B_2$ and no type 1 job exists at $B_1$. There is no job of either type waiting at the buffer queues if $w(t) = 0$. With these definitions, the state of the system in network 2 at any time $t$ is completely characterized by the one dimensional variable $w(t)$ (For convenience, we will omit the index $t$ on the state $w$, as we will henceforth be referring to stationary quantities). The state space is given by $W := \{-N_2, \ldots, -1, 0, 1, \ldots, N_1\}$. Note that this Markov chain has $N_1 + N_2 + 1$ states.

Figure 4 illustrates the state transition rates for the continuous time Markov chain (a simple birth and death process) representing the queue length process in network 2. For each state $w \in W$ let $p(w)$ be the steady state probability that this continuous time Markov chain is in state $w$; these probabilities can be computed as the solution of the following balance equations, also imposing the condition that these probabilities sum up to 1:

$$
\begin{align*}
    p(w)\mu_2(N_2) &= p(w - 1)\mu_1(N_1 - (w - 1)) \quad \forall \ w = 1, \ldots, N_1 \\
    p(w)\mu_1(N_1) &= p(w + 1)\mu_2(N_2 + w + 1) \quad \forall \ w = -1, \ldots, -N_2 \\
    \sum_{w=-N_2}^{N_1} p(w) &= 1. 
\end{align*}
$$

By solving the system of linear equations (2), $p(w)$ can be expressed as
Due to the presence of the fork/join station, the throughput of service centers $M_1$ and $M_2$ must be equal. The throughput of network 2, $X_2$, can then be obtained by calculating the throughput of station $M_1$, for example, using $p(w)$ in (3) as follows:

$$X_2 = \mu_1(N_1)(p(0) + \sum_{w=-N_2}^{-1} p(w)) + \sum_{w=1}^{N_1} p(w)\mu_1(N_1 - w).$$

We use $X_2$ to approximate $X_1$, the throughput of the original closed fork/join network.

4. Numerical Study

In this section, we present the results of numerical experiments conducted to quantify the accuracy of our proposed approximation (4). Our focus is to understand how the accuracy
Figure 6: Accuracy of the approximation on the example network: FCFS case.

of our approximation changes with the network size, since the purpose of developing this approximation is to analyze large fork/join networks for which exact numerical methods are not practical. Therefore, we investigate the accuracy of (4) as a function of the population size \((N_1 + N_2)\) and the number of stations in the network \((I_1 + I_2)\), by comparing our approximation with the throughput estimate of network 1 obtained by using the ARENA Monte Carlo simulation software. We select the simulation run times and number of replications such that throughput reaches the steady state and the half-width of a 95% confidence interval is at most 0.5% of the mean. We then compute the relative percentage error (RPE) of our throughput estimate as

\[
RPE = \frac{X_s - X_2}{X_s} \times 100,
\]

where \(X_s\) is the throughput computed using Monte Carlo simulation and \(X_2\) is that computed as in (4).

**Effect of Population Size.** We first analyze the impact of population size on accuracy. To do so, we study the example network illustrated in Figure 5. In this network each input subnetwork consists of four FCFS stations with exponential service rates with mean 0.5 jobs/day. For simplicity, we assume balanced subnetworks, \(N_1 = N_2\), but our insights remain qualitatively the same for unbalanced subnetworks. Figure 6 displays RPE as a function of population size. We observe that the gap between the approximated and simulated
throughputs is at most 15%, which occurs when there is only one job in each subnetwork. RPE decreases monotonically with the population size, eventually converging to 0. As the population size increases, both the simulated and approximated throughputs approach the bottleneck capacities. Since our approximation technique matches the bottleneck capacity of the original system in the aggregation step (step 1), RPE must converge to 0 as the congestion in the systems increases.

![Graphs showing RPE and Mean waiting time](image)

(a) Relative percentage error.  
(b) Mean waiting time at the buffer queues

Figure 7: Accuracy of the approximation on the example network: AS case.

In order to exclude the effect of congestion from the analysis of the performance of our approximation method, we also investigate the network in Figure 5 when all the stations in each subnetwork are configured as AS stations. Figure 7(a) illustrates RPE as a function of population size for this case. Once again, RPE decreases monotonically with the population size, as in Figure 6, even though no congestion arises in the subnetworks due to the AS configuration. We discuss the intuition behind this next.

Figure 7(b) plots the mean waiting times at the buffer queues of the fork/join station both in the simulation and approximation models as a function of the population size. These waiting times decrease monotonically with increasing population size. This suggest that the impact of the fork/join station on the throughput of the two subnetworks diminishes as the waiting time in each buffers decreases. Thus, each subnetwork effectively converges to the isolated network shown in Figure 3 as the population size increases. Since for product-form networks the aggregation method used in the first step of our approximation technique yields the exact throughput of the isolated network (Chandy et al. 1975), RPE decreases with population size also in the AS case.
Effect of number of stations. We now investigate the accuracy of our method as a function of the number of stations in the network. To do so, we change the number of stations in each subnetwork in the example network while keeping their total service requirements constant; we do this to isolate the effect of the service requirement difference on the throughput change. For instance, we set the service rate of each station in a subnetwork as 1 job/day if there are 8 stations in this subnetwork, and 0.5 jobs/day if there are 4 such stations. We first analyze the case of FCFS stations in each subnetworks. Figure 8 plots RPE as a function of population size for subnetworks having 2, 4, and 8 stations. For a given population size, RPE increases with the number of stations. This occurs because increasing the number of stations while keeping the total service requirement constant relieves the congestion in the system by increasing the bottleneck capacity, and RPE increases as the congestion in the system decreases (see Figure 6). All three cases do eventually converge to zero though, due to the congestion effect. This just happens less rapidly as the number of stations increases.

Once again, to exclude the effect of congestion from this analysis, we investigate the case in which all the stations in each subnetwork are configured as AS stations. Figure 9 illustrates RPE in this case. For a given population size, RPE continues to increase with the number of stations in each subnetwork. Notice that, keeping the total service requirement constant, the variability of the arrival rate into the fork/join station decreases as the number
of stations in each subnetwork increases. This, consequently, increases the throughput of the system (Krishnamurthy 2004). On the other hand, the throughput of the aggregated network in the approximation model does not change with the number of stations in each subnetwork, since the total service requirement is kept constant (this follows from Baskett et al. 1975). Thus, RPE increases as the number of stations in each subnetwork increases.

5. Conclusions

In this paper, we propose a simple analytical approximation technique to estimate the throughput of a closed queueing network with a single fork/join station and multi-station input subnetworks. Our technique approximates the arrival process into the fork/join station using an aggregation method and approximates the system throughput by relying on an exact analysis of the resulting Markov chain. In contrast to existing approximation methods, we only approximate the arrival process to the fork/join station. This allows us to obtain a closed-form expression approximating the system throughput, which contrasts with the iterative algorithms available in literature. A numerical study shows that our approach is fairly accurate for networks with a large number of jobs, which is when an approximation is most needed.

There are some limitations in our work. (1) We assume that the input subnetworks...
are product-form networks, which allows us to calculate the exact steady state probabilities for the isolated subnetworks using a product-form formula. This is no longer possible for subnetworks having a general form. In these cases, the steady state probabilities could be computed exactly by solving the underlying continuous-time Markov chain using appropriate numerical techniques, or approximated by using product-form techniques. (2) We assume that the joined entity splits into its components as soon as it leaves the fork/join station. If the joined entity receives service at some other stations before splitting, these common stations could be removed from the network and their duplicates included in each subnetwork in serial form.

Our work can be extended in several directions. We assume a single fork/join station in the network. However, our closed form expression for approximating the network throughput could be used in decomposition based approaches, as discussed in Baynat and Dallery (2000) and Krishnamurthy and Suri (2006), to analyze settings in which there are multiple fork/join stations in the network. Investigating this possibility is an interesting opportunity for further research. We use an aggregation method to estimate the arrival process into the fork/join station; in fact, the accuracy of the proposed approximation technique depends on that of the aggregation method. It would be of interest to study the case where the arrival process is approximated with other techniques, such as modifications of the aggregation method or Marie’s method (Marie 1979).
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