
Greibach Normal Form Transformation,RevisitedNorbert BlumRobert KochInformatik IV, Universit�at BonnR�omerstr. 164, D-53117 Bonn, Germanyemail: blum@cs.uni-bonn.deAugust 25, 1998AbstractWe develop a new method for placing a given context-free gram-mar into Greibach normal form with only polynomial increase of itssize. Starting with an arbitrary "-free context-free grammar G, wetransform G into an equivalent context-free grammar H in extendedGreibach normal form; i.e., in addition to rules, ful�lling the Greibachnormal form properties, the grammar can have chain rules. The sizeof H will be O(jGj3), where jGj is the size of G. Moreover, in thecase that G is chain rule free, H will be already in Greibach normalform. If H is not chain rule free then we use the standard methodfor chain rule elimination for the transformation of H into Greibachnormal form. The size of the constructed grammar is O(jGj4).1 Introduction and de�nitionsWe assume that the reader is familiar with the elementary theory of �niteautomata and context-free grammars as written in standard text books, e.g.[1, 4, 5, 11]. First, we will review the notations used in the subsequence.1



A context-free grammar G is a 4-tuple (V;�; P; S) where V is a �nite,nonempty set of symbols called the total vocabulary, � � V a �nite set ofterminal symbols, N = V n � the set of nonterminal symbols (or variables),P a �nite set of rules (or productions), and S 2 N is the start symbol . Theproductions are of the form A ! �, where A 2 N and � 2 V �. � is calledalternative of A. L(G) denotes the context-free language generated by G.The size jGj of the context-free grammar G is de�ned byjGj = XA!�2P lg(A�);where lg(A�) is the length of the string A�. Two context-free grammarsG and G0 are equivalent if both grammars generate the same language; i.e.,L(G) = L(G0). Let " denote the empty word. A production A! " is called"-rule. A production A! B with B 2 N is called chain rule.A leftmost (rightmost) derivation is a derivation where, at every step, thevariable replaced has no variable to its left (right) in the sentential form fromwhich the replacement is made.A context-free grammar G = (V;�; P; S) is "-free if each production is ofthe formi) A! � with � 2 (V n fSg)+, orii) S ! ".A context-free grammar G is in Chomsky normal form if each productionis of the formi) A! BC with B;C 2 N n fSg,ii) A! a with a 2 �, oriii) S ! ".A context-free grammar G is in extended Chomsky normal form if eachproduction is of the formi) A! BC with B;C 2 N n fSg,ii) A! B with B 2 N n fSg, 2



iii) A! a with a 2 �, oriv) S ! ".A context-free grammar G = (V;�; P; S) is in Greibach normal form ifeach production is of the formi) A! a� with a 2 �, � 2 (V n fSg)�, orii) S ! ".A context-free grammar G = (V;�; P; S) is in extended Greibach normalform if each production is of the formi) A! a� with a 2 �, � 2 (V n fSg)�,ii) A! B with B 2 N n fSg, oriii) S ! ".A context-text free grammar in (extended) Greibach normal form is in 2(extended) Greibach normal form if for all productions of type i) lg(�) � 2.Given an arbritrary context-free grammar G = (V;�; P; S), it is wellknown that G can be transformed into an equivalent context-free grammarG0which is in Greibach normal form [3, 4, 5, 11]. But the usual algorithms pos-sibly construct a context-free grammarG0, where the size of G0 is exponentialin the size of G (see [4], pp. 113{115 for an example). Given a context-freegrammar G without "-rules and without chain rules, Rosenkrantz [9] hasgiven an algorithm which produces an equivalent context-free grammar G0in Greibach normal form such that jG0j = O(jGj3). Rosenkrantz gave noanalysis of the size of G0. For an analysis, see [4], pp. 129{130 or [7]. Givenan arbitrary context-free grammar G = (V;�; P; S), the usual algorithm forthe elimination of the chain rules can square the size of the grammar (see[4], p. 102 for an example). No better algorithm is known. Hence, given anarbitrary context-free grammarG, the elimination of the chain rules in a �rststep and applying Rosenkrantz's algorithm in a second step can produce anequivalent context-free grammar G0 in Greibach normal form of size O(jGj6).Rosenkrantz's algorithm uses formal power series. In [10] Urbanek hasgiven an algorithm for the transformation of a given context-free grammar3



in Chomsky normal form into Greibach normal form which produces in apure derivation-oriented way without using systems of equations the samegrammar as Rosenkrantz's algorithm. Ehrenfeucht and Rozenberg [2] havegiven another algorithm which constructs for a given arbitrary "-free context-free grammar G an equivalent grammar in 2 Greibach normal form of sizeO(jGj6). They also use the language LB of sentential forms of terminalleftmost derivations introduced in Section 2. But during the constructionthey use a chain rule free right linear scheme H, where the absence of chainrules seems to be essential. In [8], we have given a similiar construction. Butsince we do not need the chain rule freedom in between, we get an equivalentcontext-free grammar in 2 Greibach normal form of size O(jGj4).We will develop a more direct method for placing a given context-freegrammar into Greibach normal form with only polynomial increase of itssize. Starting with an arbitrary "-free context-free grammar G, we transformG into an equivalent context-free grammar H in extended Greibach normalform. The size of H will be O(jGj3). Moreover, in the case that G is chainrule free, H will be already in Greibach normal form. If H is not chainrule free, then we use the standard method for chain rule elimination for thetransformation of H into Greibach normal form. The size of the constructedgrammar is O(jGj4).In [6], Pirick�a-Kelemenov�a has shown for a speci�c in�nite family of con-text-free grammars G that any equivalent context-free grammar in Greibachnormal form has size 
(jGj2) (see also [4], p. 131). This is the best lowerbound known so far such that a gap of O(jGj2) between to the best lowerbound and the new upper bound still exists.2 The methodLet G = (V;�; P; S) be an arbitrary "-free context-free grammar. Note thatby the de�nition of "-freedom, the start symbol does not appear at the rightside of any production. Productions of type A ! a� with a 2 � alreadyful�ll the Greibach normal form properties. Our goal is now to replace theproductions of type A! B�, B 2 N n fSg by productions which ful�ll theGreibach normal form properties.The idea is the following. For all B 2 N n fSg, we want to construct a4



context-free grammar GB = (VB; V; PB; SB) such thata) GB is in extended Greibach normal form; i.e., for each rule A ! �there holds � = a with a 2 V or � 2 NB = VB n V ,b) SB ! � 2 PB implies that � = a with a 2 � and  2 (VB n fSBg)�,andc) H is obtained from G by replacing each production A ! B�, B 2N n fSg by the set fA ! a� j SB ! a 2 PBg of productions andadding PB n fSB ! � j � 2 (VB n fSBg)�g, B 2 N n fSg to the set ofproductions.For the construction of GB, we are interested in leftmost derivations ofthe form B ) a or B )�lm C�) a�;where a 2 �, C 2 N nfSg and �;  2 (V nfSg)�. Up to the last replacement,only alternatives from N(V nfSg)� are chosen. The last replacement choosesfor C an alternative in �(V n fSg)�. Such a leftmost derivation is calledterminal leftmost derivation and is denoted byB )tlm a and B )�tlm a�; respectively:Let LB = fa� 2 �(V n fSg)� j B )�tlm a�g. Our goal is to construct acontext-free grammar GB = (VB; V; PB; SB) such thata) L(GB) = LB, andb) each alternative of a variable begins with a symbol in V or is itself avariable.For the construction of PB, let us consider a terminal leftmost derivationB ) D1�1 ) D2�2�1 ) : : :) Dt�t : : : �1 ) a�t : : : �1in more detail. Then a 2 �, Di 2 N n fSg and ; �i 2 (V n fSg)�, 1 � i � t.a� = a�t : : : �1 is the corresponding terminal string in LB.For A 2 N , the set W (A) contains exactly the variables which can bereached from A using only chain rules; i.e.,W (A) = fC 2 N j A)� Cg:5



Our goal is now to de�ne the productions in PB in a way such that a ter-minal leftmost derivation is simulated by a rightmost derivation backwards.For doing this, we introduce for all C 2 N the new variable CB. The right-most derivation with respect to the terminal leftmost derivation above is thefollowingSB ) aDB;t ) a�tDB;t�1 ) : : :) a�t : : : �2DB;1 ) a�t : : : �1:There are three types of productions:1. Productions with the start symbol SB on the left side, the so-calledstart productions. These productions correspond to productions of Gwhere the �rst symbol of the right side is in �.2. Productions which are no start productions with a variable inNBnfSBgon the right side, the so-called inner productions. These productionscorrespond to productions of G where the �rst symbol of the right sideis in N n fSg.3. Productions which are no start productions with no variable in NB nfSBg on the right side, the so-called �nal productions. These produc-tions correspond to productions of G where the left side is in W (B)and the �rst symbol of the right side is in N n fSg.Altogether, we obtain the context-free grammar GB = (VB; V; PB; SB) de-�ned byVB = fAB j A 2 Ng [ V; andPB = fSB ! a j C ! a 2 P for C 2 W (B); a 2 �;  2 V �g[fSB ! aCB j C ! a 2 P; a 2 �;  2 V �g[fCB ! �DB j D ! C� 2 P;D 2 N n fSg; C 2 N;� 2 V �g[fCB ! � j D ! C� 2 P;D 2 W (B); C 2 N;� 2 V +g:The grammar GB has the following properties:1. L(GB) = LB2. jGBj � 3jGj3. SB ! � 2 PB implies that � = a�, a 2 �.6



4. GB is in extended Greibach normal form with respect to the terminalalphabet V .5. B 6= C implies NB \NC = ;.Starting with an arbitrary derivation in GB and G, respectively, Property1 can easily be proven by construction of the corresponding derivation withrespect to the other context-free grammarG and GB, respectively. Property 2follows from the observation that for every production of G with �rst symbolin � there correspond at most two start productions of GB and the fact thateach other production of G corresponds to at most one inner production andto at most one �nal production. Note that the length of a start productionis at most equal the length of the corresponding production in G plus 1and the length of any other production is at most equal the length of thecorresponding production in G. Properties 3 { 5 follow directly from theconstruction.Now, we obtain H from G by performing the following algorithm:(1) For all B 2 N n fSg add PB to P .(2) For all B;E 2 N n fSg replace{ each production A! B� by A! SB� and{ each production AE ! B� by AE ! SB�.(3) For all B;E 2 N n fSg replace{ each production A! SB� by fA! a� j SB ! a 2 PBg and{ each production AE ! SB� by fAE ! a� j SB ! a 2 PBg.(4) For all B 2 N n fSg remove fSB ! � j SB ! � 2 PBg.The grammar H = (V 0;�; P 0; S) has the following properties:1. L(H) = L(G)2. jHj = O(jGj3)3. H is in extended Greibach normal form.7



4. For all B 2 N n fSg, GB is replaced by an equivalent grammar G0B ofsize O(jGj2).5. If G has no chain rules then H is already in Greibach normal form.6. If H is not chain rule free then all chain rules of H are of the formDE ! CE.Property 1 follows directly from the construction. By the de�nition of LB,B 2 N nfSg it is clear that Steps 1 { 2 do not change the generated language.Step 3 replaces only some variables by all possible alternatives. Property 2holds since for all B 2 N n fSg the size of GB is O(jGj). Note that afterperforming Step 2, the size of the grammar is O(jGj2) and hence, after Step 3O(jGj3). Moreover, Step 3 produces for all B 2 N nfSg for GB an equivalentcontext-free grammar G0B of size O(jGj2). By construction, it is clear thatthe grammar is in extended Greibach normal form. The only possibility toconstruct chain rules is during the construction of inner productions in thecase that � = ". But then, P contains the chain rule D ! C. Hence,Properties 5 and 6 are ful�lled.In the case that H is not chain rule free, we use the standard methodfor chain rule elimination, getting an equivalent context-free grammar G0 inGreibach normal form. This is done by performing for all B 2 N n fSg thefollowing algorithm:(1) Compute W (DB) for all DB 2 NB.(2) Replace for all DB 2 NB fDB ! EB j DB ! EB 2 P 0g by fDB ! � j� 62 NB and 9CB 2 W (DB) : CB ! � 2 P 0g.The grammar G0 has the following properties:1. L(G0) = L(G).2. G0 is in Greibach normal form.3. jG0j = O(jGj4).Properties 1 and 2 follow directly from the construction. Since for all B 2N n fSg, the size of NB is bounded by jGj and the size of G0B is bounded by8



O(jGj2), Step 2 replaces each grammar G0B by an equivalent grammar G00B ofsize O(jGj3). This implies Property 3.Altogether, we have proven the following theorem:Theorem 1 Let G = (V;�; P; S) be an arbitrary "-free context-free gram-mar. Then there exists an equivalent context-free grammarG0 = (V 0;�; P 0; S)in Greibach normal form such that jG0j = O(jGj3) if G is chain rule free andjG0j = O(jGj4) otherwise.If we want to construct for an arbitrary "-free context-free grammar anequivalent context-free grammar in 2 Greibach normal form, then we trans-form G in a �rst step into an equivalent context-free grammar in extendedChomsky normal form and apply in a second step the algorithm above tothe resulting grammar. It is easy to see that we get a context-free grammarG0 in 2 Greibach normal form. Since the �rst step increases the size of thegrammar only by a small constant factor (see e.g. [4]), jG0j = O(jGj4).Acknowledgment: We thank Claus Rick for helpful comments, WernerKuich for pointing out the work of Urbanek and of Ehrenfeucht and Rozen-berg to the �rst author at the 14th STACS in L�ubeck, and the referees forhelpful suggestions and pointing out some minor errors.References[1] A. V. Aho, and J. D. Ullman, The Theory of Parsing, Translation, andCompiling, Vol. I: Parsing, Prentice-Hall (1972).[2] A. Ehrenfeucht, and G. Rozenberg, An easy proof of Greibach normalform, Inform. and Control 63 (1984), 190{199.[3] S. A. Greibach, A new normal-form theorem for context-free, phrase-structure grammars, JACM 12 (1965), 42{52.[4] M. A. Harrison, Introduction to Formal Language Theory, Addison-Wesley (1978).[5] J. E. Hopcroft, and J. D. Ullman, Introduction to Autmata Theory, Lan-guages, and Computation, Addison-Wesley (1979).9
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