Nanodosimetry-based quality factors for radiation protection in space

Reinhard W. Schulte¹,², *, Andrew J. Wroe², Vladimir A. Bashkirov², Guy Y. Garty³, Amos Breskin⁴, Rachel Chechik⁴, Sergei Shchemelinin⁴, Elisabetta Gargioni⁵, Bernd Grosswendt⁵, Anatoly B. Rosenfeld⁶

¹ Department of Radiation Medicine, Loma Linda University Medical Center, B121, 11234 Anderson Street, Loma Linda, CA 92354, USA
² Department of Radiation Medicine, Loma Linda University Medical Center, Loma Linda, CA 92354, USA
³ RARAF, Columbia University, P.O. Box 21, Irvington, NY 10533, USA
⁴ Department of Particle Physics, Weizmann Institute of Science, Rehovot, 76100, Israel
⁵ Physikalisch-Technische Bundesanstalt (PTB), Braunschweig, D-38116, Germany
⁶ Centre for Medical Radiation Physics, University of Wollongong, Wollongong, NSW 2087, Australia

Received 2 January 2008; accepted 26 June 2008

Abstract

Evaluation and monitoring of the cancer risk from space radiation exposure is a crucial requirement for the success of long-term space missions. One important task in the risk calculation is to properly weigh the various components of space radiation dose according to their assumed contribution to the cancer risk relative to the risk associated with radiation of low ionization density. Currently, quality factors of radiation both on the ground and in space are defined by national and international commissions based on existing radiobiological data and presumed knowledge of the ionization density distribution of the radiation field at a given point of interest. This approach makes the determination of the average quality factor of a given radiation field a rather complex task. In this contribution, we investigate the possibility to define quality factors of space radiation exposure based on nanodosimetric data. The underlying formalism of the determination of quality factors on the basis of nanodosimetric data is described, and quality factors for protons and ions (helium and carbon) of different energies based on simulated nanodosimetric data are presented. The value and limitations of this approach are discussed.

Bewertungsfaktoren für den Strahlenschutz im Weltraum basierend auf nanodosimetrischen Daten

Zusammenfassung

Introduction

The risk of radiation-induced cancer and other late radiation effects from exposure to space radiation is one of the major challenges of long-term space exploration; humans will be exposed to these hazardous radiation fields for longer periods of time than has ever been experienced. Space radiation comprises a wide range of particles with a broad spectrum of energies. For example, the space radiation environment in low earth orbit (LEO) contains galactic cosmic rays (GCR) and energetic solar particles, i.e., electrons and protons, as well as neutrons and photons generated by inelastic nuclear interactions in the Earth’s atmosphere and in the spacecraft’s hull. Beyond the Earth’s magnetic field, the radiation environment is dominated by GCR superimposed with relatively short solar particle events (SPEs) associated with coronal mass ejections. In the energy range from 100 MeV per nucleon to 10 GeV per nucleon, GCR consist of 87 percent protons, 12 percent helium ions, and 1 percent heavier ions [1]. Due to their high energy, GCR easily penetrate the shielding of spacecraft and a variety of secondary charged particles and neutrons is produced. Protons are also the major component of SPEs, which, due to their high fluence rates, pose an acute risk for the health of astronauts.

Close monitoring of the radiation exposure of humans in outer space and on the surface of landing sites not only requires measurement of the absorbed dose received by personnel but also assessment of the radiation quality. For the evaluation of space radiation exposure, the lifetime fatal cancer risk is estimated by multiplying an age- and gender-dependent risk coefficient and the dose equivalent, which is generally defined as the product of absorbed dose, \( D \), and the quality factor, \( Q \), associated with the radiation environment. In the United States, the National Council on Radiation Protection (NCRP) has adopted the organ dose equivalent, \( H_T \), as the appropriate quantity for radiation protection in space [2]. This quantity, which was defined by the International Commission on Radiation Units (ICRU) [3], is given by

\[
H_T = \frac{1}{m_T} \int_{m_T} \left( \int_L Q(L)D(L) dL \right) dm
\]

(1)

where \( Q(L) \) is the quality factor as a function of linear energy transfer (LET), \( L \), previously defined by the International Commission on Radiological Protection (ICRP) [4], \( D(L) dL dm \) is the dose deposited in the mass element \( dm \) by radiation in the LET range between \( L \) and \( L + dL \), and the integration is over the entire LET range observed and over the mass of the organ.

Organ dose equivalents for representative SPEs and annual GCR spectra have been determined using radiation transport codes such as BRYNTRN and HZETRN [5] in combination with computerized human anatomical models [6]. Although this approach provides useful estimates of the radiation dose and cancer risk in space, there are disadvantages including uncertainties of the radiation transport codes and difficulties with LET as a unique descriptor of radiation quality. Alternative methodologies including a fluence-based approach and a microdosimetric event-based approach have been suggested to overcome some of these problems [7].

In this contribution, we present a new approach that defines quality factors based on nanodosimetric ionization cluster-size distributions. Nanodosimetry is a relatively new technique that measures the number of ions induced by charged particles within a wall-less sensitive gas volume representing a DNA segment [8]. Since radiation carcinogenesis is believed to be initiated by a DNA damaging event, one can assume that the risk of cancer induction is proportional to the number of such initiating events. Direct measurements of the number of radiation-induced events involving a complex DNA damage allows calculating a quality factor defined as the ratio of the frequency of such events induced by space radiation to that of low-LET reference radiation. The results of this approach with protons and light ions are presented and its advantages and limitations are discussed.

Methods

Nanodosimetry and the Ion-counting Nanodosimeter

Nanodosimetry provides a means for measuring the number of radiation-induced ionizations within a nanoscopic sensitive volume (SV). With existing technology using a low-pressure gas, the interaction volume is magnified to the millimeter scale and, therefore, accessible to direct measurement. The quantity of interest for applications in radiation protection is the frequency distribution of ionization clusters formed in a SV that simulates ionizations in a DNA-like segment and the surrounding water layer,
from which radiation-induced radicals can diffuse to the DNA and damage it.

The nanodosimeter developed at the Weizmann Institute of Science and Loma Linda University is shown schematically in Figure 1. The interaction volume of the device is a cylindrical gas volume of 120 Pa propane, 5 cm in height and 5 cm in diameter. The scaling condition is: 1 mm in the detector corresponds to 2.8 nm in water.

A wall-less, narrow and elongated SV is formed by means of superposition of electric fields $E_1$ and $E_2$. The radiation-induced positive ions drift toward a 1-mm diameter aperture at the bottom of the gas volume under electric field $E_1$ of 60 V/cm. The electric field $E_2$ extracts the ions through the aperture and accelerates them toward a vacuum-operated ion-counting electron multiplier (model AF180HIG, SGE Analytical Science, Melbourne, Australia); ions are accelerated through a potential difference of 8 kV with respect to the aperture plate. For a single primary particle, a cluster of radiation-induced ions in the SV results in a train of pulses that is registered by the nanodosimeter data acquisition system; the trigger is provided by the primary particle traversing the gas volume [9,10] (Fig. 2a). The SV is defined by the three-dimensional distribution of ion collection efficiency (Fig. 2b), which has been both measured and calculated using a Monte Carlo ion transport code with good agreement of both data sets [11]. The ion origin along the SV is derived from its drift-time measurement; selection of certain drift-time limits permits segmenting the full-length SV into shorter sub-volumes [9,10]. Selectable tissue-equivalent SV lengths range from about 5 nm, which is the resolution limit due to ion diffusion, to about 150 nm, which is the maximum length defined by the height of the gas volume. A more detailed description of the nanodosimeter (ND) and its performance has been given elsewhere [9,10].

Figure 1. Cross-sectional view of the nanodosimeter installed on the proton research beam line at Loma Linda University Medical Center.

Figure 2. (a) Sequence of electrical signals registered from the ion counter, each pulse corresponds to a single ion induced by one primary charged particle. (b) Efficiency map of the sensitive volume.
It is important to note that the SV was conceptually designed to simulate a cylindrical segment of DNA with the surrounding water shell of a few nanometers in thickness from which damaging species produced in water radiolysis can diffuse to the DNA. With the current configuration of the SV ion extraction efficiency (Fig. 2b), it is reasonable to assume that we are approximately simulating the high efficiency of direct DNA ionizations within a cylinder of about 2 nm diameter (0.8 mm in the ND gas phase) matching that of the DNA double helix, whereas the rapidly falling ion collection efficiency with radial distance from the SV axis simulates the efficiency of diffusing water radicals and hydrated electrons to cause damage in the DNA.

### Monte Carlo Simulation of Nanodosimetric Data

In this work, we simulated nanodosimetric cluster-size distributions of electrons, protons, and light ions with a dedicated Monte Carlo code developed at PTB and described in detail in [10,12]. The code, in its current form, utilizes a cubic propane gas volume of 125 cm³ and a combination of experimental and theoretical ionization cross sections of electrons, protons and light ions up to neon; it simulates the transport of charged hadrons and electrons in the gas with energies down to 10 eV (e.g., the ionization potential of propane). The code calculates the location of the ions induced by the primary particle in the SV, which is defined by a look-up table of ion collection efficiencies as a function of radial distance from the SV axis and height above aperture plane. Ion clusters are then transformed into ion-signal pulse trains based on the experimentally measured location-vs.-drift time relationship. The code has been benchmarked against experimental data with good agreement [10,13–15].

Track segments of low-LET 100-keV electrons (0.4 keV/µm) and charged hadrons, including protons, helium-4 ions, and carbon-12 ions with LET ranging from 0.4 to approximately 800 keV/µm were simulated. LET values in water were taken from SRIM [16] (Table 1). Ions were assumed to be in a fixed charge state given by their equilibrium mean charge. Particle energies were selected to provide an overlap in LET values between the different hadrons. Electrons were chosen as the low-LET reference radiation. The primary particles were incident on the gas volume perpendicular to the SV axis as a uniform circular beam of 3 cm in diameter. Three different SV sizes were simulated: the full SV without any restrictions, corresponding to about 150 nm on the equivalent nanometer scale, a 16 nm-equivalent long SV (about 50 base pairs on the DNA scale), and a 7 nm-equivalent long SV (about 20 base pairs). All simulations were performed with 10⁶–10⁷ incident primary particles ensuring adequate statistics.

<table>
<thead>
<tr>
<th>Particle type</th>
<th>Particle energy (MeV)</th>
<th>Particle LET (keV/µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron</td>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Proton</td>
<td>0.5</td>
<td>40.0</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>25.0</td>
</tr>
<tr>
<td></td>
<td>5.1</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>0.4</td>
</tr>
<tr>
<td>Helium ion</td>
<td>1</td>
<td>223</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>Carbon ion</td>
<td>10</td>
<td>797</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>580</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>385</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>202</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>90</td>
</tr>
</tbody>
</table>

### Determination of Quality Factors from Nanodosimetric Data

In order to derive a quality factor for a given radiation, we applied the general model formalism developed and initially validated by Garty [17]. It converts ionization cluster frequencies measured with the nanodosimeter into DNA damage cluster frequencies.

The formalism predicts the probability that a cluster of $n_{ion}$ ions registered in the full or sub-segmented SV of the nanodosimeter produces a DNA damage cluster of a specified number of DNA strand breaks. This probability is then converted into DNA strand break cluster yield, which is defined in the radiochemical sense as number of clusters per unit energy deposited. The model for conversion of ionization cluster size frequencies to DNA strand break clusters has one basic parameter, i.e., the probability, $p_{sb}$, that an ionization observed in the SV will be converted into a strand break in the equivalent DNA segment.

We have previously estimated the parameter $p_{sb}$ using a least-square fit of double strand break (DSB) yields predicted by the ND-data-based formalism to those obtained with a plasmid DNA assay and found that best-fitting values are in the range of 10–20 percent [17]. This is in agreement with findings from radiochemical studies showing that OH-radicals created from ionizations near the DNA have a probability of about 13 percent to form a DNA strand break and that 65–50 percent of all strand...
breaks are due to the indirect effect from diffusing OH radicals, a percentage that is decreasing with increasing LET [18]. In this work, we used a nominal value of $p_{\text{dsb}} = 0.15$ but also tested the sensitivity of the quality factors with respect to choosing parameter values of 0.10 and 0.20, respectively. To simplify matters, it was assumed that $p_{\text{dsb}}$ does not depend on LET of the primary radiation.

DSBs are considered important lesions for radiobiological endpoints including cell lethality and cancer induction. Most DSBs are repaired by repair-competent mammalian cells, but complex DSBs, which are associated with additional strand breaks in the vicinity of two opposing strand breaks, pose a problem to the enzymatic repair machinery and often lead to mis-repair since they require the homologous recombination repair mechanism, which is only available in late S and G2 phases of the cell cycle. Therefore, we assumed that the critical lesions relevant for radiation carcinogenesis are DNA damage clusters with $n_{\text{dsb}} \geq 3$ and not all strand breaks are located on the same strand.

Assuming that one ion in the nanodosimeter SV corresponds to either none or one strand break in the equivalent DNA segment, the conditional probability to observe a DNA damage cluster with exactly $n_{\text{dsb}}$ strand breaks given that an ionization cluster with $n_{\text{ion}}$ ions was observed can be described by the binomial probability

$$P_{\text{dsb}}(n_{\text{dsb}}|n_{\text{ion}}) = \binom{n_{\text{ion}}}{n_{\text{dsb}}} p_{\text{dsb}}^{n_{\text{dsb}}} (1 - p_{\text{dsb}})^{n_{\text{ion}} - n_{\text{dsb}}} \quad (2)$$

Let $f_{\text{ND}}(n_{\text{ion}})$ be a representative nanodosimetric cluster-size distribution, i.e., the relative frequency of events with ionization clusters containing $n_{\text{ion}}$ ions obtained with a particular radiation field. The frequency distribution is normalized to the total number of events with one or more ions ($n_{\text{ion}} \geq 1$). The frequency of ionization events leading to exactly $n_{\text{dsb}}$ strand breaks in the DNA segment is then

$$f_{\text{dsb}}(n_{\text{dsb}}) = \sum_{n_{\text{ion}} = 1}^{n_{\text{ion}}_{\text{max}}} f_{\text{ND}}(n_{\text{ion}}) P_{\text{dsb}}(n_{\text{dsb}}|n_{\text{ion}}) \quad (3)$$

where $n_{\text{ion}}_{\text{max}}$ is the practically observed largest ionization cluster size. Further, let $p_{\text{dsb}}(n_{\text{dsb}}) = 1 - \frac{1}{2^{n_{\text{dsb}} - 1}}$ be the probability that not all out of $n_{\text{dsb}}$ strand breaks occur on the same DNA strand; the frequency of DSBs with exactly $n_{\text{dsb}}$ strand breaks ($n_{\text{dsb}} \geq 2$) is given by

$$f_{\text{dsb}}(n_{\text{dsb}}) = \sum_{n_{\text{ion}} = 2}^{n_{\text{ion}}_{\text{max}}} f_{\text{ND}}(n_{\text{ion}}) P_{\text{dsb}}(n_{\text{dsb}}|n_{\text{ion}}) p_{\text{dsb}}(n_{\text{dsb}}) \quad (4)$$

Further, the frequency of complex DSBs, i.e., those with $n_{\text{dsb}} \geq 3$, is given by

$$f_{\text{dsb} \geq 3} = \sum_{n_{\text{ion}} = 3}^{n_{\text{ion}}_{\text{max}}} \sum_{n_{\text{dsb}} = 3}^{n_{\text{ion}}_{\text{max}}} f_{\text{ND}}(n_{\text{ion}}) P_{\text{dsb}}(n_{\text{dsb}}|n_{\text{ion}}) p_{\text{dsb}}(n_{\text{dsb}}) \quad (5)$$

Normalizing this frequency to the average amount of energy deposited per energy deposition event, we have for the yield of critical DSBs

$$G_{\text{dsb} \geq c} = \frac{f_{\text{dsb} \geq c}}{W \sum_{n_{\text{ion}} = 1}^{n_{\text{ion}}_{\text{max}}} n_{\text{ion}} f_{\text{ND}}(n_{\text{ion}})} \equiv \frac{f_{\text{dsb} \geq c}}{W M_1} \quad (6)$$

where $W$ is the mean energy required to form an electron-ion pair and $M_1$ is the first moment of the nanodosimetric distribution, which is equivalent to the mean cluster size of events with $n_{\text{ion}} \geq 1$.

The nanodosimetric quality factor for a certain radiation was defined as the ratio of complex DSB yields for the radiation under investigation and a reference radiation:

$$Q_{\text{ND}} = \frac{G_{\text{dsb} \geq c}}{G_{\text{ref}}^{\text{ref}}} \quad (7)$$

Due to weak dependence of nanodosimetric cluster-size distributions on LET in the 0.1–1 keV/µm range, the resulting $Q$ factor should not be sensitive to the choice of reference radiation in this LET range. Here, we chose primary electrons of 0.4 keV/µm as reference radiation.

Results

Ion and DNA Damage Cluster-size distributions

Ionization cluster-size distributions were simulated for electrons (reference radiation), protons, helium ions, and carbon ions of different energies (see Table 1) and for three different sensitive volumes (see above). Results for the 16 nm long SV will be presented first and those for the large and smaller volume will be presented below (Dependence of Quality Factors on Sensitive Volume Length). Figure 3 shows representative ionization cluster-size distributions for the 16 nm long SV for the highest and lowest LET values of each particle type. Note that events with a single ion, although not representing a true cluster, were included in the distributions. The distributions were normalized to the number of registered events with at least one ion, excluding particles traversing the gas volume without ion registration in the SV. Ionization cluster-size frequencies generally declined with increasing size, but for high-LET particles intermediate (3–10 ions) and large ionization clusters (>10 ions) where more frequent and small clusters (1 or 2 ions) less frequent than for low LET radiation. There was no obvious LET threshold for large clusters, as these were also observed with low-LET radiation.

Each ionization cluster-size distribution was converted to a distribution of strand breaks per DSB. The resulting distribution, normalized to the total number of DSBs, is
shown in (Fig. 4). DSB complexity was expressed as the number of additional strand breaks associated with a "simple" DSB, defined as two strand breaks on opposing DNA strands within a segment of DNA equivalent to the SV. Thus zero associated strand breaks would correspond to a simple DSB, one associated strand break to a DSB with one additional strand break, etc. It is obvious that for low-LET radiation (100 keV electrons and 250 MeV protons) the majority of DSBs (> 80 percent) was simple, whereas for high-LET particles the majority of DSBs was associated with additional strand breaks.

Quality Factors versus LET

The yield of DSBs with at least three strand breaks (complex DSBs) was derived for each particle type and energy; quality factors were calculated by taking the ratio of this yield to the yield of complex DSBs of 100-keV electrons. The resulting quality factors for the 16 nm long SV are shown in (Fig. 5) as a function of LET and compared to the LET-dependent quality factors defined in ICRP Publication 60 [4]. One should note that the general trend of the quality factors is similar to those defined by the ICRP with practically constant values in the 0.1–10 keV/μm LET range, a steep rise for LET values in the 10–100 keV/μm range, and a leveling-off beyond 100 keV/μm. However, the pronounced quality factor peak at 100 keV/μm, defined by the ICRP, is not seen for the nanodosimetry-based quality factors. Of note, the quality factors for protons with LET values between 0.1 and 10 keV/μm are higher than 1, i.e., about 1.3–1.4, and protons have an about 20 percent higher quality factor than helium ions for the same LET. Differences in quality factors for different particles of the same LET are not defined by the ICRP.

Dependence of Quality Factors on Conversion Probability

We tested the sensitivity of the derived quality factors to the choice of the value of the conversion parameter $p_{ab}$. Figure 6 shows the quality factor versus LET for the 16 nm long SV for three different values of $p_{ab}$ (0.10, ...
0.15, and 0.20). The value of \( p_{sb} = 0.15 \) yielded quality factors closest to those defined in ICRP Publication 60. In the LET range of 0.1–100 keV/\( \mu \)m, the upper and lower limits of quality-factors were within 10 percent of the nominal quality factor values, but larger differences, up to a factor 2.5, were seen for the LET range of 100–1000 keV/\( \mu \)m. Generally, it is obvious that a larger conversion factor will increase the yield of DSBs for any radiation. However, the smaller value (\( p_{sb} = 0.10 \)) resulted in higher quality factors and the higher value (\( p_{sb} = 0.20 \)) in lower quality factors than the intermediate value. This is due to the fact that with increasing \( p_{sb} \), the absolute yield of complex DSBs increased more for the low-LET reference radiation than for the radiation of higher LET.

**Dependence of Quality Factors on Sensitive Volume Length**

We investigated the dependence of quality factors on the length of the sensitive volume (Fig. 7). The 16 nm long SV yielded quality factors that were most compatible with those defined in ICRP Publication 60. The full-length SV, which has an approximate equivalent length of 150 nm, resulted in 2–3 times lower quality factors and the small SV of 7 nm length resulted in about three times higher quality factors. It is clear that the large SV will register many more ionizations including those that may not interact to form DSBs due to a separation larger than the presumed critical distance for interaction (10–20 base pairs or 3–7 nm). This would falsely increase the number of complex DSBs, in particular for low-LET radiation, explaining the lower values for the quality factors derived from the large SV. On the other hand, the small SV (7 nm) is likely to undersample the number of clusters leading to complex DSBs. This may lead to an underestimation of the number of complex DSBs generated by low LET radiation, as the associated ionization clusters are probably spatially less dense than those caused by high-LET radiation. This would explain an overestimation of the quality factor derived from the small SV.

**Discussion and Future Directions**

Despite current technical limitations preventing compact nanodosimeters to be utilized for space flights, we have investigated the possibility to derive quality factors of space radiation with nanodosimetry. Since experimental data for a larger range of heavy ions and LET values are scarce, we performed Monte Carlo simulations of the experimental nanodosimetric data for protons, helium and carbon ions, as well as 100 keV electrons, the latter used as low-LET reference radiation. The Monte Carlo code developed at the PTB for that purpose has been extensively validated in comparison with experimental nanodosimetric data with protons and helium ions [10,13,14]. For heavier ions, the code remains to be validated as experimental data do not exist at this time.

Our results obtained with a nominal 16 nm long SV and a probability of 0.15 for ion-to-strand-break conversion agree generally well with the \( Q(L) \) LET dependence devised by the ICRP in their Publication 60 [4]. One notable
difference in the low-LET range is that the quality factor up to an LET value of 10 keV/μm was in the range of 1.3–1.4 for protons with energies > 5 MeV in our work but defined as 1.0 by the ICRP. Our value is consistent with relative biological effectiveness (RBE) values in the range of 1.1–1.2 for high-energy protons compared to γ rays at radiotherapeutic doses (1.8–2 Gy) with a tendency of higher RBEs in the low-dose limit [19]. A second difference is the about 10% higher \( Q(L) \) value for protons compared to helium for the same LET. This observation is in agreement with higher cell-survival and mutation-induction RBEs of low-energy protons compared to those of helium ions at the same LET [20,21].

It should be mentioned that nanodosimetry is not the only option for evaluating and monitoring quality factors and equivalent doses for space radiation exposure. The use of very compact solid-state microdosimeters to monitor space radiation quality is rapidly evolving and was recently modeled with silicon-on-insulator (SOI) microdosimeters for solar protons [22]. The MIDN (MicroDo- simetry Instrument) developed by the United States Naval Academy contains three SOI microdosimeters located at three different locations on the MidSTAR-1 spacecraft [23]. MidSTAR-1 is the first of the MidSTAR series and was launched aboard a Lockheed-Martin Atlas V rocket in March 2007. From the microdosimetry spectra recorded by the microdosimeters, the mean dose weighted lineal energy, average quality factor, and dose equivalent can be determined using the protocol outlined in ICRU report 36 [24].

The main difference between the microdosimetry and the nanodosimetry approach to determine quality factors is in the geometry of the sensitive volume and the conversion of event-size distributions into a radiation quality factor. Microdosimetry records stochastic energy deposition events in micrometer volumes and one assigns quality factors to components of the lineal energy spectrum. Nanodosimetry, on the other hand, records individual ionizations occurring in simulated DNA segments and one calculates the quality factor based on the frequency ratio of critical DNA damage events (complex DSBs). This approach may be more directly related to cancer initiating events, however, additional radiobiological research correlating nanodosimetry data with biological endpoints such as mutations and cancer induction will be needed to confirm this view.

The approach suggested here has its specific limitations, some being of conceptual nature as discussed next, and others of technical nature, as discussed below. There are several assumptions implicit in our approach that should be discussed and critically evaluated.

- Our approach provides quality factors based on the relative frequency of complex DSBs, which are presumably responsible for radiation-induced late effects. Current hazard-rate radiation risk models assume an age-dependent base-line risk modified by a relative risk (RR) factor, which is expressed as the product of a function of the effective dose equivalent and a function of age at exposure and time since exposure [25]. The effective dose equivalent is a weighted sum of organ dose equivalents derived from equation (1) and multiplied with organ-specific weighting factors [26]. The use of a multiplicative quality factor in equation (1), here derived from relative frequency of complex DSBs, implies that the relationship between dose (or fluence) and DSB induction is linear. This is implicit in our model due to the assumption that only single particles contribute to ionization clusters (see last discussion point below), and has also been confirmed by experimental studies of DSB induction [27].

- Central to our approach is the assumption that complex DSBs with three or more strand breaks are the most relevant DNA lesions for radiation-induced cancer. Error-prone repair of DSBs has in fact been recognized as the predominant mechanism for radiation-induced genetic and chromosomal injury leading to cancer in the BEIR VII Phase 2 Committee Report [25]. Moreover, not all DSBs are equal in their reparability and most DSBs with just two breaks separated by a few base pairs can be repaired by the non-homologous end joining (NHEJ) repair mechanism [28]. With any additional break, however, a small piece of DNA or genetic information is lost from the break site and DNA repair appears to become error prone and chromosomal rearrangements are more likely. Moreover, while complex breaks can be repaired in principle by homology-directed repair (HR), this mechanism is not available throughout the cell cycle and has a limited capacity in most mammalian cells [28]. These facts support our assumption that DSBs with three or more strand breaks are relevant in the process of carcinogenesis.

- The value of the parameter \( p_{bh} \) is critical for the nanodosimetric conversion model. We assumed a nominal value of 0.15 based on existing radiochemical knowledge and the assumption that the SV is a representative model for cellular DNA. It is important to note that \( p_{bh} \) is essentially a radiochemical parameter. Its value depends on the kinetics of the chemical reactions of the initial water radiolysis products (e.g., the hydroxyl radical) within the scavenging environment of the DNA [29]. The subsequent cascade of signaling and repair responses of cells, which is likely to be responsible for the large variations in intrinsic radiosensitivity, should not affect \( p_{bh} \). Therefore, one may assume that the value of \( p_{bh} \) is well preserved among different cell types and species.
• The parameter \( p_{ch} \) was assumed to be independent of LET. It is possible that the average distance between neighboring ionizations in ionization clusters is smaller for high-LET than for low-LET irradiation. This would mean a higher probability for radicals to recombine before they interact with the DNA and thus a smaller quality factor for high LET than calculated here. We have not yet investigated this effect, but a study of the LET-dependence of the distance between individual ionizations with the Monte Carlo simulation code we have used here will be part of future work.
• Built into the conversion of ionization clusters to strand break clusters is the assumption that a single ion does not produce more than one strand break. This assumption is supported by experimental evidence that low-LET DSBs are formed by two radicals rather than a single radical mechanism and that DSBs produced by alpha particles are formed by several radicals [30].
• It was assumed that only single primary particles contribute to ionization clusters. This assumption is justified by the small geometric cross section of the nanodosimetric SV and the low-dose/fluence space radiation environment [31]. For example, 32 protons of 250 MeV traversing a typical mammalian cell of 20 \( \mu m^2 \) cross section deliver a dose of 0.1 Gy. Based on our estimated absolute cluster size frequency spectrum per unit fluence, we estimate for the probability that more than one out of 32 protons deposit ionization clusters of any size in the 16-nm SV is approximately \( 10^{-10} \), which is negligibly small.

Due to its design, the nanodosimeter in its current implementation does not give any information on the regional association of complex DSBs. The importance of regional spatial clustering of energy deposition events in DNA for the formation of chromosomal exchanges and whether one or two DSBs are needed for these chromosomal rearrangements is still a matter of active debate [32].

Our approach did not predict the sudden decrease of RBE in the high LET range of 100–1000 keV/\( \mu m \) which has been incorporated into the ICRP-defined quality factors. LET-dependent RBE maxima for various biological endpoints, which have served as a database for the choice of quality factors, have been observed over a rather large range of LETs depending on endpoint and particle species [4,26,33]. Other factors than a decrease in the frequency of large clusters may have contributed to the decline of RBE for particles of high LET, for example, the low penetration power of high-LET protons and light ions and saturation effects for heavy ions. Bettega et al. [34] suggested that for low doses of high-LET ions only a fraction of cells are actually traversed by the ions, which would lead to an overkill effect in those cells hit and no effect (except for a possible bystander effect) in those cells not hit. Of note, Groesser et al. [35] investigating the RBE of high-energy iron ions with LETs up to 250 keV/\( \mu m \) for micronucleus formation, which are believed to be the result of complex DSBs, observed leveling-off of RBE for LET values in the 100–250 keV/\( \mu m \) range rather than a peak, similar to the nanodosimetry-defined quality factors reported here.

In recent years, we have obtained experimental nanodosimetric distributions with the nanodosimeter developed at the Weizmann Institute of Science and Loma Linda University with protons of a range of energies and alpha particles [13] as well as high energy electrons from a strontium-90 beta source (unpublished). Such measurements have demonstrated the usefulness of nanodosimetry. However, the current technology has its limitations, foremost its lack of portability due to the need of sophisticated pumping and gas systems and its slow data acquisition time when sampling from a single SV. If the realm of nanodosimetry is to be investigated further, in particular for applications in space radiation protection and monitoring, an improved nanodosimeter is required that can be deployed on spacecraft. For this, the basic concept of the nanodosimetry apparatus may need to be revisited. A compact gas-based nanodosimeter sampling from a large array of SVs would be one possible solution. This will require the development of a two-dimensional ion detector operating in the same low-pressure gas environment as the detection volume. Gas-based two-dimensional micro-pattern detectors exist for photon and electron detection [36] but, so far, not for ions.

In addition, solid-state nanodosimeters of truly nanometer SV size should be investigated and developed in order to further develop this field of research. Attempts to develop solid-state radiation detectors sensitive to the track structure of charged particles was recently undertaken using the response of LiF thermoluminescent detectors (TLD-100) and based on recombination of electron hole pairs in spatially correlated trapping luminescent centers of LiF detectors [37]. It was observed that the shape of the glow peak produced by the TLD depends on the track structure. However, interpretation of this data is complicated and this technology is unsuitable for real-time nanodosimetry. A more effective method for real time nanodosimetry utilizing nanotechnology and quantum dots (QDs) is currently being explored by one of the coauthors (ABR) of this contribution. In contrast to gas nanodosimetry, such a device would register and quantify energy depositions by the track of charged particles in QDs embedded in a tissue-equivalent organic matrix. This mode of solid-state nanodosimetry has the potential for significant improvements over current technology. The development of such detectors would be useful across a range of therapeutic and radiation protection applications, including space radiation; however, an adequate R&D program needs to be conducted.
Conclusions

This study has demonstrated that nanodosimetric data yield meaningful quality factors for space radiation protection, which are based on a biological endpoint namely the ratio of complex DSBs. The advantage of the proposed method is that it does not require identification of individual particles in a complex radiation field. Practical application of nanodosimetry in space radiation protection requires further technical development, in particular, of a compact nanodosimeter as well as biological verification studies.
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