Of Metaphors and Darwinism: Deconstructing Genetic Programming’s Chimera

Jason M. Daida*, Seth P. Yalcin*, Paul M. Litvak*, Gabriel A. Eickhoff*, and John A. Polito 2**
*The University of Michigan, Artificial Intelligence Laboratory and Space Physics Research Laboratory
2455 Hayward Avenue, Ann Arbor, Michigan 48109-2143
daida@eecs.umich.edu, http://www.sprl.umich.edu/acers
*The MEDSTAT Group, 777 East Eisenhower Parkway
Ann Arbor, Michigan 48108

Abstract— This paper discusses several metaphors from  We especially note that a metaphor’s worth extends far be-
Darwinism that have influenced the development of ge- yond its explanatory power. As Depew and Weber stated, meta-
netic programming (GP) theory. It specifically examines  phors are not rhetorically innocent (as in the case of meta-
the historical lineage of these metaphors in evolutionary phors in evolutionary biology).

computation and their corresponding concepts in evolu- ...just because metaphors play roles in explanations that one is
tionary biology and Darwinism. It identifies problems that not entitled simply to say, “Oh, that's just my way of putting it.”
can arise from using these metaphors in the development  Even when they perform little or no explanatory work, moreover,
of GP theory. metaphors carry a good deal of metaphysical and epistemological

freight. Indeed, whenever there is a deficit between theoretical reach
d . and empirical support, the difference is usually made up by invok-
1. Introduction ing ontology to do the missing work. Similarly, epistemological

Darwinism has strongly influenced the development of theory 2 melthOd("Oc?iC%' ideﬁls ";‘]re sometimes used to i“;imate or|1 high'%
in genetic programming (GP), as well as the entire field of 9ENeral grounds that the theory in question must be true. In suc
evglutionar?/ cgmputaticg)n( (E()Z) In many ways, the ultimate Casesr’] Leyc\i/onlt|n and Le\éms arglme are ent'téleﬁ at least tlogglés-

. - MR : ect that ideology may be involvécevins and Lewontin
arbitre of development and conflict resolution in evolutionary Etalics ours). (Dggew ;’nd Weber%eg& p. 374) )

computation has been based on what Darwinism has to say . . .
That might be acceptable if Darwinism represented a mono- 1€ use of metaphors gains added potency in evolutionary
in thigomputation because of two additional factors. First, meta-

phors play a significant, if not decisive, role in the synthesis
f the field and the creation of theory, algorithms, and phe-

of difficulty in GP theory. Close inspection of these metaphord 0N subsumed by this field—e.g., (Fogel 1995; Back
reveals borrowed concepts from different, even antagonistito20): Second, certain research agendas in evolutionary com-
research traditions in evolutionary biology. Our investigatior}f’r'Utatlon posit that not only does Darwinism have a say about

paper, Darwinism is anything but a monolith.
In this paper, we indict metaphors of Darwinism as source?

has focused on the historical and philosophical traditions ifl'€ Wa that evolutionary computation proceeds, but that evo-
evolutionary computation and Darwinism, with the aim of utionary computation has "’} say about thg reality of "V'”Q
understanding of what GP theory has borrowed from Darwint-hmgs_e'g" (Holland 1961; Holland 1975; Holland 1992;

ism. We maintain that difficulties in GP theory have occurrecl:rfsl‘_ﬂl.( 1936). ists of th tenti d lusi

in part because of uncritical borrowing. We do not go so far as hlsfpaﬁerhqor;]s_lsh? ?] dr_ee r(]:on entons "F]m fCI(I)nC usions,
to say these metaphors are wrong. Instead, the purpose of tRCh of which is highlighted in the sections that follow.

paper is twofold. First, this paper seeks to make the reader

aware that casual borrowing of concepts can lead to problerds Metaphors and GP Theory

in the synthesis of GP theory. Second, this paper seeks to Mk ention 1Theoretical arguments in GP have been strongly

the reader aware that in borrowing concepts from DarwinismMnq,,anced by several key metaphors of Darwinism and evolu-
we may have also unwittingly borrowed some of that tradition %ionary biology

baggage as well.
We note that metaphors are not intrinsically falsifiable, at One can think about a metaphor in science as a synthesis of
least not in a way that a well-crafted scientific hypothesiglisparate concepts that are “thrown together,” like throwing
should be (Popper 1958). By nature, a metaphor implicithpits of clay together to form a sculpture. The “throwing to-
draws loose comparisons between distinctive objects or cogether” can be done systematically or accomplished with great
cepts. Metaphors caricature and represent non-literal descrifrtistic) license—either can work to produce a rich and use-
tions that can stimulate thought. A well-chosen metaphor prdul metaphor. In any case, one needs to keep in mind that meta-
vokes discussion and yields additional insight—a well-chophors are not strictly logical, isomorphic entities that allow
sen metaphor displays richness. One does not spend time fane to chart unambiguous mappings from one domain to the
sifying caricatures (metaphors) because of their literal fidelitpiext. We note that the metaphors discussed in this section have
to the phenomena under investigation. That effort is better spepgen “thrown together” from several different directions.
on falsifying hypotheses based on those metaphors. One, howdn particular, a common route for metaphors to occur in GP
ever, can promote or discount metaphors on the basis of théias been through the genetic algorithm (GA) research tradi-
worth (in our case, their contributions towards theory). tion, which in turn has taken its metaphors from Darwinism
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and evolutionary biology. However, other routes can lead frorof proteins) lay the foundation for McClintock’s Nobel prize-
other research traditions in evolutionary computation. Signifiwinning work in transposons (“jumping genes”) (Keller 1983).
cant metaphors from Darwinism and evolutionary biology tend Building Blocks. At face-value, the terrbuilding blocks
to resonate simultaneously in several research traditions mefers to a conceptually basic definition: simple components
evolutionary computation. We also note that GP metaphomut of which more complex things can be made (as in the
can have multiple origins or originate directly from work in children’s toy (Goldberg 1989, p. 41)). However, the term
the biological sciences. building blocksrepresents a controversial issue in GP theory,
In this section, we concentrate on several key metaphois part because building blocks have been tied to the GA Build-
that can ultimately be traced to Darwinism and evolutionaryng Block Hypothesis (Goldberg 1989).
biology. In each case, we start with the metaphor as used inKoza (1992) suggested that GP uses building blocks in a
the GP research tradition. Where possible, we indicate tHashion similar to GA. Early anecdotal information seemed to
usage and context of these metaphors in other research traldgar this out, as a few researchers reported seeing repeated
tions in evolutionary computation (especially in the GA re-code in their results that have been highly suggestive of build-
search tradition). We then indicate where in the Darwinist liting blocks—e.g., (Tackett 1994). However, several meanings
erature the concepts occurred. of the termbuilding blockshave been subsequently offeriéd
_ . o only to attempt a rigorous definition. For example, a building
Introns. The termintronsrefer to portions of code within a pjock in a GP individual has been defined to be a subtree of an
GP mdmdual that do not directly c_ontnbute to the fitness ofindividual (Koza 1992); blocks of code (Altenberg 1994); a
that individual. Koza (1992, p. 7) first noted the analogy bergoted subtree (Rosca 1997); and program semantics (Haynes
tween introns in DNA (deoxyribonucleic acid) and function-1997). Several works have addressed the issue of GP sche-
ally inert code in GP individuals. Angeline (1994) reinforcedmata, a theoretical formalism of building blocks that often pre-
that analogy by saying that those unused code poriEns gypposes a particular structural form (i.e., a subtree)—e.g.,
introns in GP. Tackett (1994) noted that GP individuals grewo'Reilly and Oppacher 1995; Whigham 1995; Poli and
unchecked because of “hitchhiking” sections of code, Whidllangdon 1997a; Poli and Langdon 1997b; Rosca 1997;
seemed not to contribute to an individual’s fithess. This UNtangdon and Poli 1998; Poli, Langdon et al. 1998). None of
checked growth in GP individuals during the course of a rugne theories about schemata have been able to predict reliably
is now described by the terbloat Strong evidence supports pow desirable schemata propagate during the course of a run
the contention that bloat consists mostly of introns (McPhe@Banzhaf, Nordin et al. 1998).
and Miller 1995; Nordin and Banzhaf 1995; Nordin, Francone Re|atively recent works have contended that building blocks
etal. 1996; Soule, Foster et al. 1996; Soule and Foster 199()}syally referring to schema) do not exist. A simplified argu-
Banzhaf et al. (1998, p. 182) has said that, “the evidence jfent proceeds as follows: GP uses crossover to preserve build-
Strong tha.t eVOlUt|0n SeleCtS for the existence Of GP IntI’OI’lSj'hg b|0cks; GP attains a Certain performance measure; an a|_
Introns seem to have both detrimental and beneficial effectgarnative operator that should not be able to preserve building
On one hand, introns that are too large seem to séaigea-  plocks is substituted in lieu of crossover; GP with the alterna-
tion (Banzhaf, Nordin et al. 1998, p. 182). On the other handjve operator meets (or exceeds) the performance measure of
introns seem to protect useful code within a GP individuagp with crossover. Consequently, the statement “GP is a build-
against crossover (Nordin and Banzhaf 1995; Angeline 19965 block engine” is suspect. Works along these lines include
Nordin, Francone et al. 1996). Ataxonomy of introns appearg ang 1995; Angeline 1997a; Angeline 1997b; Chellapilla
in (Banzhaf, Nordin et al. 1998). . ~1997; Chellapilla 1998). Works that demonstrate the equiva-
The termintron first appeared in the GA literature, i.e., |ent or superior efficacy of alternative operators have been used
(Levenick 1991). Levenick argued that introns can serve gr considered for use in this argument—e.g., (Harries and
beneficial purpose: to protect GA “genes” against crossovesmith 1997; Luke and Spector 1997; Luke and Spector 1998).
(See also (Wu and Lindsay 1995).) We note that Angeline | evolutionary computation, the tebuilding blocksyained
(1994) based his use of the term intron on Levenick’s papekyidespread usage in the GA research tradition—e.g., see
On the biological side, the concept of intron represents gsoldberg 1989; Holland 1992). The tebuilding blockshas
fairly new development in the history of Darwinism. Thepjayed a significant part of the narrative that explains the
bridge paper between introns in Darwinism and introns in evoschema Theorem and has appeared in a number of books and
lutionary computation is (Gould 1989), which Levenick (1991)papers on genetic algorithms—e.g., (Goldberg 1989; Holland
cited. The discovery of introns (noncoding, base-pair se1992; Mitchell 1996; Eshelman 1997). We note Swtema
quences) and exons (base-pair sequences that code for pgfisceded the use diuilding blocksby a number of years,
even thouglschemaepresents a mathematical formalism of
the more general and intuitibeilding blocks The termbuild-
* In this paper, as in (Depew and Weber 1995), we consider the hif1g Plockswas absent in Holland's early work, which includes
tory of Darwinian evo|uti0naryheory The hlStOl’y of evolution- the fII’St edItIOI’l OfAdaptatlon n Na.tural and ArtIfICIal SyS-
ary theory is not identical to the history of evolutionaiglogy. ~ tems(Holland 1975). Widespread usehnfilding blocksoc-
The latter encompasses other evolutionary theories that are notirred after Goldberg described the GA Building Block hy-
traditionally associated with Darwinism, e.g., (Margulis 1970).pothesis (Goldberg 1989), which can be stated as follows:
We examine research traditions that have been key to the eVOI“'Short, low-order, and highly fit schemata [building blocks] are

tion of Darwinism, which does not always include research tradi- : : :
tions that have been key to the development of evolutionary biol- ﬁ%rplglrefciit,nf;; ngggggefg i;%sgan;ﬂeld) to form strings of potentially

ogy. For example, we only indirectly consider paleontology.




On the biological side, the concept of building blocks seem@)’Reilly and Oppacher 1995) used neither terms. The meta-
only indirectly linked with analogous concepts in evolution-phors were not directly employed in the early synthesis of GP,
ary biology. Historically, the terfouilding blockss not preva-  either (i.e., Koza used neither term in (Koza 1989; Koza 1992)).
lent in the primary Darwinist literature—i.e., (Darwin 1859; In the broad context of the evolutionary computation field,
Fisher 1930; Dobzhansky 1937; Huxley 1942; Mayr 1942)the metaphors ajenotypeandphenotypere common. Nev-

For the most part, the term is absent in the literature. We noetheless, as in GP, these metaphors natessential to much
that Huxley did mention building blocks, but Huxley’s use ofof theearliestworks in evolutionary computation. Neither term
the term does not coincide with usagebafiding blocksin appears in the early work of the principals who are credited
evolutionary computation (“The building-blocks of evolution, with the three primary research traditions in evolutionary com-
in the shape of mutations, are, to be sure, discrete quantamftation: genetic algorithms (Holland 1961; Holland 1962;
change (Huxley 1942, p. 27).") Holland 1967; Holland 1973), evolutionary programming

Evidence suggests that the term as used in evolutionary colffogel 1962; Fogel, Owens et al. 1965; Fogel 1968), and evo-
putation originated independently of evolutionary biology. Thelution strategies (Rechenberg 1964). Contemporary usage of
EC concept of building blocks, however, resonates with keyhese metaphors in GA stems from (Holland 1975). Contem-
tenets of Darwinism in the 1930s to mid 1940s, when Mendesorary usage of these metaphors in evolutionary strategies and
lian genetics merged with Darwinism. This merger representeglolutionary programming stems largely from (Atmar 1992),

a fundamental shift in the history of Darwinism, since prior towhich came at roughly the time these three research traditions
it, Mendelian genetics and Darwinism existed as wholly sepa&egan to interact (Back, Hammel et al. 1997, p. 4).

rate research traditions. As Huxley (1942, p. 47) succinctly On the biological side, Lewontin’s work has been one of
stated, “The essence of Mendelian heredity is that it is pathe bridges from which contemporary EC usage of genotype
ticulate.” Before the synthesis, Darwinists contended that foand phenotype has stemmed (Lewontin 1974). In a later work,
natural selection to result in gradual change, what enabled tHa¢wontin has defined the genotype of an organism to be the
change was a continuous, blending process. During the sytelass of which it is [a] member based upon the postulated
thesis, Huxley and others argued for a mechanism that wasate of its internal hereditary factors, the genes (Lewontin
inherently not continuous. Instead, they argued that heredit}992, p. 136).” Similarly, Lewontin has defined the pheno-
is discrete and measured in units of genes; an idea not unlikge of an organism to be the “class of which it is a member
having discrete units of schemata in GA (which Goldberg latebased upon the observable physical qualities of the organism,
referred to as building blocks (Goldberg 1989)). The “mechaincluding its morphology, physiology, and behavior at all lev-
nism of particulate inheritance” wéalse focus of one of the els of description (Lewontin 1992, p. 136).”

earliest neo-Darwinists, Fisher (1930). Fisher posed the rhe-One can trace these concepts further back in the history of
torical question, “Igll inheritance particulate [italics ours]?” evolutionary biology than as indicated by (Lewontin 1974).
He replied, “The Mendelian theory is alone competent...” (Sedohannsen first coined the terms in 1909 (Dunn 1965, p. 79)
(Fisher 1954, pp. 17-18).) (i.e., see (Johannsen 1911)) to distinguish between an unchang-

Genotype and PhenotypelThe metaphors g@fenotypeand  ing heritable part (genotype) and a changing appearance (phe-
phenotypéhave been liberally used in the GP literature. Thenotype). Although the terms were not invented then, the idea
“usual” definition for genotype is that which underlies a singleof genotype and phenotype is implicit in Weismann'’s classic
trait or a set of traits—i.e., a parse tree in GP. For phenotypiork (Weismann 1893) that distinguished between germ (heri-
the “usual” definition is (GP individual) behavior. These defi- table part) and soma (body). Even before Weismann, Mendel
nitions are based on those provided in (Back and Fogel 199@rgued for heritable factors that explained the manifest state
Beyond these “usual” connotations of the term is a controsf an organism (Mendel 1865; Lewontin 1992).
versy over what exactly is meant by these terms when con-
cerning GP. For example, the metaphor of phenotype has sey- Tradition and Conflict in Darwinism
eral meanings. Some have gone so far as to define the pheno-
type as equivalent to vector values, as in those used for fitneegntention 2The use of several of these metaphors in evolu-
scoring (Altenberg 1994). Others have opted for a more affionary computation has been significantly, if not uncon-
stract definition by equating phenotype with semantics (Hayneggiously influenced by differences, biases, and even person-
1997). Some researchers simply define phenotype as obsenaliiies of antagonistic research subtraditions within the neo-
behaviors (Banzhaf, Nordin et al. 1998, p. 185). Darwinist framework.

Asignificant portion of this controversy arises from the use Mayr (1998) has argued that Darwin’s Darwinism consisted
of genotype and phenotype in relation to building blocks. They fiye separate theories: naturalism, transmutation, descent
predominant view is that building blocks are genotypes (StruGgith modification, natural selection, and casual pluralism. At
tures) and that the mathematical formalism of a building blocky,e conceptual core of these theories and the Darwinian re-

is a schema, e.g., (Poli and Langdon 1997b). One alternativ@ch tradition is natural selection (Depew and Weber 1995,
view holds that for GP, the genotype and the phenotype afge 5y

one and the same (Nordin, Francone et al. 1996). Another al- og Mayr (1964, pxxy) has noted, “it is well known that
ternative view is that building blocks in GP exist in both thepsnwin did not understand the causation of variability.” As
genotype and the phenotype (Haynes 1997). For as much coen-

troversy as these terms have engendered, however, we nét&Vhile most researchers may have not read (Atmar 1992), many
that theearliestGP theory did not depend upon having pre- researchers have been introduced to his diagram that has been re-

cise definitions of genotype and phenotype. For example, capitulated frolm (Leyvontin 1974). This diagram has appeared in
recent works, including (Back et al. 1997; Fogel 1995).
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Figure 1. Darwinism and Associated Research Traditions. This figure highlights relationships between Darwinism and several
selected research traditions in the period roughly spanning 1838-1983.

shown in Figure 1, some six years would pass after Darwifrom (Depew and Weber 1995), with supplements from (Mor-
publishedOn the Origin of Specidsefore Mendel would pub- gan, Sturtevant et al. 1922; Morgan 1926; Dunn 1965; Mayr
lish his experiments with pea plants in an obscure journdl988; Burian 1992; Keller and Lloyd 1992; Rose and Lauder
(Mendel 1865). Another 41 years would pass before Mendel'$996). We note that the charting of relationships and influ-
work would be “rediscovered” (Tschermak 1900; Corrensnces is not an exact science, even though diagrammatic ar-
1901; de Vries 1901). Nearly three decades would pass befamws and endpoints may suggest that. (For example, a person
Mendelian genetics would be reconciled with Darwinism, incontributing to evolutionary biology might have been influ-
a merger that would be known later as neo-Darwinism (Depeenced more by a talk or a mentorship than by a paper or an
and Weber 1995) or the modern synthesis (Huxley 1942). Faward.)
this paper, neo-Darwinism is generally taken to mean the pe- These differing views have given occasion for conflict to
riod in which the merger occurred (i.e., 15 - 20 years). arise among research traditions associated with Darwinism,
To understand the nature of conflict within neo-Darwinism,as well as research subtraditions from within Darwinism, par-
one needs to understand that Darwinism does not represerti@ilarly around the neo-Darwinist period. We describe two of
monolithic research tradition. Instead, Darwinism includes ofhose conflicts: continuous change v. discrete change, pheno-
several distinct research traditions, each with their own viewype v. genotype.
of the world, each with their own idea of what is important. Continuous Change v. Discrete ChangeAt issue was
Figure 1 diagrams both chronology and relationships amonBarwin’s adherence to gradualism and aversion to saltations.
three of the major research traditions that have contributed i support this, Darwin proposed a mechanism of inheritance
Darwinism. The diagram shown in Figure 1 was derived largelfie calledpangenesiswhere inheritance is carried lgem-



mulesthat are “inconceivably minute” (Darwin 1868; Depew to also be a Mendelian geneticist, many of whom would also
and Weber 1995, p. 131ff). The result of gemmule exchangespond “genotype.” Having said this, we consider R. A. Fisher
was ablending inheritancef traits. Darwin’s younger cousin and E. Mayr, two of those responsible for Darwinist
Galton extended the notion of blending inheritance into a staubtraditions within modern synthesis.
tistical framework—i.e., one characterizes traits by their sta- Fisher would have responded “genotype.” Fisher’s Funda-
tistical distributions (Depew and Weber 1995, p. 201ff). Thanental Theorem of Natural Selection states, “The rate of in-
science of measurement of traits—including those morpharease in fitness of any organism at any time is equal to its
logical or intangible (like intelligence)—is called biometry. genetic variance in fitness at that time (Fisher 1954, p. 37)."
In direct contrast to blending inheritanceéticulate in-  Fitness, as meant by Fisher, refers to comparative reproduc-
heritance(i.e., Mendelian genetigs Mendel was the first to tive rate. Fisher treated genes as independent and linear enti-
articulate laws governing these particles known as “genedfes, which further meant that genes have a cumulative effect.
(Mendel 1865). Mendel published his findings in a journalin effect, Fisher’s theorem suggested that “natural selection
that was not widely read. Unaware of Mendel’'s work, Darwinspeeds up as usable [genetic] variation is fed to it (Depew and
died about eight years before Mendel was “rediscovered” ilVeber 1995, p. 251).” Fisher has been credited to being one
c. 1900. At the outsets of both Darwinism and Mendelian geef the early founders of the modern synthesis and a founder of
netics, both remained as separate research traditions (Dumwodern statistics. Fisher has also been credited for being the
1965). first to explicitly apply the Boltzmannian model to genes
Not only was Mendelian genetics a wholly separate resear¢bepew and Weber 1995, p. 11).
tradition from Darwinism for nearly 60 years, but the last thirty Mayr has responded “phenotype.” Mayr’s chief contribu-
years of that period was characterized by intense and vitriolitton to the modern synthesis has been “to shift attention from
antagonism between Mendelian geneticists and Darwiniagenotypic aspects of evolution to phenotypes as they appear
biometricians. Provine (1971) characterized that period as the biogeographic space (Depew and Weber 1995, p. 310).”
“thirty years’ war.” The principals of that war include Mende- Mayr has long argued that between genotype and phenotype,
lian geneticist W. Bateson (who coined the term “geneticsthe “causal accent [is placed] on the phenotypic level (Mayr
(Bateson 1928) and gave the then fledgling field stature) antb88, pp. 97ff; Depew and Weber 1995, p. 315).” In a sense,
Darwinian biometrician W. F. Weldon (who provided the firstMayr argues that an organism has to survive long enough in
proof of natural selection through his statistical analysis ofts environment before it can reproduce successfully. Mayr
crab morphologies (Weldon 1893)). Bateson and Weldon wemoesnot argue that genotypes are inconsequential. Depew and
close friends until Bateson became a geneticist. Their personaleber summarize this view as
antagonisms for each other were well known. On one occa- For Mayr, genetics is a black box whose mechanisms are less im-
sion, Bateson “had it out with Weldon” in a momentous, well- portant than what naturalists can observe about populations. He
documented debate (Depew and Weber 1995, p. 227). simply infers that it must happen and implies that geneticists, by
Phenotype v. GenotypeThe conflict involving continu- restricting their views about natural history to known genetic
ous change v. discrete change was resolved in part by employ-mechanisms, may put unwise constraints on progress in evolu-
ing Johannsen’s concepts of genotype and phenotypetlonary.theory, which, on .th.ewhc.)le,wnl more proﬂtab]y be led by
(Johannsen 1903; Johannsen 1911). Phenotypes portray conhaturalists than by geneticispmrticularly overt theoretical ones
tinuous traits that biometricians observed. Genotypes refer to (P€PEW and Weber 1995, p. 313) [italics ours] _
the units of inheritance that underlie phenotypes (Depew and Provine (1986, pp. 477ff) has contended that Mayr's view
Weber 1995, p. 226). In effect, both continuous change arfh genetics has accounted for Mayr’s pronounced hostility
discrete change could coexist. However, instead of quellingpwards Fisher. That Mayr has held Fisher in contempt has
this conflict, these terms framed the next series of conflictddeen well documented. His use of the term “bean bag genet-
which have not yet been truly resolved. Behind these contenis” (Mayr 1959; Mayr 1965; Mayr 1983) is a pejorative one
porary conflicts lies the question, “Which is the primary levelthat has been aimed directly at Fisher. The extent of Mayr’s
of selection, phenotype or genotype?” contempt fo_r Fisher is revegled in Mayr’s account of the mod-
Depending on one’s answer, common terms can take on ve@yn synthesis. In the following passage, Mayr talks about the
different meanings. For example, one can consider the terffitics of the modern synthesis and argues the following:
gene To many molecular geneticists, who would consider The thinking of the reductionists was strongly influenced by R. A.
genotype an answer, the term takes on a very specific mean-Fisher, and this school has therefore sometimes been designated
ing. A gene is a cistron, “a segment of DNA involved in pro- as Fisherian Darwinism.... [Critics like Gould and Lewontin] very
ducing a polypeptide chain; it includes regions preceding and Much confuse matters when they designate the reductionist school
following the coding region (leader and trailer) as well as in- 2° Q;ﬁ&?:lzy'%?gh‘t’r g’;ﬁg’cahagr'tn'];ggge;lp(;ov?,'ﬁolrg]‘edi';'t‘ijrflc'i&’;
tervening séquences (introns) betwee"n individual cod|_ng S€g- rejected the r’eductior’ﬂst concll’Jsions of th;s Fisherian sdivteyr
ments (exons) (Lewin 1994, p. 1242).” To many evolutionary ;ggq b. 535)
biologists, who would consider phenotype an answer, the term ’
has been left ambivalent. Keywords of Evolutionary Biol-
ogy, the ternrgenemeans anythinga competent biologist calls

By arguing this, Mayr declared that critics of the modern
synthesis have been misguided because their ire has been mis-
a gene (Kitcher 1992, p. 131) [italics ours].” d|re_c_ted at the “true” neo-Darwinists. Instgaa_d, Mayr argued,

¢ (Ki b ) [italics ours] their ire should be reserved for Fisher and his ilk, i.e., the “false”

We use this distinction of the temgeneto caricature differ- - . . o ;
98 go-Darwinists. To accomplish this revision, Mayr redefined

ences between research traditions. In actuality, the differenc% q hesi h hich modified A
have not been so clear. It was not unusual for a neo-Darwinidte modern synthesis as that which modified Darwinism in



which “population thinking [was] emphasized; [increasing]Owens et al. 1966).) The differences between the two princi-
interest in the evolution of diversity, allopatric speciation, [andpals are even more striking when examining their work prior
variable evolutionary rates (Mayr 1988, p. 536).” Mayr dealto their respective monographs. Fogel (e.g., (Fogel 1962; Fogel,
with the merger of Mendelian genetics and Darwinism byOwens et al. 1965)) seldom cites any of the Darwinist litera-
“eliminating” the merger altogether. In Mayr’s synopsis, Men-ture. In contrast, Holland (e.g., (Holland 1961; Holland 1962;
delian genetics was but a stage in the Darwinian research tidelland 1962; Holland 1967; Holland 1973)) consistently cited
dition; he framed Fisher as the maverick reductionist who lednly one —(Fisher 1958), a later edition of (Fisher 1930).
Darwinism astray. As it turned out, Fisher proved to be a great source of inspi-
. o . . ration for Holland. In a sense, what Holland did for the field
Recapitulation in EC. The conflicts of continuous change o eyolytion computation was to formalize Fisher's Funda-
v. discrete change and phenotype v. genotype in evolutionapfana| Theory of Natural Selection as a mathematical propo-

biology have their parallels in EC. In EC, debates have injtjon That proposition is known in EC as the Schema Theo-
cluded real number (continuous) v. bitstring (discrete) repre,

sentations; the irrelevancy of building blocks (blending) v. the ™~ ) _ ) )
efficacy of them (particulate); and genotype v. phenotype. As L. Fogel's work and interests of mainstreaming evolution-
it turns out, these para||e|5 are more than coincidéntal. ary computation in fields like artificial inteIIigence has con-

Evolutionary programming’s principal L. Fogel was prima-tinued through his son, D. Fogel. That Mayr has strongly in-
rily interested in artificial intelligence (Al). At the outset of fluenced D. Fogel's writings is something of an understate-
EP, L. Fogel and his colleagues Owens and Walsh took on tfent. For example, in D. Fogel's chapter on “Natural Evolu-
task of making the paradigm of evolution acceptable to othefon” in his monograph (Fogel 1995), Mayr is cited more than
in the field of artificial intelligence. Their energies went into 30 times, which is about three times greater than the next most
promoting and defending just the idea of natural selection ted work in that chapter. Notably, D. Fogel uses Mayr’s work
an acceptable paradigm, as opposed to exploring the ramifis @ touchstone to which aII o;her works in evolutionary biol-
cations of their work in terms of biology. Their list of citations 09y should compare. The citations of (Mayr 1982; Mayr 1988)
on evolutionary biology in (Fogel, Owens et al. 1966) includedtPpear consistently in other works of D. Fogel.

work by notable neo-Darwinists—i.e., (Huxley 1953; Haldane Gjyen that Fisher and Mayr have become woven into the
1954; Dobzhansky 1955). research traditions of EC, it is not surprising that antagonisms

In contrast to Fogel et al., (_3A’s principal, HoII_and, Siqe'between Fisher and Mayr may have also followed.
stepped the issue of addressing whether genetic algorithms

are a form of artificial intelligence. Instead, Holland took an ) .
interest in all things adaptive, which also meant that he wa%- GP’s Chimera
interested in contributing in fields like theoretical biology. His Contention 3The maintenance of current metaphors in ge-
bibliography for his monograph listed a different set of neonetic programming theory has resulted in a chimera of Dar-
Darwinists than Fogel: (Fisher 1930; Fisher 1954; Mayr 1965)yinism.
as well as a number of his students’ doctoral theses (several of
which concerned theoretical biology). A chimera is a mythological monster, which possesses the
Evolutionary strategies principals, Rechenberg andiead of a lion, the body of a goat, and the tail of a serpent. In
Schwefel, also took to different interests. Their interests lagurrent usage, a chimera refers to monsters that have been
in doing better engineering, whereupon evolutionary biologyssembled from disparate parts. By borrowing Darwinism to
provided the inspiration to do so. They borrowed only as mucéxplain phenomena in GP, the research community may have
biology as was needed for engineering optimization problem#advertently created such a monster. We explain the genesis
and that which they needed to borrow were general ideas abaijtfour parts of GP’s chimera by recapitulating the previous
evolution—e.g., see (Rechenberg 1964). If the resulting algsections.
rithm did not strictly adhere to an evolutionary biological con- Chimera Parti. In Section 2, we noted that GP is a deriva-
cept, that was acceptable so long as one could demonstréitee of genetic algorithms— the metaphors of natural selec-
the efficacy of their engineering methods. Consequently, théon and genetic crossover in GA have carried over to GP.
evolutionary biology literature was the least emphasized dflowever, instead of bit strings, Koza used parse trees. Therein
the three research traditions. lies a first part of the chimera.
. . ) . In Section 3, we noted how the research tradition of genetic
Strikingly, no overlap in citations in Darwinism occurred ggorithms has been influenced by R. A. Fisher. We noted how
between Fogel and Holland, even though the latter was famifyg|iand’s Schema Theorem is a mathematical formalism of
iar with the former’s work. (Holland (1975) cites (Fogel, Fisher's Fundamental Theorem of Natural Selection. We have
also noted that Holland was able to demonstrate the conse-
3 As of this paper, we have found the history of contemporar Ec(::]uences o_f his theorem with a gengtic algorithm.
research trpadrztio’ns to be ambiguous partic)l/JIarIy conceeningythe' When Fisher (1930) formulated.hls Fundamental Theorem
origins. For example, it is clear that ’Friedburg (1958) introduce f Natu,ral _Selectlon, he assumtaear arrays Of genes.
olland’s bitstrings represent a computational instance of

concepts that are analogous to Holland’s GA (Holland 1975). Itis_. ) .
harder to demonstrate that Friedburg is in the direct lineage dfiSher's gene arrays—linearly separable. On the other hand,

contemporary GA research, especially if Holland and his studentgarse trees are inherently nonlinear representations.
without knowledge of Friedburg’s work, ended up reinventing some Chimera Part ii. In Section 2, we noted the metaphorical
of Friedburg’s concepts. use of introns in GP. Therein lies a second part of the chimera.




In the formulation of GP, the computational representation of It is not clear that for GP, the current frame of, say, geno-
parse trees were implicitly mapped to organismal chromaype as parse trees and phenotype as program behavior is the
somes. We say this because Koza adopted Holland’s metiaest frame to use. For example, the dynamics associated with
phors. It was Holland who made that mapping explicit (Hol-<code that is not functionally expressed can suggest that parse
land 1975). Neither Holland nor Koza made any claim thatrees ardothphenotype and genotype. Banzhaf, Nordin et al.
either bitstrings or parse trees were DNA. (1998) have proposed as much. Likewise, the dynamics asso-
Subsequent researchers in GP, however, have claimed tlgted with “neutral mutations” and other emergent processes
introns do exist in parse trees. While that, in and of itself, doesan suggest that parse treesadirphenotype—the only geno-
not mean that parse treage DNA, the logical inference is type is represented by the function and terminal sets. This radi-
that introns are made up of DNA, so therefore parse trees acal framing follows because both neutralism and structural-
DNA. That, in and of itself, is harmless. After all, genes aréasm have been used to describe changes in phenotype (the lat-
made up of DNA and DNA is the “active ingredient” in chro- ter more so than the former). In any case, the dynamics asso-
mosomes. It is not unusual for researchers to treat parse tregsted with GP suggest a rethinking of this framing.
and DNA as interchangeable in metaphor.
Of concern, hoyvever, has been the casgal insir)ua'gion_ th5t_ Conclusions
the underlying science of molecular genetics easily fits into
the underlying science in Darwinism. It implies that the physThis paper has described three contentions:
ics of molecular biology has been reconciled with the mathl. Theoretical arguments in GP have been strongly influenced
ematics that have been developed under Darwinism. As im- by several key metaphors of Darwinism and evolutionary
plied by Figure 1, that has only rarely been the case. biology. This contention argued for the pervasiveness and
Nevertheless, EC practitioners treat the two research tradi-depth in which four metaphors (i.e., introns, building blocks,
tions as one. A consequence of this is a surreal biological treat-genotype and phenotype) have worked their way into GP
ment of genetic programming, whereby researchers attempttheory and the rest of evolutionary computation. We further
to fit 1990s discoveries in molecular biology into a 1930s neo- described how these metaphors were linked to evolutionary
Darwinist mathematical framework. While the possibility of ~biology.
such a synthesis does exist, researchers do need to exer@sEhe use of several of these metaphors in evolutionary com-
care because the assumptions that exist behind the mathemagputation have been significantly, if not unconsciously influ-
ics of the neo-Darwinists may not necessarily hold up to the enced by differences, biases, and even personalities of an-
phenomenology noted in molecular genetics. tagonistic research subtraditions within the neo-Darwinist
Chimera Part iii . In Section 2, we noted the metaphor of framework.This contention’s argument consisted of three
building blocks. Therein lies the third part of the chimera. The parts. First, we established that there were different research
metaphor of building blocks is an apt description of Fisher’s traditions associated with Darwinism. Second, we demon-
linear array of genes. Fisher’s linear array is a lot like the Strated antagonism within neo-Darwinism. We argued this
children’s toy of building blocks. In the children’s toy, each by showing how different research traditions have influenced
block is generally available at all times—if a block is on a subtraditions within neo-Darwinism and have become per-
table, it can be used. The creation of structures with the sonified by those associated with the modern synthesis.
children’s toy is basically an additive process—a seven-block Third, we showed how these conflicts may have transferred
high tower can be created by stacking seven blocks. over to evolutionary computation. We focused largely on
We and others have shown in other work (Daida, Bertram et the Mayr v. Fisher conflict, because these two neo-Darwin-
al. 1999) that building blocks, at least for GP, represent a non-ists have strongly influenced the content and direction of
linear process. There is strong evidence that building blocks evolutionary computation. We suggested that it is likely that
start out from the root node, e.g., (Rosca 1997). What hap-the differences and antagonisms in evolutionary computa-
pens after that, however, apparently is a situation in which tion has been influenced by antagonisms like those repre-
both context and content matter. Subtrees that can be used asented by Mayr and Fisher.
components that build toward a solution can be functionally- The maintenance of current metaphors in GP theory has
expressed or sequestered and hidden in unexpressed portion&sulted in a chimera of Darwinisrive have argued that
of a subtree. In a sense, building blocks in GP apparently havemaintaining these four metaphors in GP theory has resulted
an ephemeral, transitory nature because the projection of suctin a fourfold chimera of Darwinism. We have shown how
subtrees into the space of worthwhile information would re- this chimera is at odds with itself over its neo-Darwinist’'s
sult in blocks that alternately appear and disappear. Such aorigins. We have also shown how this chimera is at odds
notion of building blocks is non-Fisherian. with empirical findings, observations, and analyses of GP
Chimera Partiv. In Section 2, we noted that the GA (and dynamics.
GP) research tradition has presumed that representations, like
bitstring and parse trees, map to genotypes. Likewise, indi- We acknowledge that even a metaphorical chimera may have
vidual “traits,” like real numbers or program behaviors, haveenormous value in inspiring a researcher to discovery. That is
been mapped to phenotypes. The reasons for this mapping @t the problem. Rather, what is at stake are other, problem-
least for GP, is in part, because it is historical, and in paAtic uses of metaphors. We describe these other uses by pos-
because the change in representation did not seem to warréi@ four questions that researcher should ask themselves when
profound changes in metaphorical usage. Therein lies a fourt#sing or examining metaphors in GP.
part of the chimera.
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