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IntroductionLet U be a smooth quasi-projective variety over C and let f be a regular functionon U . Let DU be the sheaf of algebraic di�erential operators on U and let M be aregular holonomic DU -module: here, regular means that there exists some smoothcompacti�cation X of U and some extension ofM as a DX-module which is regularholonomic on X (one also may avoid the use of a smooth compacti�cation to de�neregularity, see [17]).Let Mf be the DU -module obtained from M by twisting by ef . By de�nition,Mf is equal toM as an OU -module; the operator rf :Mf ! 
1U 
OU Mf is equalto e�fref , where r is the operator M ! 
1U 
OU M given by the DU -modulestructure; we have r2f = 0 because r2 = 0 and this de�nes a DU -module structureon Mf .Let DR(N ) be the algebraic de Rham complex of the holonomic DU -module N :DR(N ) = n0 �! N r���! 
1U 
OU N r���! 
2U 
OU N r���! � � �o(�)(it is now usual to consider that the term corresponding to 
dimU is in degree 0,but it will not matter here and we shall not shift this complex). We shall give aformula for the hypercohomology of DR(Mf), i.e. the cohomology of the complexR�(U;DR(Mf)). If U is a�ne, this is the cohomology of the complex DR(Mf(U))of global sections over U .This result was conjectured in [1] in a particular case, where U is the complementof an arrangement of hyperplanes in general position in C` and M is a rank onelocally free OU -module.In fact, the global comparison theorem we give is essentially equivalent to theone given in [8] (see also [15] and [22]).We shall use this result to obtain vanishing theorems of the type given in [1]under weaker assumptions on the arrangement or on the regular function.We also prove a local version of the comparison theorem (see x0 for all thefollowing unde�ned notations): in the algebraic case for instance, if X is a com-pacti�cation of U on which f extends as a function F : X ! P1, and if � denotesthe inclusion U ,! X, we shall give a topological formula to compute the analytic(hence algebraic by GAGA) de Rham complex of the DX-module �+Mf .We deduce from this result that the irregularity complex ofMf (see [18]), whichis the cone of DRan(�+Mf ) �! R��DRan(Mf)has the same characteristic function as the nearby cycle complex  1=F (R��DRanM).Because the characteristic cycle of �+Mf can be computed only in terms ofthe characteristic function of the complex DRan(�+M), this result corroborates thecomputation in [4].The results proved in this article are more or less known to specialists, but donot seem to exist with enough generality in the literature.2



We shall assume that the reader is familiar with the theories of algebraic D-modules, derived categories and perverse sheaves. One is referred to [2], [16] and[10] for more details on these. However we shall recall below some known facts inthese theories and give some more precise references.0. A quick trip through the theory of holonomic D-modules0.1. | We shall denote DX the sheaf of algebraic di�erential operators on asmooth algebraic variety over C (see [3, p. 207] or [16, p. 24]). By a DX-module wewill mean a coherent left DX-module.0.2. | Let ' : Y ! X be a proper morphism between smooth algebraicvarieties over C. We denote '+ the direct image of DY -modules (see [3, p. 240] or[16, p. 61]). If M is a DY -module, '+M is a bounded complex, the cohomology ofwhich is made of DX -modules (see [3, p. 275] or [16, p. 75]).When ' is not proper, the previous result is not true in general, but remainstrue when applied to holonomic DY -modules. In this cas holonomicity is preservedby '+ (see [3, p. 292] or [16, p. 77]).0.3. | The dual DXM of a holonomic DX-module M is also a holonomicDX-module: in this case, DXM is the left DX-module associated with the rightDX-module ExtdimXDX (M;DX).The duality functor is in fact de�ned at the level of complexes. Moreover thereis a biduality theorem DX(DXM) 'M (see [3, p. 277] or [16, p. 40]).When ' : Y ! X is proper, the duality functor commutes with direct images(up to a shift of complexes depending on the convention), namely '+DY = DX'+(see [3, p. 278] or [16, p. 74]).However, when ' is not proper, it will not commute in general and we de�ne anew functor (we must restrict here to holonomic objects) 'y = DX'+DY .0.4. | We will consider 'y in the case where ' = � : U ,! X is the inclusion ofa Zariski open set such that X �U is a divisor D. IfM is a holonomic DU -module,�+M is the only holonomic DX -module such that(1) �+MjU =M,(2) if h is a local equation for D, multiplication by h is bijective on �+M (i.e.multiplication by h�1 is de�ned on �+M).Using (0.3) we can also de�ne �yM but its characteristic properties are moredi�cult to state directly.0.5. | Given a holonomic DX-module M, the constructibility theorem ofKashiwara (see [9] and also [19] or [20]) asserts that the analytic de Rham complexDRanM (de�ned as the algebraic one (�) using holomorphic forms) is a bounded3



complex with constructible cohomology on X (in other words a constructible com-plex). We will denote pDR = DR[dimX], pDRan = DRan[dimX].For ' : Y ! X as above and M a holonomic DY -module, there exists a naturalmorphism pDRan('+M) �! R'�pDRan(M)(��)where '� denotes the direct image of sheaves and R'� denotes its right derivedfunctor.When ' is proper, (��) is a quasi-isomorphism. When ' is not proper and evenif M is holonomic, it need not be so.0.6. | If ' = � : U ,! X as above, (��) is a quasi-isomorphism if �+M hasregular singularities along D (see [3, p. 326] or [17]). If M is only holonomic, thecone of (��) is de�ned to be the irregularity complex of �+M along D (see [18]).0.7. | There is a duality functor for constructible complexes called Verdierduality, which gives usual Poincar�e duality at the cohomology level. This functorDX is compatible with the duality of holonomic DX-modules via pDRan, namelyDXpDRanM = pDRanDXM (see [3, p. 326] or [16, p. 56]).Consequently for ' : Y ! X as above and under regularity assumptions on theholonomic DY -moduleM, the functor 'y de�ned for holonomic modules correspondsvia DRan to the functor '! of direct image with proper supports de�ned at the levelof sheaves, namely '!pDRanM = pDRan'yM.0.8. | Let F be a constructible complex on X. For each x 2 X, put �x(F) =Pi(�1)i dimHi(F)x, where Hi(F) is the ith cohomology sheaf of F , which is byassumption a constructible sheaf on X. Then x 7! �x(F) is a constructible functionon X with values in Z: it is constant on the strata of some algebraic strati�cationof X.When F = DRanM,M a holonomic DX-module, this function allows one to re-cover the characteristic cycle ofM (a union of Lagrangian varieties in the cotangentbundle T �X with multiplicities) (see for instance [6]).The global Euler characteristics �(X;F) = Pi(�1)i dimH i(X;F), where H idenotes the ith hypercohomology group of the complex F , can also be recoveredfrom the characteristic function of F and the usual Euler characteristics of thestrata on which it is constant. For instance, if F is a local system on X, we have�x(F) = dimFx = r for all x and �(X;F) = r � �(X).0.9. | Let h : X ! C be a regular function on X and let F be a constructiblecomplex on X. The nearby cycle complex  hF is a constructible complex on h�1(0)(see for instance [10, p. 350] for the de�nition). It depends only on the restrictionof F to X � h�1(0). If for instance this restriction is a local system of rank r, thecharacteristic function x 7! �x( hF) (x 2 h�1(0)) is computed in the following way:4



let Fx denote the Milnot �ber of h at x; then �x( hF) = r�(Fx) where � in theRHS is the usual Euler characteristics of Fx.Coming back to the general situation one can also de�ne (see for instance [10,p. 350]) the vanishing cycle complex �hF as the cone of the natural morphismi�1h�1(0)F !  hF where ih�1(0) : h�1(0) ,! X denotes the inclusion.1. A global comparison theoremIn order to formulate the result, denote Uan the complex analytic manifold un-derlying U and DRan(N ) the corresponding de Rham complex of N . It is a boundedcomplex with constructible cohomology on Uan (for instance it can be a local systemon U). Let � be the family of closed sets of Uan on which e�f is rapidly decreasing(a more precise de�nition will be given later).Theorem 1.1. | One has Hk(U;DR(Mf)) = Hk�(Uan;DRan(M)) for allk. This theorem is essentially proved in [8] (see also [15] and [22]). Indeed, as weshall see below, the RHS can be better understood: let � > 0 and denote H� thehalf-space Re(�t) � � in C; let U� = f�1(H�) � Uan. Then we shall show thatthe RHS is equal to the relative hypercohomology Hk(Uan; U�; DRan(M)) for � bigenough. The restriction mapHk(Uan; U�; DRan(M)) �!Hk(Uan; f�1(t); DRan(M))induces then an isomorphism for t 2 H� and so the LHS is also isomorphic tothe relative hypercohomology group Hk(Uan; f�1(t); DRan(M)) for a general �berf�1(t). With this formulation, the result is proved in [8], [15] and [22] when U = C`,but the proof extends easily to the general case. We shall give below another proof(in the style of [15]) which can be adapted to prove also the local comparison theorem5.1.In particular we obtain an equality of Euler characteristics (see x 0.8):Corollary 1.2. | AssumeM is smooth of rank r on U and that U is a�ne.Then �(DR(Mf(U))) = r h�(Uan)� �(f�1(t))iwhere t is a generic value for f . 2Proof of theorem 1.1. | We shall shea�fy the formulation of the theorem.This will be useful for the local comparison theorem 5.1. In fact we shall reduce theglobal comparison theorem to a local one in dimension 1.Let � : eP1 ! P1 be the oriented real blow-up of P1 at in�nity. This is the spaceof polar coordinates at in�nity, which is di�eomorphic to the disc, and ��1(1) = S15



is the circle of directions at 1. We shall write eP1 = C [ S1. One has eP1 � f0g 'R+ � S1 and � is given by 1=t = �ei�.Let X be a compacti�cation of U such that f extends as a projective mapF : X ! P1. One can extend F to eF : fX ! eP1, where fX is the �ber productX �P1 eP1. It is a real semi-algebraic space and eF is a semi-algebraic map.Let I be the open interval in S1 de�ned as the set of directions in the neigbour-hood of which e�t is decreasing, i.e. � 2]� �=2; �=2[. Denote fXI the inverse imageof C [ I in fX. The family � of closed sets considered in the theorem is de�ned asfollows: a closed set A of U is in � if its closure in fX is contained in fXI .In order to shea�fy the previous construction, consider the following inclusionsU , ����! fXI , ����! fXand denote �! the direct image of sheaves with proper support by the map �. Thehypercohomology with supports in � considered in the theorem is the hypercoho-mology on fX of the complex of sheaves �!R��DRan(M).Remark. | In contrast, the comparison theorem for regular holonomic modulesapplied to M implies that R�(U;DR(M)) is the hypercohomology on fX of thecomplex R��R��DRan(M).Now, the hypercohomologyHk(fX; �!R��DRan(M)) is also equal to the relativehypercohomology Hk(fX; fX � fXI ;R��R��DRan(M)), and this one is isomorphicto Hk(U; U�; DRan(M)) for � large enough.By direct image by f we shall now reduce to the case where U = C and f = Id(butM is replaced with a bounded complex with regular holonomic cohomology onC). First, let f+ be the direct image functor for DU -modules (see x 0.2). Then onehas f+(Mf) = (f+M)Id = (f+M)
 et:Moreover, using the relative comparison theorem for regular holonomic modules(because f is not proper) we have (see x 0.5)pDRan(f+M) = Rf�pDRan(M):If we continue to denote � and � the inclusions C ,! C[ I and C[ I ,! eP1 we arereduced to showing thatDR(N �Id(C)) = R�( eP1; �!R��DRan(N �))for any bounded complex N � on C with regular holonomic cohomology (we shallapply this to f+M).We shall prove this equality at the sheaf level. In order to do this, we must realizethe LHS as the hypercohomology of a complex of sheaves on eP1. Let j : C ,! P16



denote the inclusion and j+ be the corresponding direct image of DC-modules. Wethen have DR(N �Id(C)) = R�(P1;DR(j+N �Id)) by de�nition= R�(P1;DRan(j+N �Id)) by GAGA.Following Malgrange (see [14, Chap. IV x 4]) we shall construct on eP1 a complexdenoted gDRmod(j+N �Id) such thatDRan(j+N �Id) = R��gDRmod(j+N �Id):We shall then compare the two complexes gDRmod(j+N �Id) and �!R��DRan(N �)which both live on eP1.Let Amod � ����OanC be the subsheaf of sections with moderate growth alongS1. It is equal to OanC outside S1. One hasLemma 1.3. | ��Amod = OanP1[�(1)] and Ri��Amod = 0 for i 6= 0.Sketch of proof. | The sheaf Amod admits a resolution by currents with mod-erate growth along S1 (the dual of the sheaf of C1 functions wich are 
at along S1)and by direct image by � one gets the Dolbeaut-Grothendieck complex (of currentswith moderate growth at the origin) on C which is a resolution of OanP1 [�(1)]. 2It is easy to verify that Amod is 
at over ��1OanP1 so if we putgDRmod(j+N �Id) def= Amod 
��1OanP1 DRan(j+N �Id)we have, due to the projection formulaDRan(j+N �Id) = R��gDRmod(j+N �Id):We want to show that there exists a quasi-isomorphismgDRmod(j+N �Id) ��! �!R��DRan(N �):(1.4)Remark �rst that we have a natural morphismgDRmod(j+N �Id) �! R��R��DRan(N �):In order to see that it factorizes through �!R��DRan(N �), it is enough to prove thatif 
 : S1 � I ,! eP1 denotes the closed inclusion, the restriction 
�1gDRmod(j+N �Id)is zero. This statement can be reduced by a simple extension argument to the casewhere j+N � is a single meromorphic connection near 1 2 P1 and we can assumethat it is of rank one as an OanP1 [�(1)]-module.7



Once the existence of the morphism is proved, the fact that it is a quasi-isomorphism can also be reduced to the case of rank one meromorphic connectionsnear 1. Moreover both results can be proved locally on eP1.We shall then assume that j+N is the meromorphic connection near1 generatedby ta for some a 2 C� and near 1 the complex gDRmod(j+NId) is the complex0 �! Amod t�ae�t@ttaet���������! Amod �! 0:Locally on eP1, ta and t�a de�ne local sections of Amod so this complex is locallyisomorphic to 0 �! Amod e�t@tet�����! Amod �! 0and there remains to show that this complex is 0 when restricted to S1 � I and isequal to the constant sheaf (in degree 0) on I. These properties are clearly satis�edby Ker e�t@tet : Amod !Amod so the proof is now reduced to the followingLemma 1.5. | The map e�t@tet : Amod ! Amod is onto.The proof of this lemma can be done exactly as in [14, Appendice 1 p. 211] andis analogous to lemma 3.8, Chap. IV in loc. cit. 22. The case of isolated singularitiesConsider now the following general situation: let S be a complex analytic spaceof pure dimension ` equipped with a complex analytic Whitney strati�cation S. Letg : S ! C be a holomorphic function. One says (see [12]) that g has only isolatedsingularities on (S;S) if the restriction of g to each stratum S� has only isolatedcritical points (in the usual sense, since S� is smooth). Such points are the criticalpoints of g with respect to S.Proposition 2.1. | Let g has isolated singularities on (S;S) and let F beany perverse complex on S which is constructible with respect to S. Let c 2 C andlet �g�cF be the complex of vanishing cycles of F along the �ber g�1(c) (see x 0.9).Then the perverse complex �g�cF is supported on the critical points of g on the �berg�1(c) and the cohomology of this complex is nonzero only in degree �1 at most.Proof. | Let x 2 S� and assume that x is not a critical point of gjS�. Thenlocally around x the map g : (S;S) ! C is homeomorphic to the projection ofthe product (g�1(g(x));Sjg�1(g(x))) � C to C. This proves that any complex Fconstructible with respect to S has no vanishing cycles at x. For any such F andany c 2 C the complex of vanishing cycles �g�cF is then supported on the isolatedcritical points of g on g�1(c). Now, if moreover F is perverse on S, the complex�g�cF shifted by �1 is perverse on g�1(c) (see [7] or [21]) and is supported onisolated points. This implies that the cohomology of �g�cF is nonzero in degree �1only. 2 8



Let us now come back to the original situation. Let X be a compacti�cationof U (of dimension `) on which f extends as a mapping F : X ! P1 and letY = X � F�1(1).Proposition 2.2. | Assume that U is a�ne, Y is smooth, Y �U is a divisorand that there exists a complex analytic Whitney strati�cation Y of Y such that1. Uan is a union of strata and DRan(M) is constructible with respect to YjUan;2. F has isolated singularities on (Y;Y).Then DR(Mf(U)) has nonzero cohomology in degree ` at most.Proof. | Remark �rst that if t is su�ciently general, we havei�1t Rf�DRan(M) = Rf�i�1f�1(t)DRan(M)where it and if�1(t) are the inclusions ftg ,! C and f�1(t) ,! Uan. Consequently,for t general enough, the relative cohomologyHk(Uan; f�1(t); DRan(M)) is equal tothe relative cohomology Hk(C; t;Rf�DRan(M)) and is also equal, by theorem 1.1to Hk(DR(Mf(U))) since U is a�ne.Consider the perverse complex P def= pDRan(M) = DRan(M)[`]. We want toshow that Hk(Uan; f�1(t);P) = 0 for k 6= 0. Consider the perverse cohomologysheaves pRmf�P on C. Since f is a�ne we have pRmf�P = 0 for m > 0 (see [10,Thm 10.3.17]). We shall prove that pRmf�P are local systems for m < 0. Let� : U ,! Y be the inclusion. Then R��P is perverse on Y and is constructiblewith respect to Y. Let c 2 C and consider the vanishing cycle functor �F�c onY and ���c on C, where � denotes the identity function on C. Put p� = �[�1].Then these functors commute with the proper direct image RF� and also with theperverse cohomology ([7]). Hence we havep���cpRmf�P = p���cpRmF�(R��P)= pRmF�(p�F�cR��P):By the previous proposition p�F�cR��P is a perverse sheaf supported on points andits direct image has perverse cohomology in degree 0 only. Thus pRmf�P has novanishing cycle at any c 2 C for m < 0, so is a local system on C, i.e. a constantsheaf, up to a shift by 1.Because a constant sheaf has no nonzero relative hypercohomology, we see by aneasy induction that Hk(U; f�1(t);P) = Hk(C; ftg;F)where F is the perverse sheaf pR0f�P. The result follows now fromLemma 2.3. | Let F be any perverse sheaf on C. Then for t general enough(i.e. not in the singular set � of F), we have Hk(C; ftg;F) = 0 for k 6= 0.9



Proof. | We know that Hk(C;F) = 0 for k > 0 and k � �2 because C isa�ne (see e.g. [10, Thm 10.3.8]). Moreover we have Hk(ftg;F) = 0 for k 6= �1 ift 62 �. Hence we have Hk(C; ftg;F) = 0 for k 6= 0;�1.Assume that � is nonempty (otherwise the result is clear) and let � : C�� ,! Cbe the inclusion. Then ��1F = L[1] where L is a local system on C � �, andH�1(C; �!��1F) = 0, i.e. H0(C; �!L) = 0, because � is nonempty.Let us now prove that H�1(C; ftg;F) = 0. Let � 2 H�1(C;F) be such thatits image in H�1(i�1t F) is zero. Let V be a small neighbourhood of c 2 �. We mayassume that t 2 V. Then the map H�1(V;F) ! H�1(i�1t F) is equal to the mapH�1(i�1c F) ! p ��cF , with p =  [�1]. But F being perverse, we have an exactsequence of vector spaces0!H�1(i�1c F) �! p ��cF �! p���cF �! H0(i�1c F)! 0:We deduce from this that the image of � in H�1(V;F) is zero, and applying this toall c 2 � we obtain that � is in the image ofH�1(C; �!��1F)!H�1(C;F), whichis zero by the previous argument. 23. The case of generic monodromyLet Z be a smooth partial compacti�cation of U and let j : U ,! Z be theopen inclusion. A holonomic DU -module admits many extensions as a holonomicDZ-module. One is denoted j+N , another is jyN def= DXj+DUN (see x 0.4) whereDX (resp. DU) is the duality functor for holonomic DX or DU -modules (see x 0.3).One has a natural morphism: jyN �! j+N :Proposition 3.1. | Assume that U is a�ne of dimension ` and let M be aholonomic DU -module. Assume that there exists a smooth compacti�cation X of Usatisfying the following properties:1. f extends to F : X ! P1;2. let Y = X � F�1(1) and j : U ,! Y be the inclusion; then the naturalmorphism jyM! j+M is an isomorphism.Then DR(Mf(U)) has cohomology in degree ` at most.Proof. | Let � : U ,! X be the inclusion. It is enough to prove that the mor-phism �yMf ! �+Mf is an isomorphism, or equivalently that the dual DX (�+M)is equal to �+ (DUMf) (it is a priori equal to �y(DUMf)). Indeed, if this is thecase, and because U is a�ne, one hasR�(Xan; pDRan(�+Mf)) = R�(X; pDR(�+Mf)) (by GAGA)= pDR(Mf(U))10



so this complex has nonzero cohomology in degree � 0 at most. The same is true(for the same reasons) for the complexpDR(DUMf(U)) = R�(X; pDR(�+DUMf))= R�(X; pDR(DX�+Mf)) (by assumption)= R�(X; pDRan(DX�+Mf)) (by GAGA)= R�(X;DpDRan(�+Mf)) by the local duality theorem= DR�(X; pDRan(�+Mf)) by Poincar�e-Verdier dualitywhere D is the Verdier duality for constructible complexes. We conclude thatR�(X; pDRan(�+Mf)) has nonzero cohomology in degree � 0 at most, and puttingall together, R�(X;DRan(�+Mf)) has nonzero cohomology in degree ` at most.Let us now prove that the dual DX�+Mf is equal to �+DUMf . Remark �rstthat for a holonomic DU -module, we have DU(Mf) = (DUM)�f : indeed, choose aresolution of M by left DU -modules isomorphic to DpU ; we get a resolution of Mfby twisting the left structure of each term by ef and the resulting modules remainfree; hence ExtD̀U (Mf ;DU) = ExtD̀U (M;DU)
 ef as a right DU -module, and goingfrom right to left by adjunction, we get the result. Let M0 = j+M = jyM, whichis a regular holonomic DY -module. We haveM0F = (j+M)F = j+(Mf)= (jyM)F = jy(Mf) (previous remark):Let �0 : Y ,! X be the open inclusion. Because of hypothesis (2), it is enoughto prove that DX�0+M0F = �0+DYM0F because �0+M0F = �+Mf and DYM0F =DY jyMf = j+DUMf . Moreover, we may assume that M0 is a single holonomicDY -module since �0+, DX and DY preserve duality. From the characteristic propertyof �0+ (see x 0.4) we have a natural morphismDX�0+M0F �! �0+DYM0F(3.2)the kernel and cokernel of which are supported on F�1(1).Lemma 3.3. | Every submodule of �0+M0F is of the form �0+NF where N is aDY -submodule of M0.Proof. | This lemma is a direct consequence of [4, prop. 1]. First, remarkthat if N exists, it is unique, because it is equal to the restriction of the submoduleto Y twisted by e�F . Thus the assertion is local on X. Let h = 1=F . It is provedin loc. cit. that for each local section m of �0+M0 there exists a functional equationme1=hhs = Pme1=hhs+1where P is a local section of DX [s] (in this local situation we use analytic di�erentialoperators). The submodule that we consider admits a local generator of the form11



me1=h because it is holonomic, i.e. it is equal to the submodule DX � me1=h of�0+M0F . Specializing the functional equation to s = �k, k 2 N, one shows that,for every such k, (1=h)km is contained in this module, hence it is also equal to(DX �m)[1=h]e1=h. 2From this lemma we also deduce that �0+M0F cannot have a nonzero quotientsupported by F�1(1) (such a quotient is also of the form �0+N 0F where N 0 is somequotient of M0). By taking duals, we see that the kernel of (3.2) is 0. Because wehave DYM0F = (DYM0)�F , we conclude that (3.2) is onto by the same argument.2 Remark. | The assumption in 3.1 that X is smooth was made only to simplifythe argument. In fact, if X is a projective compacti�cation of U and i : X ,! PNis some embedding, then one can de�ne the functors (i � j)y and (i � j)+. Thecondition that (i � j)yM ! (i � j)+M is an isomorphism is independent of thechoice of the embedding and, because M is regular, is equivalent to the fact thatj!DRan(M)! Rj�DRan(M) is a quasi-isomorphism.4. Applications to arrangements of hyperplanesWe shall use the notations of [1]: let V be a complex a�ne space of dimension`, G = fA1; : : : ; Apg be an arrangement of hyperplane. We make no assumption ofgeneral position. Let N(G) be the union of hyperplanes in G and U = M(G) =V �N(G). Let f be a polynomial on V . It induces a regular function f on the a�neopen set U . Let � = f�1; : : : ; �pg be a set of nonzero complex numbers and let L�be the local system on U with monodromy �i around Ai. Then M = OU 
C L�is a regular holonomic DU -module and its analytic de Rham complex reduces tothe local system L�. The algebraic de Rham complex DR(Mf(U)) is exactly thecomplex denoted (
�(�G);rf) in [1].The assumption of general position for G is only needed for proving the equalitybetween this complex and the corresponding logarithmic one. Because the latterwill not be considered here, we shall not make this assumption in what follows.A conjecture of [1]. | Now, theorem 1.1 is exactly the conjecture in [1], forall cohomology groups, without any assumption of general position for G or of G-transversality for f .The case where f is G-transverse. | We shall now prove as a consequence ofproposition 2.2 an analogue of [1, thm 10.3-(3)]Proposition 4.1. | Assume that f is G-transverse. Then DR(Mf(U)) hascohomology in degree ` at most. 12



Proof. | Recall that f is G-transverse means that for each positive dimensionalfacet of the arrangment G (including V itself), the restriction of the homogeneouspart of maximal degree fd of f = Pdk=0 fk to the direction of this facet has nocritical point outside the origin. Consider now the subset G � P` � C de�ned bythe equation fd(x) + zfd�1(x) + � � �+ zdf0(x)� tzd = 0where (x1; : : : ; x`; z) are the homogeneous coordinates on P` and t is the coordinateon C, and let F : G ! C be the projection. The composition with the inclusionV � G (via z 6= 0) gives back f . The following properties are now easy to provewhen f is G-transverse (see for instance [5, x 5]):1. G is smooth, as well as the closure in G of every facet of the arrangement andG� U is a hypersurface;2. the restriction of F to any such closure has only isolated singularities.The strati�cation naturally associated with this arrangement in G is a Whitneystrati�cation, since the closure of every facet is a smooth submanifod of G. We canapply proposition 2.2 to conclude. 2The case of generic monodromy. | Let A1 the hyperplane at in�nity in P`and put �1 = 1=�1 � � ��p. Let I = f1; : : : ; p;1g. It is known that if the followingcondition (H) on � is satis�ed, then DR(M(U)) or equivalently R�(Uan;L�) hascohomology in degree ` only (see [11] for instance):8 J � I such that \i2J Ai 6= ? one has Yi2J �i 6= 1:(H)Moreover there exists a � satisfying (H) if and only if the arangement does not comefrom an arangement in dimension less than `. We shall now prove an analogous resultfor Mf . We introduce the following stronger condition on �:8>>>>><>>>>>: 8 J � f1; : : : ; pg such that \i2J Ai 6= ? one has Qi2J �i 6= 18 J � I containing 1 such that \i2J Ai 6= ?; 8 � 2 ZJone has Qi2J ��ii 6= 1(H 0)As above, there exists such a � if and only if the arrangement does not come from alower dimensional arrangement. In practice it will be enough to satisfy the secondpart of (H 0) for a �nite set of �.Proposition 4.2. | Assume that � satis�es (H 0) and let f be any polynomialon V . Then DR(Mf(U)) has cohomology in degree ` at most.13



Proof. | Let eP` ! P` be the proper modi�cation obtained by blowing upsuccessively the facets of increasing dimension. The inverse image of [i2IAi isthen a divisor with normal crossings fD (see [11]). Let � : X ! eP` be a propermodi�cation on which f extends as F : X ! P1 and for which the inverse imageof [i2IAi and F�1(1) form a divisor with normal crossings. We can assume that �is an isomorphism over the open set eV of eP` which lies over V . We can view U asan open subset of X. In order to apply proposition 3.1 to this situation, we need tocompute the monodromy of L� around the components of Y �U (using the notationof proposition 3.1). Indeed, because Y � U is a divisor with normal crossings, themorphism j!L� ! Rj�L� is an isomorphism if and only if the monodromy of L�around each component of Y �U is not equal to 1. Using xx 0.6 and 0.7 we concludethat jyM! j+M is an isomorphism under this condition, so the hypothesis (2) of3.1 is satis�ed for M.If the component intersects the inverse image of V , the computation is the sameas the one in [11] and the �rst part of (H 0) implies that the monodromy is not equalto 1.If the component lies over A1, the monodromy around it can be computed alonga curve transverse to it. One can then compute it along the image of this curve ineP` and this is a local problem around a point on the divisor fD. The second part of(H 0) implies that the monodromy cannot be 1. 25. A local comparison theoremIn this section, X denotes a complex analytic manifold and F : X ! C is ananalytic function. We are interested in the beahviour near the divisor F�1(0), soto compare with the statements in section 1, one has to replace F with 1=F . LetX� = X � F�1(0). Now OX and DX will denote the sheaves of analytic functionsand analytic di�erential operators on X and DR will denote the analytic de Rhamfunctor. For a holonomic DX-module M we shall denote M[F�1] the localizedmodule along F�1(0) andMF =M[F�1]
 e1=F . These are known to be holonomicwhen M is so. We denote � : eC ! C the oriented real blowing-up of C at theorigin (polar coordinates) and fX the �ber product X �C eC. We de�ne I and fXI asin the proof of theorem 1.1 (e�1=t should be decreasing in the directions belongingto I). We consider also the inclusions � : X� ! X, � : X� ,! fXI , � : fXI ,! fX andthe projection � : fX ! X.Theorem 5.1. | Let M be a regular holonomic DX-module. Then one hasa quasi-isomorphism DR(MF ) ��! R���!R��DR(MjX�).We shall deduce from thisCorollary 5.2. | The cone of the natural morphismDR(MF ) �! R��DR(MjX�) = DR(M[F�!])and the complex of nearby cycles  F DR(M[F�1]) have the same characteristic func-tion. 14



Proof of theorem 5.1. | We may �rst assume that F : X ! C is isomorphicto a projection Y �C! C: in order to do this we replace X with X �C, fX withX � eC and M by the direct image of it by the graph embedding X ,! X �C. Forany x 2 Y there exists �(x) > 0 such that, for � < �(x), the direct image Fx;�+MFhas coherent cohomologies and its germ at 0 does not depend on �, where Fx;� isthe restriction of F to B(x; �)�D�(�) and B(x; �) is the open ball in Y centered atx and of radius �, D�(�) is the open disk of radius �(�)� �. This is a consequenceof the coherence of the local Gauss-Manin system for M ([23, thm 9.4.1]).We shall now consider the following diagramfX = Y � eC ����! Y �C= XeF ????y ????y FeC $���! CLet AmodeX = eF�1Amod 
(eF�$)�1OC ��1OX . Because Amod is (faithfully) 
at over$�1OC, one hasR��AmodeX = R�� 0@ eF�1Amod 
(eF�$)�1OC ��1OX1A= R�� 0@ eF�1Amod L
(eF�$)�1OC ��1OX1A (
atness)= �R�� eF�1Amod� L
F�1OCOX (projection formula)= �F�1R$�Amod� L
F�1OCOX (see [10, prop 2.6.7])= OX [�(Y � f0g)]:De�ne gDRmod(MF ) = AmodeX 
��1OX ��1DRMF . Then by the same argumentone has DR(MF ) = R��gDRmod(MF ). We want to show �rst that there exists amorphism gDRmod(MF ) �! �!R��DR(MjX�):It is enough to show that 
�1gDRmod(MF ) = 0, where 
 : fX � fXI ,! fX is theinclusion. This is a local problem on fX, so one can prove it as in section 1, usingthe coherence of the local Gauss-Manin system. One has to verify thatgDRmod(Fx;�+MF ) = R eFx;��gDRmod(MF )which follows from the fact that the same is true for DR. In the same way oneproves that this morphism is an isomorphism. 215



Proof of the corollary. | As above we �rst reduce to the case where F is theprojection of a product Y � C. Denote @fX the restriction of fX over S1 = @ eC.Let e| : X� ,! fX and 
 : fX � fXI ,! fX be the natural inclusions. The cone in thecorollary is quasi-isomorphic to R�� of the cone of�!R��F ���! R��R��Fwhich is quasi-isomorphic to R
�
�1 eF , denoting eF = Re|�F and F = DR(MjX�).The computation is a local problem, so one can prove it by taking local directimages by Fx;�, which is the restriction of F to B(x; �)�D�(�). One is then reducedto prove the result in dimension one, and by an easy induction to the case where Fis a local system, where the result is easy. 2References[1] K. Aomoto, M. Kita, P. Orlik, H. Terao, Twisted de Rham cohomologygroups of logarithmic forms, to appear in Adv. in Math. (1994).[2] A. Borel et al., Algebraic D-modules, Perspectives in Math. vol. 2, Aca-demic Press, Boston, 1987.[3] A. Borel, Algebraic D-modules, Chapters VI to IX in [2], 207{352.[4] J. Brian�con, Ph. Maisonobe, Sur la vari�et�e caract�eristique de syst�emesdi��erentiels irr�eguliers le long d'une hypersurface, C.R. Acad. Sci. Paris 320(1995), 285{288.[5] S. A. Broughton, Milnor numbers and the topology of polynomial hypersur-faces, Invent. Math. 97 (1988), 217{241.[6] J.L. Brylinski, (Co)homologie d'intersection et faisceaux pervers, in S�eminai-re Bourbaki, Ast�erisque 92-93 (1982), 129{157.[7] J.L. Brylinski, Transformations canoniques, dualit�e projective, in G�eom�etrieet analyse microlocales, Ast�erisque 140-141 (1986), 3{134.[8] A. Dimca, M. Saito, On the cohomology of the general �ber of a polynomialmap, Compositio Math. 85 (1993), 299{309.[9] M. Kashiwara, On the maximally overdetermined systems of di�erential equa-tions, Publ. R.I.M.S. Kyoto Univ. 10 (1975), 563{579.[10] M. Kashiwara, P. Schapira, Sheaves on Manifolds, Grundlehren der math-ematischen Wissenschaften 292, Springer-Verlag, Berlin, Heidelberg, 1990.[11] T. Kohno, Homology of a local system on the complement of hyperplanes,Proc. Japan Acad. 62 (1986), 144{147.16
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