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Abstract

Nowadays, instead of investing into large and expensive IT infrastructures, it is possible to buy computing environments or (complex) electronic services on-demand in order to perform certain business activities. This approach is typically known as Cloud Computing. For consumers, Cloud Computing embraces a service-oriented architecture (SOA) and implies potential for reduced total cost of ownership, great flexibility as well as reduced information technology overhead (Vouk, 2008). Consequently, one of the most relevant advantages is the increased technical and financial flexibility for Cloud Computing consumers.

Consumers have various requirements regarding Cloud services depending on their industry and business, and hence are different with regard to their preferences and valuations. Providers of Cloud services can be limited in their resource capacities or flexibility, and they are exposed to the challenge of how to sell their services efficiently. To address distinctive consumer preferences, service providers can offer numerous classes of services according to service level agreements (SLA). These classes of services are priced differently. Furthermore, providers allocating their capacity to various types of consumers have incentives to maximize output, which is the revenue yielded by the sale of capacity units. Revenue Management deals with complex decision problems concerning sales, demand, and pricing of services from a provider’s perspective (Talluri and van Ryzin, 2004b). Recently, the consumer’s perspective also becomes increasingly important to enable an integrated view of the complex interaction between the provider and the consumer.

In this thesis both views are examined. At first, the applicability of Revenue Management methods in Cloud Computing is discussed. The properties of Cloud services are analyzed and compared to the requirements of Revenue Management. Current literature does not consider Revenue Management in Clouds and how this may impact the design of services. Secondly, Revenue Management concepts like accept/reject policies, dynamic pricing or advance reservation are not always accepted by the consumers. Consumers in some domains are not used to dynamic prices and occasionally deny it. In 2000, Amazon for example failed to introduce dynamic pricing for the online store due to customer complaints about the frequent price changes (Weiss and Mehrotra, 2001). A survey as a part of this thesis was conducted to un-
derstand the consumers’ perception of Revenue Management methods to avoid an unsuccessful adoption like Amazon, since no research work has covered this topic in Cloud Computing so far. The design of sophisticated services and computation of the appropriate price requires an interpretation of consumers’ preferences and requirements (Chellappa and Gupta, 2002). Conjoint analysis was chosen as a research method to elicit the preferences and the results were analyzed statistically. The results of the survey foster the application of Revenue Management concepts in Clouds. Furthermore, the survey revealed on the Infrastructure-as-a-Service (IaaS) level that operating system and price are the most important factors of the IaaS offer. Consumers seem to prefer a well-known platform instead of comparing the availability rate of different providers or between the services of one provider and choosing the cheapest one. Providers can design their customized services based on these results.

After knowing the consumers’ preferences and designing the services appropriately, the provider may face the problem of how to price the services and how this pricing may impact the resource utilization. One aspect of this problem is how Cloud service providers would decide to accept or reject requests for services when the resources for offering these services become scarce. A decision support policy called Customized Bid-Price Policy (CBPP) is proposed in this thesis to decide efficiently, when a large number of (complex) services can be offered over a finite time horizon. This heuristic outperforms well-known policies, if interior prices cannot be updated frequently during incoming requests and an automated update of bid prices is required to achieve more accurate decisions. Since CBPP approximates the revenue offline before the requests occur, it has a low runtime compared to other approaches during the online phase (when requests appear). The performance is examined via simulation and the pre-eminence of CBPP is statistically proven.
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Part I

Foundations
Chapter 1

Introduction

The problems of Revenue Management are as old as business itself. [...] The true innovation of Revenue Management lies in the method of decision making.

[Talluri and van Ryzin, 2004]

1.1 Background & Motivation

Throughout every business sector, Information Technology (IT) is the backbone providing almost instantly the right information at the right time to the requesting user. Recently, services based on IT systems are offered over the Internet and start to replace desktop applications. Salesforce.com\(^1\) as a prominent example allows users to manage their business contacts online with their Customer Relationship Management (CRM) software by accessing the application through a web browser. The upcoming paradigm termed Cloud Computing comprises of services offered over the Internet from basic computational services like virtual instances of operating systems (e.g. Amazon Web Services\(^2\) or 3Tera\(^3\)) to complex services such as Jamcracker Services Delivery Network\(^4\) aggregating and enhancing basic services. According to Armbrust et al. (2009) the original idea behind Cloud Computing, i.e. computing as a utility, was already mentioned by Parkhill (1966) and has now become a reality through new technologies such as Web 2.0, virtualization and the interconnected business world via the Internet.

The impact of Cloud Computing on the worldwide IT industry is very significant. A survey conducted by IDC\(^5\) predicts that the worldwide IT spending on

\(^1\)Salesforce.com (http://www.salesforce.com)
\(^2\)Amazon Web Services (http://aws.amazon.com)
\(^3\)3Tera (http://www.3tera.com)
\(^4\)Jamcracker Services Delivery Network (http://www.jamcracker.com/Platform)
\(^5\)IDC (www.idc.com)
services in Clouds will increase substantially and is expected to reach US $ 42 billion by 2012 (Gens, 2008). Moreover, 50% of the respondents indicate that the main reason for using Clouds is to save costs, and almost 20% intend to apply Cloud-based services to quickly implement new business processes. Instead of investing in large and expensive IT infrastructures, Small and Medium Enterprises (SMEs) especially benefit from buying computing environments or Cloud services in order to perform certain business activities. Studies have revealed that data centers were only using 10% to 35% of their actual processing power and 50% to 60% of storage is wasted due to lack of viable, large-scale utility model (Carr, 2005). This situation enables possibilities for new markets. Cloud Computing providers offer their available resources and try to make a profit by using economies of scale (Boss et al., 2007). Consequently, one of the most relevant advantages is the increased flexibility for Cloud consumers. They are able to buy services on-demand and no longer have to pay for the development and maintenance of their own IT infrastructure anymore. Cloud Computing embraces a Service-oriented Architecture (SOA) and implies the potential for a reduced total cost of ownership, increased flexibility as well as reduced IT overhead for the end-user (Vouk, 2008). The usage of Cloud services will improve the business operations of consumers, thus allowing them to invest in core business activities and not into supporting IT systems. The risk of supporting IT infrastructure operations thereby shifts towards the providers of IT data processing centers. Cloud providers who face these risks have to find ways to increase their revenues. For example, the pay-as-you-go model benefits consumers but leads to unmanageable utilization patterns.

Consumers have varying requirements depending on the nature of their industry and business, and hence are different with regard to their preferences and valuations. Providers as well as resellers of Cloud services can be limited in their resources or basic service capacities, and are thus exposed to the challenge of how to sell their capacities efficiently. To address distinctive consumer preferences, service providers can offer numerous classes of services according to service-level agreements. These classes of services are priced differently. Furthermore, providers allocating their capacity to various types of consumers have incentives to maximize output, which is the revenue yielded by the sale of capacity units. Sophisticated metering and pricing systems as well as flexible services tailored to the needs of heterogeneous consumers are the key factors in successfully designing and offering utility models like Cloud services (Albaugh and Madduri, 2004).

Revenue Management addresses the problem of allocating a company’s capacity to its customers in order to find a revenue maximizing allocation (Williamson, 1992). Much literature on Revenue Management is concerned with the airline industry. A typical situation there is the sale of different types of flight tickets at different times and at different fares. By offering different fare classes (e.g. economy class, business
class, and first class) the airline company can segment its customers. The capacity of an airline is the amount of seats available on a certain flight on a certain date. Capacity can be allocated flexibly according to the different fare classes.

A company is exposed to numerous complex decisions, for example, how to sell its capacity, how to set the prices for a certain period of time, or how to segment its customers. Revenue Management deals with complex decision making processes involving sales, demand, and pricing (Talluri and van Ryzin, 2004b). These decision making problems often have to be solved in an uncertain environment due to incomplete information and dynamic changes in the customers’ demand. Several factors influence a company’s revenue. Managing demand plays a key role from a company’s point of view. The term Revenue Management reveals that its goal is to maximize a company’s revenue by making suitable demand management and pricing decisions. Revenue Management comprises methods for finding the right decisions concerning demand, prices, and sales. Kimes (1989) emphasizes four characteristics of Yield or Revenue Management: “Yield Management is the application of information systems and pricing strategies to allocate the right capacity to the right customer at the right place at the right time.” Talluri and van Ryzin (2004b) give a classification for typical decision making problems in Revenue Management:

- **Structural decision making problems** deal with issues concerning how to sell services and which channels to use (e.g. auction or posted price) or how to choose market segmentation. Decisions concerning the bundling of services or committing to certain prices in advance due to advertisement have a major impact on the overall business and the revenue of a company.

- **Decisions on quantity** are concerned with allocating capacity to certain customer segments. Furthermore, the decision of when to sell a service to a certain consumer or when to cancel the sale is a key component. In a scarce service market the request of a consumer can either be accepted or rejected in favor of a better paying consumer or a higher valued service request.

- **Pricing decisions** are natural methods in the wide area of Revenue Management. Pricing is a key factor to control demand as well as revenue. It determines how much to charge for different groups of customers, how to adjust prices over a given sales period, or how to grant discounts to customers.

These decision making problems are rather complex. It strongly depends on the industry, the field of operation, and the application context, which category of decision is the most appropriate for a certain enterprise. In practice, a company’s Revenue Management concept may incorporate all three categories of decisions. Due to possible but sometimes complex adaptations Revenue Management is not limited
to the airline industry. Many research papers have proven that these concepts can be applied to other domains such as hotels (Vinod, 2004), restaurants (Sheryl, 2003), car rental (Carroll and Grimes, 1995) or Internet service providers (Nair and Bapna, 2001). In this thesis, the first two decision making problems are examined, whereby the pricing decision is disregarded.

1.2 Objectives & Contributions

The Revenue Management framework provides promising tools and methods to increase revenue of Cloud service providers. Research papers from Dube et al. (2005), Urgaonkar et al. (2002) or Nair and Bapna (2001) have analyzed the application of certain Revenue Management methods to the IT domain in general. Currently, there is no literature examining the applicability of Revenue Management methods to Cloud services. The Revenue Management literature has identified several requirements, when its methods are applicable to a certain domain. Cloud services have to fulfill some properties like perishability or consumer heterogeneity so that Revenue Management methods and tools can be applied in Clouds (see Section 2.3.1). However, the previously mentioned papers have not analyzed the requirements for applying Revenue Management methods to the IT domain. Hence, one objective of this thesis is to analyze the requirements of Revenue Management, classify these requirements according to their applicability to consumer and provider and to scrutinize the coherency with the Cloud service properties. This approach will help to understand how the Revenue Management methods will influence the design of Cloud services.

The emergence of Cloud Computing was mainly driven by new technologies like virtualization. It enables the provision of computing power or Software-as-a-Service (SaaS) over the Internet without the burden of a costly infrastructure for the consumer. However, the consumer demand for these kinds of service has not been thoroughly analyzed before. Around year 2000 the “application service provider” failed to create a viable business model (Desai and Currie, 2003; Currie, 2004). The authors identified that standard applications did not provide any competitive advantage in the market and tailor-made applications were too costly for the consumers. Consumer needs were disregarded to a certain extent. Designing services to match consumer needs is a well-known method to increase market share and profitability (Anderson and Sullivan, 1993; Heskett, 1990). The SaaS paradigm, put into practice by companies like Salesforce.com, was only a first step towards Cloud Computing. The question arises what consumers prefer and how the infrastructure, platform or software services can enhance their utility. This thesis focuses on the infrastructure layer and analyzes consumers’ preferences. A better understanding of preferences
allows Cloud service providers to precisely design services at the infrastructure level and appropriately set the prices for these services. A survey was conducted to empirically examine the consumer behavior (see Chapter 3) using conjoint analysis as a research method.

From a provider’s perspective, Revenue Management methods help to efficiently manage the resource utilization, price the services more accurately and to increase the revenue. The optimization problem for allocating the right services to the right customer at the right time and place is an NP-hard problem, since a Bellman equation has to be solved. Existing heuristics approach this problem by deciding to allocate the resources to the service in the online phase, when requests occur. Klein (2007) proposed a novel idea of having an automated update of the bid prices. The bid prices of services are a threshold value, whether a service for a certain price should be sold or not. First, the parameters for the optimal allocation are calculated in an offline phase. Then, a linear function automatically updates the bid prices in the online phase. This thesis scrutinizes and extends this idea known from the airline business and shows how the automated bid price update, which is called Customized Bid-Price Policy (CBPP), can be applied to Clouds. Furthermore, different demand scenarios can be evaluated via CBPP to determine good price settings for the services.
1.3 Thesis Structure

This thesis comprises five chapters (Figure 1.1). After the introduction in Chapter 1, the preliminaries in Chapter 2 provide the basis to understand the relation between Cloud Computing and Revenue Management. Section 2.1 describes the difference between Cloud Computing and other paradigms such as Grid Computing. It further discusses the properties of Cloud services. In Section 2.2, the basics of Revenue Management relevant for this thesis are briefly explained. Section 2.3 discusses the applicability of Revenue Management methods and tools for Cloud services. Further, the research questions that constitute this thesis are derived.

Part II is divided into two self-contained chapters and commences with the discussion of the research questions. Chapter 3 analyzes the preferences of Cloud service consumers. The theoretical foundation is derived from the Revenue Management literature. The conjoint analysis method and the survey design are described in detail and the choice sets for the survey are defined. The results from the survey are analyzed descriptively and statistically. Chapter 4 focuses on the capacity management of computing resources for Cloud service providers. After explaining the Cloud scenario, the application of Revenue Management heuristics for capacity management is discussed in detail. The CBPP is proposed to process the rapidly incoming requests in Clouds and to provide a combination of an offline algorithm for the complex calculation and an online algorithm for an automated update of the bid prices. The applied research method is a simulation-based optimization. In both chapters the research questions defined in Section 2.3 are evaluated and answered.

Part III concludes this thesis and examines the integrated view of the results from Chapter 3 and 4. It explains why these results are relevant for Cloud service providers and raises further interesting research questions.

Parts of the results presented in this thesis were published in Anandasivam and Neumann (2009), Anandasivam and Premm (2009), Anandasivam et al. (2010) and Anandasivam and Weinhardt (2010).
Chapter 2

Preliminaries

It is the new and different that is always most vulnerable to market research

[Malcolm Gladwell, 2005]

This chapter explains the dependency between Cloud Computing and Revenue Management. At first, the Cloud Computing concept is set in contrast to other distributed computing paradigms. Subsequently, services in the Cloud are discussed and the specific characteristics are outlined. In Section 2.2 the general Revenue Management framework is presented and the areas of interest are briefly described. Finally, both streams are consolidated and the appropriate research methods as well as the research questions are discussed in Section 2.3.

2.1 IT Infrastructure and Service Paradigms

Historically – before the emergence of personal computers in the 1970’s – time-sharing services were widely spread, allowing access to computing machinery to those without their own mainframe. The idea of these systems was to rent input-output equipment instead of a computer. Bemer (1957) introduced the concept of time-sharing systems already in 1957 derived from his favorite hamburger restaurant where orders were put into a revolving drum with elastic bands and the cooks were often following this lottery principle. McCarthy assumed in 1961 that “computation may someday be organized as a public utility just as the telephone is a public utility” (Ivanov, 2008; Foster et al., 2008). The era of time-sharing systems was followed by the invention of personal computers, which provided more freedom to users. Individuals use their own software and customize the system according to their needs. Today’s concept of Cloud Computing is not a return to the architecture of time-sharing systems, but in fact a reversal of the long continuing trend of individualization; users are willing to give up possession of data centers and let service
providers control the operation, support and development. This section aims at providing a common background for understanding the ideas behind Cloud Computing and how the term is derived from existing terminology like Cluster Computing, Voluntary Computing or Grid Computing\(^1\) (Stoesser, 2009).

### 2.1.1 Clouds, Grids, and their Predecessors

**Cluster Computing:**
After mainframes became essential for the daily business of enterprises and academia, Cluster Computing was a new paradigm in the 1980’s and emerged more prominently with the success of Personal Computers (PCs). Clusters are a pool of dedicated single computing systems working together as a single, integrated computing resource and are accessible via PCs to execute computing jobs (Bell and Gray, 2002; Baker et al., 1999). Traditional applications especially built for mainframes were ported to PCs in order to facilitate programming and management. Furthermore, the computer user was allowed great latitude for creating applications and having access to computing resources not only on a time-shared basis. PCs provided resources for calculation on a small scale, while clusters were exploited for jobs with large resource demand.

Scalability, availability and cost effectiveness were the three major challenges for a successful collaborative computing environment (Fox et al., 1997). Cluster Computing helped to master these three obstacles providing scalability for parallel workloads due to the mostly homogeneous\(^2\), large-scale system, and allowing ad hoc scaling by adding commodity hardware. High availability is secured through independent nodes and the capability to perform upgrades by only disabling the nodes that need to be replaced. Cost effectiveness is achieved by using commodity hardware that is robust and stable. The performance of the clusters was comparable to the existing mainframes, but the cost for a cluster was much lower (Baker et al., 1999).

Summing up, Clusters are managed centrally within an organization and are physically placed at a single location. Each workstation has to share its resources with other workstations. The systems are homogeneous and lend themselves to easily adapt and implement changes. The organization prefers to offer a higher quality of service by keeping the failure rate and response time low.

---

\(^1\)Terms like utility computing or on-demand computing are not considered separately, since the idea is very similar to Cloud on the infrastructure level and these terms have not been defined and discussed widely in literature.

\(^2\)One counterexample would be the Beowulf cluster [http://www.beowulf.org/](http://www.beowulf.org/) with a heterogeneous environment. In general, the underlying hardware can be heterogeneous due to virtualization. However, the thesis refers to the idea of clusters in its beginning.
Volunteer Computing:
In academia, researchers take a great interest in working together on resource-demanding computer simulations. Academic institutes face two problems. They are limited in their budget for buying hardware resources and payment for each submitted job as an incentive for contributing resources is not an option. Thus, they prefer to cooperate and share resources on a voluntary basis. The management of the Cluster system is centralized. Hence, computing resources can be declared as dedicated to one specific job. In Volunteer Computing the resources are shared among different organizations or individuals. A prominent example is the SETI@Home\(^3\) project with the goal to detect extraterrestrial life by analyzing signals from a radio telescope. Volunteers have to install a small application on their PC to provide their idle resources to the project (Sarmenta, 2001). In 2001, this project had 2.4 million clients to process 1.1 billion candidate signals (Werthimer et al., 2001).

Although the management of the jobs and the application to run the jobs is accomplished on a central server in Volunteer Computing, the computing jobs are executed on geographically distributed machines with different operating systems and hardware specification (Bonorden et al., 2006). A certain quality level is not guaranteed and jobs are only executed if idle resources are available. Hence, resource availability in Volunteer Computing is unpredictable in contrast to Cluster Computing, where resources are dedicated to the computer users. The distributed resources are not under a centralized control. The central entity managing the application can only access the distributed resources if the contributor authorizes it. Another distinction to Cluster Computing is that the type of applications are limited to batch jobs. Interactive applications cannot be realized, since neither a guaranteed execution time nor a deadline is available. In a Volunteer Computing scenario, there is one consumer, namely the central entity, and various providers, i.e. the participants, who like to contribute resources to the project.

Grid Computing:
Parallel to the evolution of Volunteer Computing, the idea of Grid Computing emerged in 1998 proposed by Foster and Kesselman (1998) to utilize geographically distributed computing resources. In the beginning the development of the infrastructure was driven by scientific applications. The major areas of application are, similar to previously described concepts, computationally-intensive scientific, mathematical, and academic problems on the one hand. However, Grid Computing is also relevant to companies performing large-scale simulations in research & development departments of commercial enterprises and data processing (Austin et al., 2004b).

\(^3\)SETI@Home (http://seticlassic.ssl.berkeley.edu/)
In contrast to Volunteer Computing the focus in Grid Computing was to build a generic middleware as a common platform for communication and as a basic infrastructure for further development of applications\textsuperscript{4}. Foster (2002) emphasized the necessity of standard, open protocols and interfaces to provide functionalities like authentication, authorization, resource discovery, and resource access. Institutions such as OGF\textsuperscript{5} and OASIS\textsuperscript{6} expedited the standardization process of communication protocols and architectures of the Grid system (Foster et al., 2008). Furthermore, the quality of services should be non-trivial, i.e. response, throughput and other user requirements have to be delivered reliably. The independence of the computing resource location and the focus on collaborative usage across different administrative domains implies a decentralized management of the available computational power and storage. Compared to Cluster Computing, Grids tend to be more loosely coupled, heterogeneous, and geographically dispersed (Neumann, 2007). Grid Computing has the ability to pool together resources, both hard- and software which are distributed among users (Alkadi and Alkadi, 2006; Knight, 2006). Due to the decentralized management, Foster and Kesselman (1998) defined the necessity of Virtual Organizations (VOs). VOs comprise multiple institutions working together and sharing computational resources. The goal of VOs is to enable federated management of resources in distributed environments (Foster et al., 2008).

With further development of Grid networks new challenges arise, for e.g. stemming from the heterogeneity of the available resources that do not meet the specific needs of applications or services. Dynamic changes in software requirements and resource availability can lead to under-utilization of resources, if users are not able to quickly adapt to the new situation (Foster et al., 2006). Concurrently, computation jobs running on the same machine can execute insecure code to elicit private information. Integrity cannot be guaranteed at the operating system level (Figueiredo et al., 2003). Therefore, the authors suggest an approach that is “based on a combination of ‘classic’ operating system level Virtual Machine (VM) and Grid middleware mechanisms to manage VMs in a distributed environment” to solve these issues. The concept of virtualization provides advantages in security mechanisms through isolation, by customization of virtual machines according to users’ needs, in resource control at instantiation time, and site-independence\textsuperscript{7} meaning that a VM can be stopped, migrated, and restarted again.

Adabala et al. (2005) describe the architecture of virtual Grids, which are “dynamic pools of virtual resources that can be aggregated on-demand for application-specific user-specific Grid Computing”. This architecture is similar to the classical

\textsuperscript{4}Currently, three major middleware are dominant in academia: Globus, gLite and Unicore
\textsuperscript{5}Open Grid Forum
\textsuperscript{6}Organization for the Advancement of Structured Information Standards
\textsuperscript{7}assuming that the same VM tools are used
Grid architecture described by Foster (2002) but expands it as the virtual components lead to easier customization and a higher level of security. Only the virtual environments have to be managed across physical resources. The customized services built on top of the Grid can be allocated to the requesting consumers. Researchers have developed various concepts to manage the resource allocation problem ranging from technical heuristics (e.g. fair-share or user priorities) over cost functions to market models (Neumann, 2007).

However, Grids still lack a public utility, as access is limited to those who own the resources or those who are willing to share their resources. A sustainable business model is missing and no commercial Grid Computing provider emerged from these efforts (Foster et al., 2008). Most Grid Computing users are still from academia (e.g. the Large Hadron Collider project at CERN).

As claimed by many researchers (e.g. Youseff et al. (2008)) the elements of Cloud Computing are not a technical innovation itself. Sharing computer resources or on demand services by SaaS has been there before the term Cloud Computing appeared. Weiss (2007) concludes that the real revolution of Clouds is the combination of those different IT aspects into a new business model. Virtualization of datacenter infrastructure helped to increase their utilization by offering storage and computer performance to third parties. On demand software offers possibilities to combine different software solutions into one environment (see e.g. SingTel’s myBusiness platform). But combining these software services or development platforms with virtualized infrastructure really offers opportunities for new services and an increase in efficiency by economies of scale. Indeed, the idea of recombining different components of a technology to new products or services is not new. Already, Schumpeter (1935) explained the importance of combination in order to explain why innovation often appear in waves. Varian et al. (2004) set this idea in the context of IT and gives another important explanation of innovation in waves. He emphasized that the development of complements is crucial for the success of an innovation. An example is the innovation of the automobile, which would not have been possible without paved roads and the availability of gasoline. Paved roads were initially created for bicycles and gasoline for stationary engines. But without these complements, the car would have never been able to be so predominant. This idea well suits the Cloud Computing. As mentioned before, IT concepts such as Cluster and Grid Computing and Web 2.0 enabled applications built up the basis. Complements like virtual machines and a customer-centric view finally pushed the innovation of Cloud Computing.

---
8CERN (http://lhc.web.cern.ch)
2.1.2 Cloud Computing Definitions

Cloud providers offer their services similar to Grid Computing resources. However, contrary to the mainly scientific driven Grid scenarios, Cloud providers have to define Service Level Agreement (SLA) and apply business models (Weiss, 2007; Weinhardt et al., 2009). The virtualization technologies in Clouds enable the definition of the exact resource usage for one or more services of a Cloud provider. Moreover, Grid participants are contemporaneously consumer and provider, whereas Cloud providers and consumers can be clearly distinguished. If participants in the Grid do not use their resources, they can provide them to others. In case their own computation power does not suffice, they can tap into the Grid and get additional resources. The concept of Cloud Computing has a commercial background and the idea is to have dedicated providers offering different kinds of services over the Internet. In Cloud Computing resellers like Jollat\(^9\) or RightScale\(^10\) come into play by enhancing standard services from Amazon\(^11\) with new services (Buyya et al., 2008; Armbrust et al., 2009).

The concept of Cloud Computing tries to pursue the goals that have been around since the early beginning of computing: giving users on-demand access to a public computing utility with high availability and scalability providing a cost advantage compared to traditional systems. Hitherto, McCarthy’s vision of computing as a public utility like the telephone in 1961 has not become true, although the concept of Cloud Computing promises to reach that state in medium term (Ivanov, 2008; Foster et al., 2008). At present, there is no commonly accepted definition for the term “Cloud Computing”. One reason is the fact that part of the concept of Cloud Computing is still in its developmental phase and at the same time proven computing methods, like virtualization, are part of the concept. For McKnight and Bailey (1997) “the term ’Cloud’ implies that a user does not need to think much about what happens inside this system of networks”, whereas they referred it to the Internet in general.

Boss et al. (2007) are among the first who tried to share a definition of Cloud Computing, one that includes both the platform and the type of application. The platform is characterized as “dynamically provisions, configures, reconfigures, and deprovisions servers as needed. Servers in the Cloud can be physical machines or virtual machines. Advanced Clouds typically include other computing resources such as storage area networks, network equipment, firewall and other security devices”. Cloud Computing applications, however, “are extended to be accessible through the Internet. These Cloud applications use large data centers and pow-

---

\(^9\)Graphical client for Amazon Web Services (http://www.jollat.com/)
\(^10\)Cloud Management Platform based on Amazon Web Services (http://www.rightscale.com/)
\(^11\)Amazon Web Services (http://aws.amazon.com/)
erful servers that host Web applications and Web services. Anyone with a suitable Internet connection and a standard browser can access a Cloud application”.

Buyya et al. (2008) provide a definition with higher granularity defining the Cloud as “a type of parallel and distributed system consisting of a collection of interconnected and virtualized computers that are dynamically provisioned and presented as one or more unified computing resources based on SLA established through negotiation between the service provider and consumers”. Subsequently, they outline that Clouds are not a combination of clusters and Grids but “next-generation data centers with nodes ‘virtualized’ through hypervisor technologies such as VMs, dynamically ‘provisioned’ on-demand as a personalized resource collection to meet a specific SLA, which is established through a ‘negotiation’ and accessible as a composable service via ‘Web 2.0’ technologies”. However, currently most providers make a posted price offer. Consequently not every provider allows negotiation of prices.

Wang et al. (2008) outline enabling technologies that drive the development of Cloud Computing. These are virtualization concepts that have been proven in areas like Grid Computing and include virtual machines as well as virtual network advances. Other techniques are the automation of serviceflow and workflow orchestration using service-oriented architectures and Web services following industry standards. In addition, Web 2.0 and mashup technologies can be considered as drivers of communities and collaboration among users. Thereby Weiss (2007) concludes that the real innovation that comes with Cloud Computing is the integration of the existing technologies, explicitly “the combination of utility computing and datacenters”. Lin et al. (2009) also emphasize that Cloud Computing is nothing new, but a confluence of technology and business development within the Internet leveraging new technologies.

Armbrust et al. (2009) agree on the view of Weiss (2007) and Lin et al. (2009) and add three additional aspects that emerged with the advent of Cloud Computing. These are “the on-demand availability of resources which lead to the illusion of infinite computing resources”, “abolition for an up-front commitment to resources by users”, and “the possibility to pay for what you use only, regardless of the time horizon”. In their definition Cloud Computing “refers to both, the applications delivered as services over the Internet and the hardware and systems software in the datacenters that provide those services”. Staten (2008) summarizes these attributes by defining Cloud Computing as “a pool of abstracted, highly scalable, and managed compute infrastructure capable of hosting end customer applications and billed by consumption”.

Vaquero et al. (2009) offers a good overview of more than 20 definitions. As Cloud Computing involves a broad range of computing aspects, the definitions vary
as well. There are definitions focusing on the infrastructure layer and others trying to reduce the characteristics to a common denominator over all layers and include business model aspects of Cloud Computing. However, the Vaquero et al. (2009) limit the definition of Cloud Computing to the pay-as-you-go pricing model. Currently, there is no dominating pricing model in the Cloud Computing market, since usage-based pricing as well as flat fee are very common (?).

Foster et al. (2008) compare Grid Computing with Cloud Computing and conclude that both have the same vision such as reduce cost or increase flexibility. However, the commercial interest to create a large-scale system to analyze massive data makes Clouds more attractive to the industry. Moreover, different levels of services, namely Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS), enable the delivery of customized services to consumers. These services can be dynamically configured and combined to more complex services\textsuperscript{12} via virtualization. Foster et al. (2008) stress the role of virtualization as an ‘indispensable ingredient’ for Clouds, whereas Grids do not necessarily require virtualization, although efforts are being made to integrate it. The resource management concept of Grid and Cloud Computing differs according to the type of applications. In Grid Computing jobs are batch applications, since Grids do not natively support interactive applications. Clouds offer SLAs and thus must support a certain quality level for the consumers. Economies of scale and on-demand delivery are further advantages of Cloud Computing. However, security in Clouds is based on encrypted electronic communication and passwords are sent via email for a quick initiation process. In Grids the acceptance of a new participant incorporates an interaction with a trusted party via mail for identification in order to receive electronic credentials. The initiation process is more secure, but also time-consuming.

All of these definitions assume that the term Cloud Computing is more of a collective term for Internet-based services both from the technical as well as the economic perspective. Physical resources required for the offered services will be owned by one provider, although providers can buy services from a third-party and resell or enhance them into (more) complex services. Most providers will prefer to have homogeneous physical resources to facilitate management similar to Cluster Computing, which is mostly organized within an organization. However, to offer different kind of services, e.g. different operating systems, virtualization is an essential part of Clouds, whereas in Grids virtualization, although important, is still in its infancy (Foster et al., 2008). Virtualization enables the provider to offer heterogeneous services.

\textsuperscript{12}Blau (2009) defines complex services as services which “typically involve the assembly and invocation of many pre-existing services possibly found in diverse enterprises to complete a multi-step business interaction”
From the organizational point of view, the function of a participant entering the Cloud can be distinguished into three roles. Providers offer services based on the above mentioned definition of Cloud. Consumers access the services offered in the Cloud over a Web 2.0 interface and use this information or infrastructure. Integrators buy these services from providers, aggregate or enhance them and sell the new service to the consumer. A typical example for the latter case is CastIron\textsuperscript{13}. In Cluster and Grid Computing the participants act as a provider and consumer. All of them can send jobs into the network or the resources are used in idle cases. Volunteer Computing, however, only allows providers in a network and the central entity is the only consumer sending high amount batch jobs to all participants. While in Grids the number of both parties is almost equal\textsuperscript{14}, in Clouds the number of providers is rather small compared to the number of consumers. Hence, virtualization can help to offer scalable services for the large consumer group.

The applications running in a VM give the resource manager more flexibility and control to define appropriate SLAs. Although SLAs are not important in an intra-organizational context like in Cluster Computing, they play a major role in Clouds. Some providers such as Flexiscale even offer a 100\% reliability of their infrastructure service. These SLAs enable consumers to work with interactive applications, since workflow systems can be configured reliably and time-sensitively. Usually, Grid and Volunteer Computing do not take SLAs into account due to the decentralized nature of control. However, there are approaches in the Grid domain analyzing the introduction and enforcement of SLAs (e.g. SLA4D-Grid\textsuperscript{15} project or Balakrishnan et al. (2008) and Leff et al. (2003)), but none of them have provided a sustainable model yet or are successfully applied in larger Grid environments.

By offering reliable services, this characteristic entails a viable business model. Thus, Cloud services are often priced on a pay-as-you-go basis or include a flat fee model. On the contrary, Cluster and Grid Computing have a shared resource agreement, since the academia background of these concepts condemns the introduction of pricing models\textsuperscript{16}. Volunteer Computing, as the name implies, assumes that the participants in the network are voluntarily sharing their idle resources among them-

\textsuperscript{13}CastIron(\url{http://www.castiron.com/})

\textsuperscript{14}In Grids some participants only consume services, because they do not have any resources. Hence, not every participant acts as both a provider and a consumer in the Grid. In research projects like the Large Hadron Collider (LHC) institutes without their own resources can have access to the data of the LHC to be able to contribute to the field of research.

\textsuperscript{15}Project SLA4D-Grid(\url{http://www.sla4d-grid.de/})

\textsuperscript{16}Researchers deny the usage of money for sharing resources for two main reasons. Firstly, researchers are not allowed to spend money without presenting valid reasons for their expenses to the sponsor. They always take care of the investment they make. An investment can lead to revenue. In some countries it is prohibited by law for institutes to make profit (e.g. Germany). Secondly, it is regarded unethical that those institutes with a deeper pocket are in a position to do better research than others. This is one reason why LHC gives institutes without their own resources access to data produced by the collider.
selves. Hence, no pricing model should be adopted. This also has an impact on the mode of allocating resources. In Volunteer Computing resources cannot be declared as dedicated for the application from the central entity, since the resources are not under centralized control. The allocation is based on voluntary sharing. The participants have full control over their resources and can offer them to or remove them from the network. In Cluster and Clouds consumers get dedicated or best-effort resource access. The central manager or Cloud provider offers low-priced best-effort services or the more expensive services with a guaranteed SLA. A similar idea is realized by the Amazon Spot Instances\textsuperscript{17}, where consumers can buy cheap resources without knowing when their instances are executed. Grids can offer different services as well, but they do not have centralized control. Hence, providers and consumers in Grids have to agree on the appropriate service (i.e. dedicated or shared).

Advance reservation is another aspect to distinguish between service offers. While some Cloud service providers offer advance reservation to get dedicated services (e.g. RenderRocket\textsuperscript{18}), Volunteer Computing does not support this kind of interaction. In Grids it is possible and planned for the Globus Toolkit to implement such a feature, but is currently not available (Stoesser, 2009). Clusters allow dedicated allocation of resources and thus enable advance reservation for certain computing jobs. Still, some of the big players in the Cloud such as Amazon or Google do not offer advance reservation yet.

In Clusters and Grids the development of the applications is done locally. Clouds offer services running under centralized control and thus the applications and services are mostly developed on the server. The application in Volunteer Computing is fully developed on the server and the participants get a software, which is installed and executed locally. Services in the Cloud are accessed via standardized Web protocols like Representational State Transfer (REST) or Simple Object Access Protocol (SOAP). Grid Computing has a specific Grid middleware such as Globus Toolkit\textsuperscript{19} or gLite\textsuperscript{20}. Cluster and Volunteer Computing are built on open source or proprietary software such as Condor\textsuperscript{21}, Moab Cluster Suite\textsuperscript{22} or BOINC\textsuperscript{23}.

However, the standard Web protocols in Clouds only give access to the services. The services themselves cannot be easily migrated to other providers, which can lead to high switching cost. It’s easier for any Grid user to switch from one Grid provider’s resources to another. Currently, Cloud providers have no big interest in applying standards, which ultimately makes it harder for potential customers

\textsuperscript{17}Amazon Spot Instances (http://aws.amazon.com/ec2/spot-instances/)
\textsuperscript{18}RenderRocket (http://www.renderrocket.com/)
\textsuperscript{19}Globus Toolkit (http://www.globus.org/)
\textsuperscript{20}gLite (http://www.glite.org/)
\textsuperscript{21}Condor (http://www.cs.wisc.edu/condor/)
\textsuperscript{22}Moab Cluster Suite (http://www.clusterresources.com/)
\textsuperscript{23}BOINC (http://boinc.berkeley.edu/)
to switch among providers. For example, an Amazon EC2 instance cannot be executed at the Flexiscale platform. There are some attempts such as the OpenCloud-Manifesto\(^{24}\) to introduce standards. And Eucalyptus\(^{25}\) enables multiple provider Application Programming Interfaces (APIs). Cluster and Grid Computing have a standardized environment allowing them to send their jobs to almost any provider in the network. Participants in Volunteer Computing do not care about switching costs, since they are the resource provider for one central entity. Instead of providing another definition of Cloud Computing, this thesis outlines criteria to distinguish the different computing concepts in their current state (Table 2.1).

Depending on the accessibility to the services in the Cloud there is a distinction between *public* and *private* Clouds (Armbrust et al., 2009). Public Cloud providers allow the general public to access their services. Private Clouds are operated within businesses or other organizations and utilize internal datacenter hardware and software. While public Clouds need to have standardized interfaces to communicate with a large audience, private Clouds might even have proprietary protocols on purpose e.g. to avoid typical cloud connected problems such as security, privacy and lock-in effects. Some also predict the rise of *hybrid Clouds*, a composition of public and private infrastructure (Won, 2009; Mell and Grance, 2009). In this scenario critical data is processed in a private environment and public Clouds are used for non-critical data processing, which are provided by third parties. The National Institute of Standards and Technology (NIST)\(^{26}\) augment this definition by introducing the term *community Cloud*. Several organizations share the community Cloud infrastructure, since they need these infrastructure for collaboration to achieve a (common) objective (Mell and Grance, 2009). While the definition of public, private and hybrid Clouds are reasonable and fit into the context of the various computing concepts, community Clouds is blurry. If resources are shared among communities, it is hard to distinguish community Cloud from other concepts like Grid or Cluster Computing. It is not clear who owns the resources or if switching costs play a role.

---

\(^{24}\)OpenCloudManifesto (http://www.opencloudmanifesto.org/)

\(^{25}\)Eucalyptus (http://www.eucalyptus.com/)

\(^{26}\)An Agency of the U.S. Department of Commerce
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode of allocation</td>
<td>voluntary</td>
<td>voluntary</td>
<td>voluntary</td>
<td>mandatory</td>
</tr>
<tr>
<td>Advance reservation</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Switching cost</td>
<td>high</td>
<td>low</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>Control</td>
<td>decentralized</td>
<td>decentralized</td>
<td>decentralized</td>
<td>centralized</td>
</tr>
<tr>
<td>SLAs / Liability</td>
<td>not enforceable</td>
<td>not enforceable</td>
<td>not enforceable</td>
<td>essential</td>
</tr>
<tr>
<td>Participation model</td>
<td>sharing</td>
<td>sharing</td>
<td>sharing</td>
<td>mostly provider</td>
</tr>
<tr>
<td>Role of participant</td>
<td>provider</td>
<td>provider</td>
<td>provider</td>
<td>mostly provider</td>
</tr>
<tr>
<td>Access</td>
<td>open source software via Grid middleware</td>
<td>open source software via proprietary middleware</td>
<td>open source software via proprietary middleware</td>
<td>open source software via standard protocols</td>
</tr>
<tr>
<td>Development</td>
<td>locally</td>
<td>centrally</td>
<td>centrally</td>
<td>centrally</td>
</tr>
<tr>
<td>Type of application</td>
<td>batch &amp; interactive</td>
<td>batch</td>
<td>batch &amp; interactive</td>
<td>batch</td>
</tr>
<tr>
<td>Virtualization</td>
<td>widespread</td>
<td>homogeneous / heterogeneous</td>
<td>heterogeneous</td>
<td>homogeneous / heterogeneous</td>
</tr>
<tr>
<td>Type of resources</td>
<td>homogeneous / heterogeneous</td>
<td>homogeneous / heterogeneous</td>
<td>heterogeneous</td>
<td>homogeneous / heterogeneous</td>
</tr>
<tr>
<td>Table 2.1: Comparison of different computing concepts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.1.3 Cloud Services

In the so-called developed nations such as the United States of America, Japan and Germany, the percentage of labor in the service sector is above 50% (Maglio et al., 2006). Stahel (1997) states that a sustainable society is incompatible with the goals of the industrial economy, which will lead to the service economy with new and innovative services. According to Verma et al. (2002) the rapid development in IT has a great impact on the shift towards a service economy. Although services seem to be essential for the future growth of the world economy, the term *service* is often used ambiguously and not defined in a consistent way across different domains. Rathmell (1966) already outlined in 1966 that goods are perceived as tangible economic products, which can be seen and touched. Services, however, “seem to be every else; and an understanding of them is not clear” (Rathmell, 1966). In the 60s, marketing researchers were interested in the service sector and identifying its characteristics. A first distinction between goods and services can be made by the following classification for services (Judd, 1964):

- Rented-goods services: the right to possess and use a product,
- Owned-goods services: a value creation on an owned product like repair service,
- Non-goods services: no product is mainly involved (perhaps only supportive), but the experience or emotional change of a person is the result (e.g. entertainment).

Rathmell (1966) generalizes the difference by determining a good as a *thing* and a service as an *act or performance*. Although there might exist pure services or goods, most transactions between a buyer and a seller comprise of services as well as products, which underlines the mixed nature of the transaction object (Vargo and Lusch, 2004). Hill (1999) emphasizes that a service automatically involves a relationship between the service producer and the service consumer, since a service has to be provided to another economic unit. This process implies a change of condition of one or more persons, their property or good. A service cannot exist independently of its producer or consumer. Since a service is not an entity like a good, ownership rights are not applicable over a service. Contrary to the definition of Judd (1964), Hill (1999) gives a more abstract definition, which does not depend on the underlying good. Consequently, a service cannot be transferred from one economic unit to another. For example, a service cannot be stored in a warehouse and sent to other economic units in other countries like a good. Blau (2009) summarizes the key characteristics of services and, in particular, e-services.

**Uno-Actu:** The provision and consumption of a service cannot be separated (Hill, 1999). A barber can only cut the hair of a customer if both are at the same loca-
According to Blau (2009), this property of a service is the main distinctive characteristic from a conventional good. It further implicates the following characteristics as well. The producer and consumer are continuously involved during the provision and consumption process.

**Not storable:** Services in general are perishable by nature. Volatile demands have a higher impact on services than on goods, since services are created and executed immediately. Services can neither be produced in advance nor be stored for future consumption.

**Co-Creation:** The interaction between consumer and provider enables the consumer to influence the outcome of a service. The service consumer can have different roles in the service execution process (Bitner et al., 1997). First, consumers can be passive, but their presence might be required. The execution should be isolated as much as possible from the consumers (e.g. the time of delivery of standard mails usually cannot be influenced by the consumer). Second, the participation of the consumer is necessary to fulfill the requested service, e.g. health care or entertainment. The third category describes the consumer as a competitor to the service provider. The consumer can either choose to create part of the services independently or to buy the service externally. A car owner can either choose to repair the car on his own, to hand it over to a car repair shop or to share the work (simple tasks himself and complex task by the repair shop).

**Intangible value creation:** Services are created without the transfer of ownership in this type of service. If the change of condition of an economic unit is accomplished, the consumer gains value from the change, which is often based on his expectations (Lovelock and Wirtz, 2001). This rather subjective evaluation of the delivered service can be challenging regarding the assessment of service quality by objective attributes.

**Fuzzy inputs and outputs:** The coincident production and consumption cannot be always created in a standard way. For example, a consultancy service may vary depending on the constitution of the service provider. Furthermore, a co-created service with a consumer will be influenced by the consumers behavior as well. Thus, the same service will not necessarily lead to the same outcome or the expected results (Gallouj and Weinstein, 1997).

The success of IT has entailed new business models and services in the last decade. The Internet enabled new opportunities to design, provide and consume services as well as to involve the consumer much better in the service creation process. As soon as a service is provisioned over an electronic network, it is known as an
e-service (Rust and Kannan, 2003). This definition includes the exchange of information over the Internet or other electronic networks in general such as IT services, Web Services or infrastructure services. For example, the operation of an ATM machine is an e-service as well. The authors emphasize that e-services is a customer-centric concept, which is in line with the co-creation characteristic of a service. Furthermore, a service is not storable by nature, since the service is created and executed while it is used. Electronic data can be stored, but the access to the data is a service, which is provisioned and consumed when the consumer downloads the data, is not storable. Hoffman (2003) arguments that an e-service is available 24/7 and if this service is not consumed one day it is available the next. The major difference, though, is that the value of the service is generated, when it is provisioned and consumed. The availability of the service does not directly increase the utility of the consumer. In particular in a market with dynamic prices, the utility often depends on the current price. If the price is too high, the consumer will not buy the service and hence no value is created. However, in some cases only the availability of services can indirectly increase the utility for a consumer. For example, a high number of providers will foster the competition on the service market and subsequently the prices often drop compared to monopoly.

The value created by downloading the data is only assessable by the consumers themselves. If the data service does not contain any valuable information, it is useless. However, as with all information services the value can only be evaluated by consumption. This can further result in fuzzy inputs and outputs. A vaguely defined electronic request by the consumer will perhaps not return the expected result. Though, most electronic services are defined more precisely than a service in general (Blau, 2009). Especially, Web services have a predefined description language and standard interface for communication (Papazoglou, 2008). An electronic service for gathering information about the weather can be defined by clear input parameter such as country, location name and zip code.

E-services also follow the uno-actu principle. For example, the definition and implementation of a Web service interface will be done once by the provider (production). In certain cases one or multiple requests can be served at the same time (provision and consumption). An example for the former case is an ATM machine, which can only serve one person at a time. A Web Service can be accessed by more than one person simultaneously. It allows an automate process via algorithms in a way that no physical interaction of the provider is necessary. This allows the scalability of certain e-services.

Since the term Web service has been mentioned several times in the context of e-services, there exist ambiguous definitions of this term. Alonso et al. (2004) discuss these definitions and conclude that the World Wide Web consortium is quite accu-
rate\textsuperscript{27}: “A Web service is a software system identified by a [Uniform Resource Identifier], whose public interfaces and bindings are defined and described using XML. As the name implies, a Web service leverages the Internet to communicate with other software systems. Its definition can be discovered by other software systems. These systems may then interact with the Web service in a manner prescribed by its definition, using XML based messages conveyed by Internet protocols” (Austin et al., 2004\textsuperscript{a}). These definitions apparently stick Web Services close to XML. The authors emphasize that the standardization aspect (XML-definition, -description and -discovery) of a Web service is as important as the loosely coupled development of these services underlining the service-oriented paradigm. Papazoglou (2008) augments this definition by a business-oriented characteristic. He says that a Web service can be a simple passive information service or a complex business application combining information from multiple sources.

This thesis focuses on Cloud services. Cloud services can be subsumed under e-services, since e-service is a much broader term. However, some characteristics might only apply to Cloud services compared to other e-services like ATM machines. As already mentioned above, e-services provided over the Internet, such as Cloud services, have the advantage to serve multiple requests simultaneously. Furthermore, the condition of a physical economic unit is changed or can be changed remotely (writing data on a server). In fact, the service gives access to remote data or computing resources for consumption. A transportation of a physical good or the provision of the consumers themselves (like in a barber shop) is not applicable. But physical resources are still necessary to create, provide and consume Cloud services\textsuperscript{28}. The consumers gain access to Cloud services with a browser or a well-defined protocol to access the service via a desktop application. A browser interface is mandatory to give consumers access from various devices such as mobile phones, since the vision is to access Cloud services from anytime and anywhere.

According to Papazoglou (2008), Web services operate at the code level and are invoked by other software systems. Software applications incorporate Web services to enable human interaction. However, a Cloud service uses Web service technology for communication and comprises abstracted services from the underlying computational resources. In particular, a Cloud service provides a software system for a consumer over a Web browser to offer ‘anytime, anywhere’ access. While Web services are not targeted for human interaction, the main purpose of Cloud services is to deliver the user an enhanced communication interface (via browser and optionally software application) to hardware resources (e.g. storage) or software environments such as the Windows Azure Platform supporting .Net developers or

\textsuperscript{27}Note that the definition from 2004 has slightly changed to the definition Alonso et al. (2004) has reviewed from 2002

\textsuperscript{28}This is an important aspect. In this thesis it is assumed that every service can be mapped to the consumed physical resources.
Salesforce’s CRM Cloud service. Thus, the web access via browser is a necessary part of a Cloud service. The provider can additionally offer APIs or proprietary software to access these services as well. Furthermore, Cloud services can be combined to complex services. Complex services provide added value for the consumer by aggregating or combining functionalities of other (basic or complex) services (Papazoglou, 2008). Mell and Grance (2009) identify multi-tenancy as one of the main characteristics in the software architecture of a Cloud service to distinguish it from other services. However, in general, it is hard to distinguish Cloud services from other electronic services and there is no explicit definition of this term. Since there is no agreement on the unique attributes of Cloud services and the term is often used in a broader sense, a definition here is disregarded.

Figure 2.1: Three service layer architecture in the Cloud.

Youseff et al. (2008), Motahari-Nezhad et al. (2009) and other researchers basically differentiate between three levels of services, on which Cloud services can be provided (see Figure 2.1): Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS). Others like Armbrust et al. (2009) do not believe in such a “XaaS” separation as to their understanding the different layers are not clearly defined: “but we were unable to agree even among ourselves what the precise differences among them might be”. They comment that SaaS has been there already before the rise of Cloud Computing and only on an infrastructure layer a Cloud revolution is happening, so that they only call the infrastructure providers Cloud providers. Hence, this thesis will mainly focus on the IaaS layer, although the differences between the three layers are outlined below to enable a concrete definition for the remainder of this thesis.

**Infrastructure as a Service:**
IaaS is the virtualized provision of (external) datacenter services. The IaaS layer consists of storage and computational services (Vaquero et al., 2009). Consumers
can access providers’ datacenters over the Internet and can dynamically adjust their requested computing resources. In order to separate different consumer requests within the same datacenter, virtual machines play a crucial role. They allow the setting up of different computing environments for each consumer, so that the virtualized instance appears to the consumer like a personal datacenter. Still, the infrastructure layer remains the most basic level of Cloud Computing, requesting consumers to have profound skills of datacenter technology or of the virtual environment. Armbrust et al. (2009) point out that especially the infrastructure layer builds the new aspects of Cloud Computing with the illusion of infinite computing resources available on-demand, the elimination of an up-front commitment by Cloud users and the ability to pay for use of computing resources on a short-term basis and release them as needed. Especially, the infrastructure as a service paradigm offers the possibility to increase datacenters’ utilities. Currently, datacenters suffer from very low utilization rates (10-35%) as they are built to confront peak load times (Carr, 2005). With the possibility to share and dynamically adjust datacenter resources, the infrastructure layer offers great possibilities to cut down datacenter running costs through outsourcing.

**Platform as a Service:**
PaaS is situated at a higher abstraction level than IaaS, as Briscoe and Marinos (2009) and Youseff et al. (2008) agree consistently. The offered platform services provide an application environment instead of plain computing resources. This environment can help developers to accelerate the deployment of their applications in a Cloud environment and makes concerns about scalability inconsiderable. Developers can gain several advantages from platform services. They can profit from included “automatic scaling and load balancing, as well as integration with other services (e.g. authentication services, email services, user interface)” (Youseff et al., 2008). Briscoe and Marinos (2009) mention similar advantages but name as well that the developers have to deal with constraints as they are limited to the platform providers programming language. The most famous ambassador of the platform providers is Google’s App Engine, which offers a python as well as a Java programming language environment. Though, other vendors like SingTel, a big Southeast Asian telecommunications company, are now entering the market. They have recently launched their SingTel Innovation Exchange platform in July 2009. Within this platform service, developers cannot only benefit from the previously listed advantages, but also have direct access to SingTel’s 250 million customer base which offers additional value to developers to deploy their applications.

Software as a Service:
SaaS is the most visible layer to end-users, because the SaaS paradigms comprehends on-demand online applications for a wide variety of users. SaaS providers can bundle software applications and therefore offer additional service within one packet and deliver it to their end customer across the Internet (Ma and Seidmann, 2008). Vaquero et al. (2009) describe those services as an alternative to locally run applications. As Youseff et al. (2008) mention, SaaS offers the advantage that end-users are no longer burdened by “software maintenance and the ongoing operation and support costs”. Furthermore, they can profit from less restrictions on their hardware equipment and run even Central Processing Unit (CPU)- and memory-intensive applications without owning the expensive hardware. Users can “access the service ‘anytime, anywhere’, share data and collaborate more easily” than in previous solutions (Armbrust et al., 2009). The SaaS providers on the other hand can benefit from simplified software development. The central control of the application makes versioning and upgrading of applications much easier than individual requests to each end-user. The standard of a Cloud environment offers in addition opportunities to combine several different services in order to create a new value for end-users. SaaS was available prior to the hype of Cloud Computing, however, the advantages of SaaS remain in Cloud Computing. With the possibility to host software services in combination with infrastructure services, software providers do not even have to worry about the datacenter any longer. As Armbrust et al. (2009) sum it up: “Analogously to how SaaS allows the user to offload some problems to the SaaS provider, the SaaS provider can now offload some of his problems to the Cloud Computing [infrastructure] provider”.

Foster and Tuecke (2005) outlined that Utility, On-Demand and Grid Computing have a big overlap in fostering the idea of IT in general as a service. The underlying idea is to provide physical resources and other services (such as platforms or software) over the Internet via some standardized protocols. Cloud Computing seems to be a promising paradigm towards this vision of computing as a utility like electricity. It leverages technologies like virtualization, Web 2.0 software tools and paradigms to provide access to physical resources, development platforms and business software environments through a Web browser, which was not done before in such a way.

2.2 Traditional Revenue Management

The term Revenue Management is most commonly used for the theory and practice of maximizing expected revenues by opening and closing different fare classes or dynamically adjusting prices for services. The development of the scientific research
in this discipline started after the deregulation of the American airline industry in 1978, which relaxed restrictions over standardized prices and profitability targets (Belobaba, 1987). Secomandi et al. (2002) define Revenue Management as the marriage of “OR/MS (operations research/management science), statistics, economics, software development, and consulting to manage demand for a firm’s resource inventory with the goal of maximizing revenue (or profit)”.

Netessine and Shumsky (2002) define Yield Management as a part of Revenue Management although boundaries between both are often ambiguous. However, most authors perceive the term Yield Management as the predecessor for what is nowadays called Revenue Management. To develop industry-independent models for revenue optimization, Weatherford and Bodily (1992) introduced the term Perishable Asset Revenue Management. This term relates to one of the main characteristics of Revenue Management: The perishability of the offered services. For example, a Cloud Computing provider cannot save up resources at a certain point in time in order to sell them later. Instead, an unsold service becomes worthless without creating any revenue (Netessine and Shumsky, 2002). The resources are time-dependent and have to be consumed at a given time. Otherwise, the resources for this certain timeslot are not available any more. Throughout this thesis, the term Revenue Management will be used synonymously with Yield Management and Perishable Asset Revenue Management.

Revenue Management techniques assume that Cloud service consumers can be classified into different segments. The key advantage of Revenue Management systems is the possibility to extract consumers’ willingness to pay for the identified market segments by offering services with different levels of restrictions and charging those at different prices. The preferences are distinguished by different needs at different points in time and by varied willingness to pay. Shen and Su (2007) model the consumer heterogeneity along two dimensions: their willingness to wait for a better offer and their willingness to pay (i.e. their reservation price). Impatient consumers, who need a service soon, will be willing to pay more or they will increase their reservation price over time. The unpredictable behavior of consumers characterizes the high complexity of the appropriate application of Revenue Management tools. Consequently, from the service provider point of view the main topic in Revenue Management theory is to find the right combination of consumers buying different kinds of services to provide the highest possible revenue. Therefore, a choice has to be made between offering a service for sale or protecting it and waiting for a more profitable consumer. If vendors decide to protect a service for future demand, they take the risk of ending up without selling the service (Goldman et al., 2002; Netessine and Shumsky, 2002).
2.2. TRADITIONAL REVENUE MANAGEMENT

When applying Revenue Management models, there are numerous types especially for the airline industry that show an increase in the firm’s revenue, some considering single leg models (e.g. Belobaba (1987) or Gosavi et al. (2002)) and others considering network models (Gallego and van Ryzin, 1997; Bertsimas and Popescu, 2003). Single leg models represent only one resource in the optimization model. Thus, more complex dependencies like several airline routes or multiple resources consumed by various services are not taken into account. The latter case is modeled in the Network Capacity Control (NCC). All these models are based on several assumptions especially about the behavior of the consumer, e.g. a consumer will not switch between the service offers or react to price changes. Customer Choice models try to identify and formalize consumers’ behavior to improve the Revenue Management models according to their booking limits and prices. Further aspects of Revenue Management like price-based control, overbooking, forecasting, passenger diversion (buy up) or degradation costs are disregarded. Interested readers for these topics are referred to the papers of e.g. Elmaghraby and Keskinocak (2003), Gosavi et al. (2002), Subramanian et al. (1999), Botimer and Belobaba (1999) or Zhao and Zheng (2001). Figure 2.2 outlines the dependency between the different areas. This thesis will focus on capacity control and customer segmentation or customer choice models, respectively.

2.2.1 Capacity Control for Single Leg

The problem of optimally allocating resources to several classes of demand is simplified by restricting the number of used resources to one. This single resource might be, for example, seats in an airplane or, in the context of IT, an Internet service provider who offers Internet access. In the latter case only the usage of bandwidth as resource is considered. Littlewood (1972) suggested that in a simple two fare model, discount bookings should be accepted as long as the expected future revenue for the remaining full fare services is lower than discount sales.

Let $n$ be the capacity of maximum customers or connections for an Internet service provider, where customers can be distinguished by discount and full fare classes. The protection level$^{20}$ for full fare services is denoted by $q_i$ and each unit is sold for a certain price. The provider can decide whether to accept or reject a request for the discount fare class. In case of acceptance the provider will gain a revenue of $r_2$ for the discount fare class ($r_1$ for the full fare class). The demand for the full fare class depends on the expected demand. To accept a discount request the expected marginal value for the full fare class must be lower than the price for the discount fare class. Formally, $r_2 \geq r_1 \cdot P(D_1 \geq q_1)$, where $D_1$ is the expected

$^{20}$The amount of seats which are explicitly reserved for a certain fare class.
demand for the full fare class. Consequently, the optimal protection level satisfies $r_2 < r_1 \cdot P(D_1 \geq q_1)$ and $r_2 \geq r_1 \cdot P(D_1 \geq q_1 + 1)$ (Netessine and Shumsky, 2002; Talluri and van Ryzin, 2004b). There are several extensions of this simple two-class to a n-class model. One of these general approaches was introduced by Belobaba (1987) and is called Expected Marginal Seat Revenue (EMSR). Although the model does not create optimal revenue in the general case especially when revenues of different classes are close together, it is easy to implement and therefore widely used in airline Revenue Management (Gosavi et al., 2002).

There are three common types of availability control that are distinguished. The first one is to strictly split the given capacity into fare classes with independent booking limits. But with uncertain demand a lot of revenue might be lost due to rejected full fare booking requests although capacity from other classes are still available. To overcome this problem, virtual nesting defines the booking limits $q_i$ for strictly monotonically decreasing revenue in fare classes $i$ as $q_i = n - q_{i+1}$ with capacity $n$. In comparison to the first type, it simply enables that higher-valued fare classes $i$ can be extended by decreasing the capacity of lower valued by one, i.e. $i + 1$ (Smith and Penn, 1988; Talluri and van Ryzin, 2004b). The third and very popular method is to set a bid price that represents the lower bound for the price of a booking request.
If the price of the service is below the bid price the request will be rejected. Otherwise, it will be accepted. The bid price has to be updated after every sale to result in near optimal solution and generally follows a monotonically non-decreasing function for a decreasing remaining capacity. Accordingly, low valued classes are closed first and higher valued ones are reserved for short term bookings (Smith and Penn, 1988; Williamson, 1992).

2.2.2 Network Model of Capacity Control

The single leg model as described in the previous section only takes one resource\(^{31}\) into account. However, complex services are built on resources or basic services with different capacity limitations. The demand for one complex service can change the requested units for the basic services or resources simultaneously. This interdependency has to be jointly coordinated to make precise decisions as to accept or reject consumer requests.

\[\text{Figure 2.3: An example for the dependencies between services and resources on the IaaS layer.}\]

Compared to the single leg problem the Network Capacity Control (NCC) problems are better suited for real-life situations by taking the resource dependencies between the offered services into account. Services use different kind of resources, e.g. the storage service in Figure 2.3 consumes five units of bandwidth. The amount of each resource consumed by the services define the usage mapping. In general, the change on the number of users of one service affects the resource usage and the

\(^{31}\text{e.g. bandwidth of an Internet connection or one origin-destination route for airlines}\)
availability of the resources for other services. The application of network models implies a more accurate estimate of the expected revenue. However, NCC problems are more complicated than single leg controls, require more effort concerning implementation, and are methodologically challenging. They arise in industries where customers demand bundles of resources. Glover et al. (1982) were one of the first to theoretically describe the problem of optimizing profit in the scheduled airline industry taking into account different fare classes, demand and flight-segment capacities. By considering different services at the same time the problem becomes far more complex. But there is a high probability for significant revenue enhancement. For example, a hotel might consider every room and night as a single service. Because in general a one night booking creates less profit then a multiple night stay, the use of a multiple resources approach would be likely to raise profits. Availability control can be applied from the single resource problem. In particular, bid-price control is easy to adapt by setting bid prices for every resource and accumulate them for the requested service.

The major task of network capacity controls is to support optimal accept/reject decisions on dynamically arriving requests for complex services. Services differ in their prices, and can also differ in their resource demands depending on the application context. A successful establishment of such a system can yield high potential profit. Compared to the single-resource case, optimization is much more complex and exact optimization in many cases is not feasible (Williamson, 1992). NCC is very intuitive, but Talluri and van Ryzin (1998) also show that it is not generally optimal. However, bid-price control achieves good results for most situations and is gaining popularity against virtual nesting controls (Talluri and van Ryzin, 2004b). Furthermore, virtual nesting control uses a process called indexing, which clusters each complex service to a virtual class. This process inherently introduces noise into the existing data and affects the forecast as well. Therefore, this thesis will focus on the bid-price approach of NCC and this approach will be discussed in detail in Chapter 4.

### 2.2.3 Customer Choice Model

Currently, Cloud services and offers are based on a trial and error principle. Amazon, as one of the first, successfully started offering virtual machines for a relatively low price. Microsoft and others followed with different kind of services. From a theoretical point of view, the profitability of such offers are not well-known. It seems that the prices and service design are chosen rather arbitrarily. Customer choice and market response models are part of Revenue Management and offer researchers the ability to analyze and incorporate consumers’ behavior in a structured manner. General Revenue Management models for quantity- and price-based control usu-
ally simplify the scenario regarding the reaction of consumers to price changes or rejected requests. This approach allows certain properties of the model to be proven analytically, but neglects the complex interaction with the consumer of a service.

However, the preferences of consumers are of great importance. Consumers may decide to wait until a service becomes cheaper or expect a certain quality level of the offered service. They may switch or upgrade to another service if the requested service is not available at that moment (Talluri and van Ryzin, 2004b). Their willingness to pay may be lower than a Cloud service provider assumes. Or the consumers are ready to pay more for the service than the offered price (Belobaba, 1987; Anderson et al., 1992). Hence, the understanding of consumers’ preferences is directly linked to the decision making process consumers go through. Uncertainty about the consumers has a great impact on providers’ strategy. If services can be reserved in advance, Ng (2008) identifies that consumers’ behavior can be stochastic, probabilistic and deterministic. The time of arrival is not known to the provider and is thus a stochastic process. The process of a consumer making the choice whether to buy, not to buy or to wait for buying a service later can be described probabilistically. The behavior of a consumer can be influenced by pricing policies and service design, which is the deterministic component in the model from Ng (2008). The goal is to determine the most significant attributes that identify the best choice of a group of alternatives and how the offered services can be designed. Especially in Cloud Computing, providers have a high degree of flexibility to design various services individually for a certain group of consumers.

Ben-Akiva and Lerman (1985) present a framework for choice theories that consists of five steps: in step one the choice problem has to be defined. After defining the problem the different possible alternatives have to be generated. In the third step the attributes of the alternatives are evaluated. Subsequently, a choice is made according to the decision rules that apply. Step five is the implementation of the choice. It is important to note that individuals can diverge from these procedures and follow their habits, their intuition or imitate a trendsetter.

Four elements are part of the procedures that form the specific theory of choice. These are decision makers, alternatives, attributes of alternatives, and decision rules. The decision maker is any individual or group who faces different choice situations. Each decision maker behaves differently and has a different willingness to pay as a result of individual preferences. Considering the individual’s unique preference a set of choices is derived from the universal set of choices which contains all possible combinations of attributes. The individual set includes the alternatives that are known and feasible to the decision maker. Feasibility is defined by constraints like physical and time availability, financial issues, informational constraints. The decision rule describes the mechanism used by the decision maker to identify the
preferred choice. There are four categories of decision rules which are described below:

- **Dominance:** The preferred alternative has at least one attribute that is better than all other alternatives and is not worse for all others. It is very unlikely that in real world scenarios one alternative is the cheapest, performing best and most comfortable. However, this procedure can be used to sort out redundant alternatives. Furthermore, an indifference threshold value can be defined, when small changes in the attribute levels are not considered as significant for the overall utility (e.g. the decision maker is indifferent between the availability of 25MB/s or 35MB/s of bandwidth.)

- **Satisfaction:** For each attribute there exists a level of satisfaction that has to be reached to take the associated alternative into consideration. Alternatives that do not fulfill the desired level of aspiration are not taken into consideration. Although this does not necessarily lead to a distinctive choice, the combination with other rules can have a big impact on the final decision.

- **Lexicographic rules:** If attributes are ranked by importance, the decision maker can choose the alternative that is most attractive to him. If more than one alternative is left by deciding on the most important attribute, the decision maker goes on with the second most important attribute and continues until a final choice is made.

- **Utility:** Utility is defined as the single objective function which expresses the attraction of an alternative. In economics, ordinal and cardinal utilities are distinguished. Ordinal utility captures only ranking while cardinal utility also captures the strength of preferences numerically.

The Cloud service consumer as the decision maker can also combine these rules. A common way is to combine the lexicographic rules with the satisfaction, which is known as the elimination by aspects (Tversky, 1972). Given this orientation on the consumers’ decision making process, the question is: How can the consumers’ preferences be analyzed in order to offer the revenue maximizing set of alternatives? There exist two ways to analyze consumers’ preferences: composition and decomposition (Hahn, 1997). The compositional approach lets consumers value the attributes of each alternative separately and indirectly. The respective part-worth utilities are then composed into a total utility. In contrast, an overall judgment is split into its part-worth utilities in the decompositional approach. Therefore, either multivariate methods or linear optimization is used. In the empirical study described in detail in Chapter 3 the decompositional approach is performed, as this approach leads to
a better estimation of consumers’ preferences compared to the compositional approach (Akaah and Korgaonkar, 1983). The information about individual utilities has to be aggregated to allow vendors to segment the market and structure the offers with respect to each segments’ preferences.

2.3 Research Approach

The previous two sections highlighted the key characteristics of Cloud Computing and Revenue Management. This section describes the intersection of the research domain Cloud Computing and the research methodologies used in this thesis in detail. The similarities and differences between the traditional Revenue Management and the peculiarities of Cloud Computing will be outlined. Subsequently, the methods applied to analyze the application and the effectiveness of Revenue Management to Cloud Computing will be discussed and research questions will be derived.

2.3.1 Towards Revenue Managed Clouds

The first paper analyzing Revenue Management concepts for on-demand IT scenarios was published by Dube et al. (2005). In the suggested model one resource is offered at different prices. By assuming that the customer behavior follows a logit model, the authors analyzed an optimization model for a small number of price classes and provided numerical results. Although the authors state that "in an on-demand operating environment, customers and jobs, or service requests arrive at random”, the behavior of price sensitive customers can be influenced by offers different prices for the same product, which in turn reduces the randomness (Bitran and Caldentey, 2003; Wilson, 1995).

Nonetheless, a certain degree of uncertainty still exists due to the unpredictable customer behavior and unpredictable events. Customers may cancel their resource reservations or may not show up. Overbooking strategies developed for the airline sector, for instance Coughlan (1999), can be used to accept more reservations than the actual available capacity, which can effectively minimize losses of revenue caused by customer no-shows. The benefits of overbooking for shared hosting platforms was emphasized by Urgaonkar et al. (2002) as well. They did not optimize the revenue by classifying different services, but only the throughput rate. Cancelations and no-shows reduce the efficiency of resource usage. Sulistio et al. (2008) analyzed how overbooking strategies can be applied to maximize revenue. Different prices were charged for one resource and three overbooking policies were implemented and compared via simulation. Nair and Bapna (2001) introduced Revenue Management concepts for a similar ap-
plication domain, namely for an Internet Service Provider. The provider has to de-
cide whether to accept an incoming customer request or to reject it. The application
domain is different from Cloud Computing as it does not take advance reservation
and resource-service dependency into account. Customers can get an internet access
only instantly.

Revenue Management deals with complex decision problems. Therefore, the
question arises under which conditions the application of Revenue Management
methods is beneficial for a company. First of all, Revenue Management is a frame-
work to optimize resource allocation and pricing from a providers’ perspective. Ac-
According to Talluri and van Ryzin (2004b), there are numerous conditions, which add
complexity to a company’s decision making processes, and therefore motivate the
use of Revenue Management techniques to support this process. The requirements
of Revenue Management can be distinguished into three categories: service proper-
ties, consumer behavior and policy & design (Figure 2.4). The services offered by the
provider should be perishable and inflexible in production. The addressed con-
sumers should have a heterogenic demand characteristic and their consumption
should be unpredictable to a certain extent. Furthermore, the business model from
the provider has to take overbooking for a better resource utilization into account
and the services have to be able to be broken down to the consumed basic services
or resources. A service-resource mapping should be feasible and the services should
compete for the scarce resources. The conditions for applying Revenue Management
to Cloud Computing are discussed below.

![Figure 2.4: Requirements for applying Revenue Management.](image-url)
2.3. RESEARCH APPROACH

Perishability:
As discussed in Section 2.1.3 for Cloud services, the perishability of the offered services is one of the main characteristics that have to be fulfilled for an appropriate use of Revenue Management (Netessine and Shumsky, 2002). For the traditional industries, this means that every unused seat in an airplane or every vacant room in a hotel signifies that potential revenue could not be realized. This property can be directly transferred to a Cloud Computing environment: As long as enough resources are left to provide at least one service\(^{32}\), revenue is lost. Cloud services are perishable with time, i.e. resources can be utilized at a given time or they perish.

Inflexibility of production:
The production of some services is inflexible, that is, variations in demand cannot be counterbalanced easily by simply adjusting the supply. This implies delays, higher fixed costs, more capacity constraints, or even higher switching costs. These factors complicate the possibilities of correctly reacting on fluctuations in demand as well as decisions concerning supply. These factors make the application of Revenue Management methodologies useful. The airline sector is extremely inflexible in production. A flight from an origin to a destination is limited by the number of seats on the flight, and the total cost of the flight is fixed, independent of how many passengers are on the plane. Hence, it is beneficial for an airline to sell as many seats on a flight as possible in order to reduce the unit cost per seat. Therefore, the correlating service offerings are considered as limited and without the possibility of an extension in a specific time horizon (Weatherford and Bodily, 1992).

In the case of Cloud services, the production of additional capacity is much more flexible. Paleologo (2004) states that it is possible to increase the capacity of physical resources by integrating additional hardware into a present system. However, this highly depends on the hardware, the infrastructure, the architecture, and the required support of applications. Therefore, production and supply of Cloud services can be less inflexible, but this is not the general case.

Moreover, physical limitations still apply from a provider’s perspective, which lead to higher inflexibility (Bailey, 2008). A survey by IDC Research, Inc. revealed that limiting factors can be either the space of data centers or power and cooling issues. Although the user currently gets the impression of unlimited resource usage by one provider, the physical constraint can be an obstacle. The deployment of new servers to extend an existing server farm can last up to 24 days on average (Lin et al., 2009). Another example is that providers such as Terremark\(^{33}\) have limited the number of available VMs to 60 per customer. This restriction allows Terremark to better

---

\(^{32}\)Note that every service requires one or more physical resources (e.g. CPU, memory, storage etc.) for creation, provision and consumption

\(^{33}\)Terremark (http://www.terremark.com/)
forecast utilization and allocate capacity. Consequently, the available resources can be considered as fixed for a certain time horizon to effectively implement Revenue Management techniques.

**Same resources for multiple services (service-resource mapping):**
For Cloud Computing there is the desired advantage of flexible services. Compared to an airplane, where every seat may be used to satisfy any element of a certain set of final services, the resources of a Cloud Computing center are also able to provide different service offerings. Therefore, several resource bundles may be defined as Cloud services, e.g. containing different amounts of CPU power and storage. It can be seen that the flexibility of the initial capacity is given and also copious quantities of possible resource combinations are enabled. However, leaving the possibility open for every feasible combination, the problem of computing an optimal pricing strategy becomes more expensive (Bitran and Caldentey, 2003). From a technical perspective, virtualization technologies foster the implementation of multiple services, e.g. multiple operating system environments, on a single physical machine. The definition of resources is not limited to physical resources. Resources in the service-resource mapping can also represent basic services. Complex services invoke these pre-existing basic services to support a business process. Hence, a mapping can be defined between the complex services and the basic services. If the basic services are created and provided by a third-party, they can be limited in their capacity by determining different prices for different amounts. These prices will affect the revenue of a complex service provider.

**Overbooking:**
Due to cancelations and not arriving customers, so called no-shows, airlines began to overbook flights. The problem is to find the optimal relation between real seats and additionally sold seats that do not exist. This procedure stimulated to put more focus on forecasting of customer behavior (McGill and van Ryzin, 1999). Every service provider using overbooking has to define a service level that a certain amount of requests cannot be satisfied (Rothstein, 1971). The Cloud Computing overbooking procedure would be to sell more of the computing and storage capacity than the computing center has. In this case, not every costumer will exploit its reserved resources completely. Overbooking of Cloud Computing resources allows more flexibility. Urgaonkar et al. (2002) show that the usage of overbooking techniques can increase utilization drastically: Already an overbooking rate of just 1% may increase the utilization of the entire data center by a factor of two without losing meaningful availability guarantees. However, these guarantees are one way to provide a suggestive limitation for the overbooking practice. Especially for Cloud services, where overbooking can theoretically be used limitlessly by scaling down the resources for
every instance, service guarantees have to be established to ensure a certain service quality for the user. Therefore, a SLA is introduced which defines a minimum availability for the offered service, measured in percentage. Finally, for not fulfilling a SLA, economic penalties for the provider have to be defined. Amazon as one of the first virtual instance providers offered a 99.95% availability of their operating system. In April 2009 3Tera was one of the first providers committing to a 99.999% availability (only 6 minutes of downtime per year). FlexiScale has outnumbered this offer by a 100% availability guarantee.

Advance reservation:
The ability to reserve future services, like booking a room for a special day in the future and ordering a rental car on the same day, is naturally integrated in every industry that traditionally uses Revenue Management. In contrast, this naturalness is not directly rejected in Cloud Computing services. Currently, there are only a few Cloud Computing providers offering this possibility (e.g. RenderRocket\textsuperscript{34} or the Cloud toolkit OpenNebula\textsuperscript{35} in combination with Haizea\textsuperscript{36}). This useful feature has some relevant advantages that are outlined by Boss et al. (2007): On the one hand, it gives the user the possibility to ensure a prospective computation demand by reserving the required services for the desired time. On the other hand, it provides the seller with the ability to easily discriminate customers not only by their valuation but also by varying terms in the SLA. Otherwise, there would be exclusively immediate bookings. Furthermore, it seems to be a good supporting feature to smoothen the demand for services, and thus the resource utilization. Hence, it has to become relevant in the near future.

An example comes from academia, where advance reservation led to better planning and scheduling of computing instances. The North Carolina State University in Raleigh, USA, piloted a virtual computing lab\textsuperscript{37} system in fall 2004. It delivered computing lab applications and virtual machines with Windows and Linux to remote users via a Cloud Computing infrastructure. This infrastructure could be exerted for lectures to show students different applications. Especially, course instructors at the university had the ability to reserve computing instances for courses at a certain time. The pre-configured instances could be loaded for the requested time period, e.g. for two hours from 2pm to 4pm, and the number of instances could be reserved (obviously depending on the number of students on the course). Starting with 700 reservations per semester at the beginning in 2004, the number of reservations rapidly increased to 80,000. In 2007 the number of reservations was at its peak with 600 concurrent bookings (Schaffer et al., 2009). This scenario is rele-

\textsuperscript{34}RenderRocket (http://www.renderrocket.com/)
\textsuperscript{35}OpenNebula (http://www.opennebula.org/)
\textsuperscript{36}Haizea (http://haizea.cs.uchicago.edu/)
\textsuperscript{37}Virtual computing lab of the University in Raleigh (http://vcl.ncsu.edu/)
vant for commercial providers as well. From a consumer perspective, for advance reservation, the consumers must accurately know how long they need the services or have a good estimate of their demand in order to efficiently use the reserved service. Providers benefit from a better demand identification and forecasting. They can schedule the resource usage efficiently for the different kinds of offered services.

**Fluctuations in demand and uncertainty:**
Changes in demand are natural in many industries. In the case of demand for airline tickets there are strong variations, i.e. some customers travel only on certain weekdays or depending on the season. This leads to additional uncertainty about future demand and makes the demand-management decisions more complex. Consequently, the company is exposed to a certain risk of poor decision-making. The demand for Cloud services also varies depending on a company’s changing business requirements for Information and Communication Technology. A famous example is Animoto\(^\text{38}\), which had to scale from 50 instances of Amazon’s EC2 to 3500 instances within three days. As mentioned above, this is practically impossible without Cloud services. It is also hard to predict how long applications will run in different environments (Barker et al., 2009). Thus, applications and especially complex workflow systems with various dependencies between computing jobs induce a big uncertainty in runtime. Another issue is outage in the Cloud, which is a key part of the SLA (Leavitt, 2009). Providers have proven not to be perfect. Figure 2.5 depicts some of the outages announced in the news between January 2008 and June 2009. A provider whose systems are still online can face an unpredictable demand for his services during the outages of other providers. For example, the six hours outage of Salesforce already reduces the availability of the service per year to 99.93% or 99.2% for the outage of FlexiScale in 2008.

**Heterogeneity of customers:**
It has already been mentioned that it is a very common method for companies using Revenue Management to enforce price discrimination. Of course, perfect price discrimination, also known as first degree price discrimination, is extremely difficult to establish, especially when a seller faces at least one competitor. Accordingly, the offered services have to be simultaneously differentiated by adding or restricting certain features to reach the desired customers in every price class. In most cases, the demand for these price classes differ particularly in their valuation for special service features and price sensitivity (Talluri and van Ryzin, 2004b). For example, Amazon started the EC2 service in 2006 with a pay-per-use model. In March 2009

---

\(^{38}\)Animoto ([http://www.animoto.com/](http://www.animoto.com/))
they introduced “Reserved Instances”. Consumer pay a one-time fee and can use the instances at a lower rate per hour than the standard on-demand price for a finite time. In December 2009 Amazon announced a new model called Spot Instances. Every consumer submits a bid and if the bid is higher than the current market price, his instance will run. Otherwise, it will be frozen and restarted at a later point in time, if the market price falls again below his bid. Hence, Amazon offers different pricing models for the same service. However, the third service comprises uncertainty when the instance will run, but the price is usually much lower than an on-demand instance.

To establish service differentiation by Internet Service Providers, Nair and Bapna (2001) proposed to use quality of service as the basis for a segmentation. This suggestion can be directly adapted to Cloud Computing: For example, a service level might indicate the minimum percentage of availability, which is defined in a SLA. Additionally, different needs for resource combinations between price segments might be identified and with advance reservation, restrictions can be additively adopted for reservation changes.

**Price segmentation:**
In the Internet context McKnight and Bailey (1997) already emphasized the necessity of pricing models, in particular, flat-rate models, capacity-based pricing and usage-
based pricing. Different pricing models can separate the demand for certain service. Users with unpredictable usage and few peaks in their usage behavior may prefer a usage-based pricing model, if they will gain less utility from a flat-rate model (depending on the price for flat-rates). Users with high-demand are better off with a flat-rate model. Different prices for the pricing models can also result in price discrimination. McAfee (2008) identified three conditions when price discrimination may apply: “consumers differ in their demands for a given good or service, a firm has market power, and the firm can prevent or limit arbitrage”. Currently, Cloud service offers are heterogeneous between the providers. All pricing models and different kind of service levels characterize the different prices for Cloud services. The goal is to serve different kind of consumer needs, if consumer show a heterogenic demand. Hence, the price segmentation is executed by the provider, but it highly depends on the consumers’ acceptance and needs.

Overall, the requirements from Revenue Management seem to fit to the Cloud Computing domain. However, some research questions are still to be answered. In particular, the consumer behavior in Clouds has been very convoluted. No attempt has yet been made to analyze how consumers select the offered service and which attribute of the services they value most. The required analysis for the sample question and further questions will be approached by appropriate research methods as described in the subsequent section.

2.3.2 Applied Methodologies and Research Questions

Research in the Information Systems discipline is a contentious issue in the community. According to Hevner et al. (2004), two paradigms dominate the research area: behavioral science and design science. The goal of behavioral science is to develop and justify theories for understanding organizational and social interactions by designing, implementing and analyzing Information Systems. The outcome is a more efficient and effective way of managing information in an organization or in a community. Design science follows the engineering approach. The artifacts created in this context seek to create innovative methods and tools to solve an existing problem (Simon, 1996). Artifacts comprise four phases: constructs (vocabulary and symbols), models (abstraction and representations), methods (algorithms and practices) and instantiations (implementation and prototype systems). Hevner et al. (2004) argue that both paradigms are complementary and Information Systems research can contribute to solving problems in the productive application of IT. Technology and human interaction with this technology are inseparable. However, Hevner et al. (2004) do not take into consideration how the interaction with other disciplines affect the research methods in the Information Systems discipline. Furthermore, research in Information Systems can also be executed on a conceptual
level without the instantiation phase of the artifact. The definition of Banker and Kauffman (2004) provide a more comprehensive view on the research streams in Information Systems. They identify the following five streams:

- Decision support and design science
- Value of information
- Human-computer systems design
- Information Systems organization and strategy
- Economics of Information Systems and Information Technology

The relevant stream for this thesis is the decision support and design science stream. Related disciplines in this stream are operations research, computer science, economics, marketing and strategic management (Banker and Kauffman, 2004). Revenue Management is an interdisciplinary approach taking economics, statistics, software tools and strategic decisions into account to maximize the revenue (Secomandi et al., 2002). Talluri and van Ryzin (2004b) stress the relevance of marketing methods for Revenue Management to identify consumer behavior in order to apply the mathematical models to practice in a better way. Hence, there is a great concurrence between these two research methodologies.

This thesis is divided into two parts. Chapter 3 analyzes the heterogenic character of Cloud service consumers. Its goal is to elicit the preferences from consumers for certain Cloud services at the infrastructure level. This approach gives a first indication which attributes are valued most by consumers. Preferences can be revealed by marketing methods. Talluri and van Ryzin (2004b) and Ng (2005) suggest conjoint analysis as an appropriate method to identify preferences in the Revenue Management context. As mentioned in the previous section, Revenue Management is applicable from a provider’s perspective. But it has to be analyzed whether the Revenue Management framework is applicable from the consumer’s perspective as well. It is not clear if consumers would endorse price discrimination or different kind of service levels with different prices. Moreover, the price sensitivity of Cloud consumers is an important topic. It is interesting to know the condition under which price discrimination is accepted and what valuation for a certain service is appropriate. Following research questions will be answered in Chapter 3:

**RQ 2.1.** Are revenue management models applicable to Clouds so that consumers would accept the pricing and capacity management policies of the providers?

**RQ 2.2.** Under which conditions does a Cloud user accept price discrimination?

**RQ 2.3.** Which service attributes of an Infrastructure-as-a-Service (IaaS) offer are most valuable to the customer?
The second part of this thesis (Chapter 4) concentrates on the scenario of scarce resources and how consumer requests in such a scenario can be accepted or rejected in a heuristic manner. Cloud providers will face a stochastic demand with a frequent number of incoming requests over a finite time horizon. Requests will appear for different kinds of offered services by the provider. The provider must decide whether to accept a customer at a certain point in time without rejecting demand for higher-valued services or face under-utilization of the resources at the end of the period. Different kinds of algorithms already exist and the proposed heuristic considers a scenario, where updates of bid prices cannot be performed after each request. Thus, the heuristic automatically updates the bid prices according to predefined parameters. These parameters are determined offline via a genetic algorithm before the entire time period starts. Banker and Kauffman (2004) indicate that simulation is a common research method to analyze and solve the identified problem in the Information Systems discipline. Genetic algorithms have been proven to perform well for simulation based optimization (Holland, 1975). Hence, the challenge is to find a self-updating bid price algorithm, which suits the Revenue Management scenario:

**RQ 2.4.** *How accurately can a simple linear function approximate well known algorithms for bid price calculation without reoptimization between two or more timeslots, taking the assumptions and requirements from Revenue Management in general and from Cloud Computing into account?*

Simulation as a research method is applied here for two purposes. First, the parameters for CBPP are determined via simulation-based optimization to identify the optimal values. Second, simulation help to understand complex interaction between various parameters in different kind of settings. Hence, data for statistical analysis is created via simulation in order to reveal the dependencies.

Currently, Cloud service providers are mainly technology-driven. This thesis focuses on consumer requirements and analyzes if providers can apply Revenue Management methods to the Cloud. While Chapter 3 identifies the preferences of consumers, Chapter 4 assumes that these preferences are already considered in the design of the services. Consequently, prices and services are set and the consumer will request these services, where the proposed heuristic comes into play.
Part II

Model Design, Implementation and Evaluation
Chapter 3

Customer Choice in Clouds

What business thinks it produces is not of first importance. What the customer thinks he is buying, what he considers value, is decisive. And what the customer buys and considers value is never a product. It is always utility, that is, what a product does for him.

[Peter Drucker, 1974]

In this chapter the preferences of Cloud service consumers will be analyzed and the applicability of Revenue Management concepts will be discussed. A survey was conducted to analyze their preferences. After the introduction, the related work about previous surveys are discussed and the conjoint analysis method is described in detail. The steps for setting up a conjoint analysis are presented. To understand the customer choice models from Revenue Management in detail, several approaches are compared and important aspects for the questions are derived. In Section 3.3.1 the descriptive questions for the conducted survey are determined and the research questions are outlined. The survey design as well as the stepwise development of the conjoint analysis are explained in section 3.4. Section 3.5 describes the results from the survey.

3.1 Introduction

Since the beginning of trade, vendors have faced the problem of how to price their goods and what quantity to produce in order to fulfill the demand. For example, the vendor could be a farmer who has to decide on the amount of fruits he harvests on a day-to-day basis and on the prices he sells his fruits at the market. Even from this very simple example one can understand the difficulty of the problem. There is uncertainty about the future market demand as exogenous factors influence customers’ buying behavior and customers’ valuation of the product. This uncertainty
of customers’ valuation leads to the problem of setting prices, not to deter potential buyers on the one hand and not to loose potential profits on the other hand. Moreover, customers act strategically. In the previous example, this could be a customer waiting for the main harvest period before satisfying his demand. At that time the supply is high and it is not possible for the seller to postpone his sales because otherwise the fruit would get spoiled. In almost the same manner the seller can delay when he harvests his crop and offers his products at a time of low supplies and high demand.

In this sense the problem of Revenue Management is a very old idea. In fact, the innovation introduced by Revenue Management does not lie not in the decision management process itself, but rather, as Talluri and van Ryzin (2004b) define, "in the method of decision making - a technologically sophisticated, detailed, and intensely operational approach to make demand-management decisions". This raises the questions whether Revenue Management is applicable to Cloud Computing and how this can be done? These questions were already answered partially in Section 2.3. However, only the requirements for the applicability were analyzed. Furthermore, it is interesting to investigate, whether customers for Cloud services will accept Revenue Management methods like dynamic pricing strategies of providers in practice. Revenue Management concepts like accept/reject policies, dynamic pricing or advance reservation are not always accepted by the consumers. Consumers in some domains are not used to dynamic prices and occasionally deny it. In 2000, Amazon for example tried to introduce dynamic pricing for the online store. Customer complained about the frequent price changes for certain products and Amazon stopped the price changes (Weiss and Mehrotra, 2001). Today, Amazon is still changing the price, but it is not as frequent as in 2000. Therefore, a survey as a part of this thesis was conducted to understand the customers’ perception of Revenue Management methods to avoid an unsuccessful adoption like Amazon. The design of sophisticated services and computation of the appropriate price requires an interpretation of users’ preferences and requirements (Chellappa and Gupta, 2002).

3.2 Related Work

This section is divided into three parts. At first, previous surveys are presented to give an overview of the results achieved before the survey conducted in the work at hand. Then, the advantages of the chosen method to elicit the customers opinion, namely conjoint analysis, are outlined. The theory for the customer choice analysis was derived from the literature related to Revenue Management, which is described in Section 3.2.3.
3.2 RELATED WORK

3.2.1 Previous Surveys

Most Cloud service offers are mainly driven by companies creating innovative services. Since the term Cloud Computing has been coined, a bunch of new services have arisen or were rebranded to Cloud services. However, the introduction of these offers were not based on a thorough market analysis. Software services are not very costly like other products (e.g. pharmaceutical) and thus can be tested on a trial an error basis. Google is a successful company, which has focused on web-based services. Even applications like Microsoft Office have been transferred to the web by Google (Google Docs\(^1\)) and it has been improved step by step, although its functionality has neither outperformed nor superseded Microsoft Office. An examination of the demand is completely missing. There are several concerns from the customer side not to use such Cloud services. The company Hosting.com\(^2\) identified that 64% of the participants are afraid of the security risks in using Cloud services (Hosting.com, 2009). Data is often an intangible asset and companies avoid to outsource these data to a third party company. Especially the banking sector possesses sensitive data for evaluating future investments. The transfer of data as well as the storage on a server should be protected against intruders into the system or electronic eavesdropper. In another survey conducted in 2008 by CIO.com\(^3\), 59% of the participants supported the statement about security concerns (McLaughlin, 2008). The survey from Avanade determined that as much as 72% have more confidence in internal than external computing resources (Leipold et al., 2009). The main reasons are the lack of security and control.

The outsourcing of data to a Cloud provider is coupled with the loss of control over the data. Both studies pinpoint this issue as a major concern besides security. The outsourcing company does not know how the data is managed and who is using or distributing the data. Since the data transfer depends on the Internet, the servers hosting the data cannot be completely cut off from the outside world and only hosted inside the company. Furthermore, in case of a downtime of the servers, the company depends on the performance of the provider, i.e. how quick he can solve the problem. An in-house solution would give the choice to ask different maintenance providers to tackle this issue instead of relying on one partner. In urgent cases more money can be spent to prioritize this issue.

Although these obstacles persist, users still see the benefits of Cloud services. According to Hosting.com (2009) the primary reason to switch to Cloud Computing is cost saving (34%) followed by high availability (17%) and performance as well as pay-per-use pricing model (each 12%). In the ongoing research from IDC analyst

\(^1\)Google Docs (http://docs.google.com)
\(^2\)Hosting.com (http://www.hosting.com)
\(^3\)CIO.com (http://www.cio.com)
Gens (2008), it transpired that customers prefer the ease of deployment of software component (63%) and also the pay-per-use model (61%). Cost savings are mentioned in third place (57%). McLaughlin (2008), on the other hand, ranks scalability as the most important factor. Secondly, saving hardware and maintenance cost are listed. Although the answers of all studies seem to be heterogeneous, the cost seems to be the main driver for moving to the Cloud. However, the Cloud is not a solution considered by all companies. In fact, 75% of the participants of a German IDC survey did not consider using Cloud services yet (IDC Research, Inc., 2009). Avanade says that 80% of the companies, who do not use Cloud services, are not planning to use them in the future.

All of the above mentioned surveys were conducted by companies. Most of the participants were Chief Information Officers (CIOs) and not Cloud service users. Currently, there is no scientific survey available for Cloud Computing usage. Moreover, this chapter focuses on understanding the application and design of Revenue Management models to the Cloud. Thus, it is interesting to know from a customer or Cloud service user perspective, if concepts like advance reservation of computing resources or price discrimination will be accepted.

### 3.2.2 Conjoint Analysis

Conjoint analysis is known as a multivariate data analysis method (like the regression or variance analysis) to understand the dependency among the examined parameters of a product or service (Green and Rao, 1971; Green and Srinivasan, 1990). It is often used in marketing research to evaluate a product before it is introduced to the market. It is one of several methods to elicit preferences from customers. A utility of a service for every customer can be derived from the evaluation of the customers’ perception for different combinations of service attributes. Fishburn (1967) lists 24 different methods for empirical determination of additive utility functions. These can be distinguished into two classes of models. One way is to investigate the utility of attributes and their characteristics separately. Another way is to derive the utility by using holistic statistical methods. The traditional conjoint analysis is part of the second group of methods using a decompositional approach. It is a widely accepted method for identifying customer preferences (Hahn, 1997; Kaul and Rao, 1995). In general, two approaches dominate this research area (Figure 3.1):

- The compositional approach allows the participants to evaluate the attributes separately. Afterwards, the attributes are combined to give a total valuation of a product or service. The total valuation is often determined by a simple linear function adding up the attributes’ utility.
• In the decompositional approach the user is faced with different services distinguished by their attributes and he has submitted a valuation for these services. Afterwards, the total valuation is broken down into every single attribute by multivariate or psychometric analysis.

![Diagram of compositional and decompositional approaches](image)

**Figure 3.1:** Comparison of compositional and decompositional models (Hahn, 1997)

Both approaches can lead to completely different results for the same surveyed domain (Green and Srinivasan, 1990). Examples for compositional approaches are the Self-Explicated method (Srinivasan, 1988), the Analytical Hierarchy Process by Saaty (1980) or the Multi-Attributive Value Theory (Keeney, 1969). The disadvantage of these methods is the isolated evaluation of every single attribute, which does not reflect a realistic scenario. Furthermore, it is hard for the participant to provide a valuation for a single attribute, since she often does not know or is not able to express it explicitly. Instead she can only know her benefit from the entire service. In the decompositional approach the participant faces a more realistic scenario by ranking the entire service (Akaah and Korgaonkar, 1983). Hence, this thesis focuses on the decompositional methods, in particular the conjoint analysis, and thus disregards the compositional approaches.

Historically, holistic ratings were seen as the central attribute of conjoint analyses (Green and Srinivasan, 1978), but that condition has been weakened lately resulting in a non-existent clear definition (Green et al., 1997). However, Teichert (2001) considers simulated decision making, decompositional approach, model specification and experimental design as the four key characteristics. Meanwhile, two additional characteristics indicate problems of the method: utility evaluation and individual approach. Since there is no linkage between the observed utility and the values of interest (e.g. market share), the inquirer has to transform the outcomes of the utility evaluation into choice decisions. Comparisons between utility evaluations of different individuals are questionable because of the individual approach of conjoint analyses. Therefore, conjoint analysis focuses on the analysis of individual utility functions and the aggregation is done in a second step.
One significant advantage of conjoint analysis compared to other methods for identifying preferences is the fact that the buying decision is explicitly modeled and thereby the decision process of customers is captured better compared to directly asking for their preferences (Teichert, 2001). In his paper, Neslin (1981) demonstrates the benefit of using statistical methods, i.e. the Analysis Of Variance (ANOVA) model, for linking features to perceptions compared to self-stated methods. The author’s conclusion is that statistical methods are analytically rigorous and allow to examine more complex interaction effects. Hsee (1996) outlines that a direct evaluation of preferences is impossible for attributes that are dependent with regards to their content, indicating the need for a decompositional approach like conjoint analysis.

The general process of executing a conjoint analysis is not unambiguously defined, but Green and Srinivasan (1990) propose a widely accepted and applied procedure which is divided into six steps (Table 3.1). At first, the relevant attributes of the service have to be identified and the parameter value must be reduced to a few. Then, the preference model has to be determined to understand the dependencies of the attributes and their impact on the total utility. Thirdly, the choice of an appropriate survey model is important to estimate the amount and quality of data. The collection of the data is done in the fourth step. Afterwards, the evaluation requires an estimation method to analyze the utility values of each attribute. Finally, the utility values are aggregated for each participant to a total utility for creating an overall ranking of the attributes (Hahn, 1997). Since conjoint analysis is a multivariate approach, the independent variables are the attributes and the parameter values, whereas the preferences for the fictive good describes the dependency. Moreover, the preference of a single customer is of no value, if it is not representative for a group of customers. Thus, the aggregation of the individual valuation is more relevant for the service designer (Backhaus et al., 2008).

The goal of the conjoint analysis is to analyze the preferences of the customers and to identify the utility of every single attribute via a linear-additive model (Teichert, 2001). In general, conjoint analysis comprises different approaches. Three well-known approaches are the traditional conjoint analysis, the choice-based variant and the adaptive conjoint analysis. In the traditional version, the participants have to evaluate all possible combinations of the parameter values. The drawback of the traditional method is the restriction of the number of attributes. To avoid too many combinations of the different levels, the adaptive conjoint analysis first explores the important attributes in a compositional way and then uses a reduced set of important attributes and levels for the decompositional survey. Hence, it allows to take more attributes into account. For a small set of attributes the adaptive conjoint analysis does not provide significant improvements (Teichert, 2001).
Table 3.1: Steps for operating a conjoint analysis (Green and Srinivasan, 1990)

<table>
<thead>
<tr>
<th>Step</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Preference Model</td>
<td>Vector model, ideal-point model, part-worth function model, mixed model</td>
</tr>
<tr>
<td>2. Data collection method</td>
<td>Two-factor-at-a-time (trade-off analysis), Full-profile</td>
</tr>
<tr>
<td>3. Stimulus set construction</td>
<td>Fractional factorial design, random sampling from multivariate distribution, Pareto-optimal designs</td>
</tr>
<tr>
<td>4. Stimulus presentation</td>
<td>Verbal description (multiple cue stimulus card), paragraph description, pictorial or three-dimensional model representation, physical products</td>
</tr>
<tr>
<td>5. Measurement scale for the dependent variable</td>
<td>Rating scale, Rank order, paired comparison, constant-sum paired comparisons, graded paired comparisons, category assignment</td>
</tr>
<tr>
<td>6. Estimation method</td>
<td>Metric methods (multiple regression); Nonmetric methods (LINMAP, MONANOVA, PREFMAP, Johnson’s nonmetric algorithm); Choice-probability-based methods (logit, probit)</td>
</tr>
</tbody>
</table>

Choice-based conjoint analysis has the advantage to directly elicit the choice behavior of the participants. Its binary choice structure does not require an underlying solid transformation model like the traditional approach. The user has to decide, whether to buy a sample product A or B (with their specified attributes) or none of them. However, the binary choices come along with the loss of information, since the utility cannot be derived from the binary choices. Hence, the information is more useful on an aggregated level than for individuals, e.g. to determine market share or sales volume. The aggregation process disregards the heterogeneity of the customer characteristics. The traditional conjoint analysis emphasizes the investigation of the individual utility function and thus aggregates the data in a second step via a transformation model.

The results of a conjoint analysis are often used to forecast the utility of the participants based on the estimated utility parameter. Hahn (1997) ascertained no significant difference of the forecast quality between the traditional conjoint analysis and the choice-based conjoint analysis, if a probabilistic estimation method is chosen. Moore et al. (1998), however, depict a difference between both methods and point out that the traditional conjoint analysis performs even better.
Since this thesis focuses on deriving the utility for every individual (a heterogeneous character of the respondents are expected) a choice-based approach is not meaningful due to the above mentioned disadvantages (Teichert, 2001).

3.2.3 Customer Choice Models

The process of structural decision making can be divided into three steps. In the first step the focus is on the observation of historical demand and the estimation of customers’ utility functions. This information is aggregated to generate a demand forecast and define the customer segmentation. The goal of all structural decisions is to clarify what to sell and how to do it. Pak (2005) outlines these decisions on a strategic level comprising the bundling of services, the differentiation of services to target customer segments, the selection of appropriate sales methods and the design of the general price structure over a longer period of time. In contrast, day-to-day layered price and quantity decisions are made on an operational level. These involve decisions such as: what price to charge at a certain point in time, when to give a discount, what part of the total capacity to reserve for each customer segment and whether to accept or reject a specific sales offer. The structural sales decisions obviously have a substantial impact on the day-to-day price and quantity decisions. Although structural decisions are sometimes considered to be marketing decisions, it is essential to integrate customers’ preferences and historical demand patterns into operational decision making and Revenue Management models (Boyd and Bilegan, 2003; Pak, 2005). Classical Revenue Management models fail to account for strategic customer behavior as they assume myopic customers (Belobaba, 1989; Gallego and van Ryzin, 1994). However, when customers act strategically, Revenue Management models need to incorporate such behavior into revenue maximization.

The survey in this thesis aims at identifying customers’ preferences at the structural level and at exploring how customers make their decisions on buying Cloud Computing services at the operational level. An example for the operational level decision would be customers deciding after comparing competitive offers or strategically delaying their purchase in expectation of better prices in the future. Shen and Su (2007) present a complete overview on recent research focusing on customer behavior. They distinguish between strategic customer behavior with intertemporal effects and customer choice behavior for multi-product settings. Strategic customer behavior includes models on dynamic pricing, capacity rationing and valuation uncertainty as well as, from a consumers’ perspective, customer response to dynamic pricing. Models of customer choice behavior consider demand dependencies resulting from customers’ selection of a set of services as well as from substitutable or complementary effects across services. In what follows the important aspects of
these models will be explained in detail. An overview in tabular form can be found in the appendix A.3.

**Dynamic Pricing under Strategic Customer Behavior:**

Su (2007) describes a model of dynamic pricing taking endogenous intertemporal demand into account. Having a monopoly, the seller who has a finite inventory over a finite time horizon, maximizes his revenue by adjusting prices dynamically. Customers meanwhile can decide to buy the service, stay in the market and wait for a lower price, or exit the market. The population is heterogeneous along two dimensions having different willingness to pay and willingness to wait. The composition determines the optimal pricing policy. Hence, Su (2007) derives four distinct groups of customers: patient-high-types, impatient-high-types, patient-low-types and impatient-low-types. For example, the impatient-low-type, on the one hand, is not willing to wait for a lower price and on the other hand, is not ready to pay a high price. Furthermore, Su (2007) determines optimal pricing policies for cases when each customer segment dominates the market. The findings are summarized in a framework considering markups and markdowns. Markdowns should be applied when impatient-high-type customers and patient-low-type customers dominate the market, while markups increase revenues when patient-high-type customers and impatient-low-type customers are present. Meanwhile, the benefits of strategic behavior are that demand is not immediately lost, as it possibly leads to sales after markdowns and that there is increased competition for availability at lower prices. This leads to higher reservation prices and generated purchases.

In a series of papers, Levin et al. (2006) first present a stochastic, game-theoretical dynamic pricing model and later Levina et al. (2009) incorporated demand learning into their model. Customers’ so called “degree of strategicity” is consistent with a discount factor which takes the value one, when customers are myopic and there are no discounts on future purchases and zero, when customers disregard future purchases (Levin et al., 2006). They demonstrate the existence of a unique subgame-perfect equilibrium pricing policy, providing equilibrium optimality conditions for both customer and seller. Vendors who do not account for strategic behavior and do not use the strategic equilibrium pricing policy, receive lower total revenues. The model proposed in Levina et al. (2009) develops “an adaptive procedure that permits learning of consumer response through observation of sales over successive planning horizons”. They show the robustness of the learning approach by modeling a simulation-based technique to determine optimal prices.

In contrast to the previous models Yin et al. (2009) study the effect of inventory information on strategic customers. They consider a model with two types of customers and two in-store display formats to analyze effects on the retailer’s profit and
order quantity. All customers are either myopic or strategic and arrive in a Poisson process. In their case, the retailer can display all available units or one unit at a time. As a result, they prove analytically that firms earn higher expected profits and order more, by displaying one unit at a time on the sales floor, when all customers act strategically.

**Capacity Rationing:**
In another group of papers the interaction between pricing and rationing is studied. When facing strategic customers, rationing can be considered as a strategic tool for firms along dynamic pricing. Thereby these models investigate the likeliness that customers purchase earlier at higher prices.

  *Gallego et al.* (2008) suggest a two-period model with deterministic demand. As the remaining capacity is not visible, customers need to interact with the firm to estimate the capacity. In that model customers update their expectations in each period with respect to the outcomes of previous periods. This process converges to an equilibrium point. The conclusion is that it is beneficial for a firm to ration capacity by disposing of excess units instead of training customers to wait for sales when all customers are strategic.

  In the context of supply chain management, *Su and Zhang* (2008) apply a model of customer behavior and outline positive effects of quantity and price commitment for the firm’s revenue. The idea is derived from the news vendor problem where leftover units have to be sold at a lower price. To overcome customers’ strategic behavior – waiting for price reductions – the seller commits to a certain capacity level or price implemented through contractual arrangements. This leads to a better overall performance in decentralized supply chains.

**Valuation Uncertainty:**
Valuation uncertainty relates to the fact that customers strategically delay purchases, because they anticipate better deals in the future (*see Dynamic Pricing under Strategic Customer Behavior*). Another reason for valuation uncertainty is the lack of information or the need to wait until more details are released. There is only a small amount of work available in Revenue Management for valuation uncertainty. The most important one for the survey is from *Koenigsberg et al.* (2008) who based on the empirical analysis of easyJet’s pricing patterns study stated: “the conditions under which offering a last-minute deal is optimal under the single price policy”. They found that, especially when customers are uncertain whether firms offer last-minute deals, it is beneficial to sell the remaining capacity at lower cost.
Customer Response to Dynamic Pricing:
It is important to understand strategic customer behavior in revenue management. Several models were proposed to explain how customers respond to firms’ pricing strategies. They can either wait for special offers or accept prices, if they fall below a threshold value.

In their model, Anderson and Wilson (2003) assume that firms set prices dynamically according to Belobaba’s EMSR rule (Belobaba, 1989) or the optimal pricing policy suggested by Gallego and van Ryzin (1994). Both are widely accepted in practice. Furthermore, they assume that firms have a fixed capacity and set protection limits to restrict the number of units sold contributing only low-revenue. High-revenue generating customers are expected to arrive later. The authors then calculate the probability that at the end of this procedure, part of the resource remains unsold. They show that if this probability is high enough, high-revenue customers may wait for last-minute discounts. In addition, they perform numerical studies to investigate the effects of this strategic waiting behavior on the firm’s revenue.

Zhou et al. (2005) model the case of a single strategic customer facing the optimal pricing policy by Gallego and van Ryzin (1994). They find that the customer should immediately buy if the price is below a threshold depending on the his valuation at a time. Subsequently, they investigate the case with multiple customers and show that strategic customer behavior benefits the seller. The reason is that customers are not immediately gone, if a service is not available. They are open to other service offers or return in a later point in time, when the price is lower.

Choice from a Set of Services:
In the context of airline Revenue Management, customer choice models investigate how customers choose between firms’ different services. Thereby, firms have to decide which service to make available to customers and what price to charge. Talluri and van Ryzin (2004a) introduced a Revenue Management model under a discrete choice model of customer behavior where the supplier has to choose at each point in time which set of services to offer. The customers then choose an option from that subset including the no-purchase option. The latter option can motivate the customer to buy this service or a similar one from another Cloud provider.

The papers from Zhang and Cooper (2005, 2009) consider a framework of parallel flights with separate inventory and customer choice behavior. In their first paper, they formulate the problem of parallel flights with similar origin and destination as a Markov decision process. Furthermore, they derive computable bounds for the value function, and simulation-based procedures to obtain good policies. In their second paper they focus on pricing decision rather than on quantity decisions. They show that policies, motivated by bounds for the value function, dominate pooling
heuristics for symmetric problems. The approach can also be transferred to larger problems.

**Substitution and Complementarity across Services:**
Substitution and complementary effects are modeled using multi-dimensional demand functions having customers who choose among different services. Apart from these effects, methods like cross-selling or up-selling are also covered.

Based on the observation that offering complementary services in e-commerce settings has become very popular, Netessine et al. (2006) propose a model where cross-selling in the dynamic settings is identified as an opportunity complementary to single-service Revenue Management. In their setting, they consider a firm that manages a set of services and faces stochastic customer arrivals. The goal of their model is to select complementary services from the set and to define the price of such a package to maximize revenues. They find that their model is most effective when service inventory is approximately equal to expected demand.

Aydin and Ziya (2008) investigate the practice of up-selling by introducing a promotional service. The promotional service is offered at a possibly discounted price only if a customer purchases a different good. They investigate how the discount depends “on the inventory levels, [the remaining] time, type of pricing policy in use, and the relationship between the customers’ reservation prices for the promotional product” (Aydin and Ziya, 2008). The results show inter alia that under dynamic pricing the up-selling decision is independent of the level of inventory and the remaining time.

These six categories of customer choice models build the basis for designing the questions. Moreover, the classification from Su (2007) is required to classify the customers according to their willingness to pay and willingness to wait.

### 3.3 Model Formulation

The survey as well as this section are divided into two parts. The first part is based on descriptive questions. The theoretical motivation to asking these questions is outlined. Although the related work of customer choice in Revenue Management was analyzed in the previous section, the following section incorporates literature beyond Revenue Management and relates the descriptive questions in the survey with the theoretical background derived from the literature. In the second part, the appropriate hypotheses are generated to answer the Research Questions 2.1 and 2.3.

---

4The concept also applies for services.
3.3.1 Theoretical Background for the Survey Questions

As Armbrust et al. (2009) outline in their article, moving business operations to Cloud Computing providers is mainly a question of cost effectiveness. Therefore, users have to compare the Capital Expenditure (CAPEX) and Operating Expenditure (OPEX) when owning a datacenter to the OPEX for using Cloud services. CAPEX refers to the acquisition and installation costs while OPEX refers to the variable costs that originate during the operation. In addition, customers have different prices in mind and respond differently to dynamic pricing (Anderson and Wilson, 2003; Zhou et al., 2005). Thus, at first, the participants were asked about the appropriate standard CPU hour (Questions 1 & 2). This gave insights about the estimation of the users’ valuation. Furthermore, in Question 10 the participants had to reveal their expectation about the future development of price and quality of service.

The economic benefits for Cloud users increase in cases of underutilization of their own datacenter. In other words, Cloud Computing is extremely beneficial to those who need an elastic computing resource due to a volatile utilization of its own resources. For Cloud users this means shifting the risks of under- or over-provisioning to the Cloud provider. In addition to the shifting of risks and cost effectiveness, moving data processing to the Cloud leads to advantages in maintenance. However, Cloud providers consequently face the problem of handling the volatile demand of numerous users. Thus, from a provider’s perspective the question is, whether consumers can somehow predict their usage behavior or if it is totally random (Question 4). In conjunction with Questions 1 & 2 it can be revealed, if uncertain customers can be convinced by a last-minute offer (Koenigsberg et al., 2008).

Currently, there is no dominant pricing policy that would help to control the utilization level of resources for Cloud providers. Pricing strategies currently applied throughout the industry also fail to maximize revenue and to control volatile behavior of the customer. Weinhardt et al. (2009) survey the applied pricing models and find that most Cloud providers use metered pricing to charge for their services on posted price basis. Apart from the pay-per-use policy, subscription models are applied as well. Although other dynamic pricing policies may result in more efficient allocations and prices (Lai, 2005), customers prefer more practical pricing policies that are easy to understand (Dasilva, 2000; Fishburn and Odlyzko, 1999). In a market that some consider purely competitive (Carr, 2005), meaning that a commodity or public utility is traded, the question remains how firms can differentiate themselves without getting locked into a ruinous price war. Netessine and Shumsky (2005) name it in the context of Revenue Management “the horizontal competition” among providers and analyze how horizontal competition affects the decision
about the capacity allocation for airlines in a two-player game. As Dixit et al. (2008) outline, the key is to use IT enhanced pricing strategies to determine customers’ willingness to pay in a way that customers’ perceive pricing strategies as fair. It would be interesting to know, whether the Cloud service consumer would change their provider depending on prices or for any other reason and if the consumer is interested in comparing prices at all (Question 7, 8 & 9).

Varian et al. (2004) strengthen the point from Dixit et al. (2008) by outlining the possibilities of differential pricing for information goods in contrary to physical goods. He suggests to reduce the speed of operation for lower valued services or to provide less capabilities. Apart from differential pricing, Bakos and Brynjolfsson (1999) suggest bundling of goods to increase the profitability. Netessine et al. (2006) outlined the benefits of cross-selling products. In the context of capacity rationing in supply chains Su and Zhang (2008) proposed contractual agreements to overcome strategic customer behavior. This raises three further questions in the Cloud Computing context:

1. Would consumers accept differentiated pricing, which would help providers to segment customers into separate classes according to their willingness to pay to increase revenue (Question 11i)?

2. Would consumers accept a subscription model (Question 11v)?

3. Do consumers prefer bundling of products over individual offers (Question 3)?

Maglaras and Zeevi (2005) theoretically analyze the quality of service for best-effort services vs. guaranteed services regarding bandwidth. Users can choose between these two services, which have non-substitutable characteristics. These characteristics are usually defined in SLAs. A question derived from this case is that if the consumer accepts a lower price for a lower performance level (Question 5).

According to Su (2007) markdowns should be applied for impatient-high-type customers and patient-low-type customers while markups increase revenues in presence of patient-high-type customers and impatient-low-type customers. As outlined in previous section this leads to higher reservation prices and generate purchases. Furthermore, Nair and Bapna (2001) suggested a decision model for Internet providers. They stated that “request and service happen simultaneously. This is not the case in airlines and hotels, where the request is made at one time (making the reservation) and the capacity is used up at another (the flight taking off or the hotel room [getting] occupied)”. However, the virtual lab in Raleigh requires advance reservation for computing resources and labs for the course instructors (see Section 2.3.1). Consequently, request and service happen at different points in time. Hence,
it would be interesting to know what types of customer a Cloud provider faces and especially if they accept future purchases (Question 6). This will foster strategic behavior (Levin et al., 2006).

In Clouds, providers hide information from their customers about the total capacity they possess. Of course, the customers would act strategically based on these information to receive a better price (Gallego et al., 2008; Yin et al., 2009). However, currently providers with a fixed price model like Linode reveal this information to the customer. Thus, the question of how consumers evaluate such information is important (Question 11iv).

Moreover, it was interesting to see, if common sales practice would apply for Cloud Computing as well. Cross-selling is well-known from Amazon’s bookstore. Companies have to think about how the bundles are created and how to price the bundles, which is a combinatorial problem. The challenge is to bundle and price the services in a revenue maximizing way (Netessine et al., 2006). The question is, if customers would generally pay attention to such complementary offers (Question 11ii). Furthermore, loyalty programs are widely applied in the airline and retail business Aydin and Ziya (2008). Customers can receive an upgrade for staying with the same provider and using his service for a certain period of time. Providers have to plan such offers in advance to consider it in the quantity and pricing decisions. How do customers value such an offer (Question 11iii)? These models indicate the variety of modeling approaches of customer behavior in Revenue Management. Based on the authors’ findings the survey aims to test the options of transferring these models to Cloud services. Therefore, the topics of interest are the importance of prices and their willingness to change providers as well as the importance of prices when changing provider. Furthermore, users’ opinion towards multi-service offers and the willingness to receive complementary offers are investigated. Another important aspect is users’ valuation of the possibility to receive reduction for advanced booking or best effort services. Currently, the common opinion is that Cloud services are mostly unpredictable. However, the experience from the scientific driven Grid Computing domain is that users tend to increase usage of Grid resources few weeks before conferences or important events to run simulations or analysis on particle physics data. Therefore, the ability to predict one’s usage behavior was inquired. An overview of all the questions can be found in the appendix A.1.
Table 3.2: Impact of consumer behavior, provider offer and trading object factors on the Revenue Management requirements

<table>
<thead>
<tr>
<th>Predefined factors of the services</th>
<th>Service design influenced by the consumer</th>
<th>Service design influenced by the provider</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterogeneity</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Demand uncertainty</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Inflexibility</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Perishability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advance reservation</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Price segmentation</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Multiple service offers</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Overbooking</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3.2 Hypotheses

First and foremost, the motivation for this survey is to elicit the opinion of the consumers about typical Revenue Management characteristics (e.g. price discrimination), when Revenue Management methods are introduced for Cloud scenarios. In Section 2.3.1, the requirements for a successful application were derived from the existing literature. These characteristics are influenced by consumers’ behavior, providers’ offer and the trading object itself. Although Revenue Management techniques are implemented and controlled by the provider, consumers can deny offers or pricing policies like the dynamic pricing approach of Amazon in 2000\(^6\). For example, customers may not accept price discrimination or they cannot predict their behavior. Hence, advance reservation cannot be applied successfully in the Cloud. Requirements like inflexibility or perishability are predefined by the service itself. They cannot be changed, neither by the provider nor by the consumer. However, heterogeneity and demand uncertainty are determined to a certain extent by customers’ behavior and their ability to predict their service usage (see Table 3.2). Presumably, certain groups of consumers will have different kinds of demand characteristics. This leads to the following hypothesis:

Hypothesis 3.1. The usage frequency of computing services depends on the role of the user.

It is assumed to have a group of consumers, who are able to predict their demand in advance. Though, it cannot be concluded that these consumers would also book

\(^5\)Linode (http://www.linode.com)  
\(^6\)see Section 3.1 or Weiss and Mehrotra (2001)
in advance. From the provider’s perspective, predictable demand is beneficial, since he can reserve and allocate the required resources and calculate his profit. Thus, consumers, who can predict their behavior and book in advance, clearly put the provider in a favorable position:

**Hypothesis 3.2.** Users, who are able to predict their behavior, also book the resources in advance.

Companies are able to offer different kinds of services by making only small or restrictive changes to a service and keeping the underlying good or resource consumed by these services as is. This is also known as versioning (Varian, 2002). For example, services can be categorized into free and premium products, where the free version only offers a low bandwidth access to the storage and the premium one yields a high connection speed. The consumers’ demand is segmented by the price. Thus, it would be interesting to know, whether users who ask for a lower price also accept a lower performance level of their requested service:

**Hypothesis 3.3.** Users, who support price discrimination, also prefer best effort services.

The RQ 2.1 (see Section 2.3) can be answered by analyzing hypotheses 3.1, 3.2 and 3.3.

Moreover, another RQ 2.2 focuses on the conditions, when a consumer would accept price discrimination. In the survey, three aspects were analyzed to answer this question. Hypothesis 3.3 already mentions the condition of best effort service usage in conjunction with price discrimination. The other two aspects are whether user favoring price discrimination would also book in advance or prefer a subscription model. If consumers support price discrimination and do not book in advance, the discrimination has to focus on differentiating the services itself by offering different support level or limited software enhancements for the low price segments. Otherwise, price discrimination can be mainly based on the intertemporal dynamic pricing strategy. Subscription models as the second aspect can also be offered for different price segments. If the participants do not necessarily support price discrimination and subscription model, then they do not necessarily expect a lower price for a subscription model than for an instance hour. However, it is common in practice to receive a discount for buying a large amount of service in advance. For example, Amazon offers so-called Reserved Instances to pay a one-time fee valid for one year in order to receive a discount of 70% for each CPU hour of a Linux instance.

**Hypothesis 3.4.** Users, who support price discrimination, also prefer to book in advance.
Hypothesis 3.5. Users, who support price discrimination, also prefer a subscription model.

Subsequently, consumers have different preferences according to the offered services. In particular, the attributes defining the services and their parameter value have an influence on the consumer decision for a service. It is necessary for a provider to know, which attributes have a greater value than others in order to offer the appropriately designed services. The conjoint analysis in this survey focuses on the IaaS level and tries to identify the crucial attributes in order to answer RQ 2.3.

3.4 Customer Choice Survey

This section commences with the explanation why this specific survey design was chosen. Subsequently, the steps for conducting a conjoint analysis are operationalized as described in Section 3.2.2. After determining the Conjoint analysis design, the choice sets are selected and their relevance for the analysis is motivated.

3.4.1 Survey Design

Preparing an empirical analysis to test theoretical assumptions is a well approved method in marketing research. There are three approaches to collect empirical information: oral interview, written survey or telephone interview. With the advent of the Internet, online surveying has become a fourth accepted option. As the target group of this survey is actively creating the future of the Internet addressing them through an online survey is a logical approach. In order to reach the highest possible number of participants and meanwhile offer customers an anonymous participation, the survey is hosted on a website with open access instead of an invitation based approach.

The Web-based approach includes several advantages in processing a survey. The respondents cannot be biased by the relationship with the interviewer. This leads to more objective results. Likewise, the survey data is directly stored into a database avoiding the error-prone transfer of results. This automation not only cuts the cost of data processing but also allows great scalability in the number of participants with very little additional costs. The subjective perception of an online survey is shorter compared to traditional approaches leading to higher quality in data due to less exhaustion (Decker, 2001).

However, there are some disadvantages when conducting a Web-based survey. These can either be technical problems, like displaying errors in different browsers and the response time of the Website, or problems related to the participants’ iden-
Homburg and Krohmer (2003) warn about the fact that anonymous participants may not be part of the target group and thereby lead to less reliable results. Especially when offering monetary incentives or vouchers the primary goal of respondents might be to get these prizes, which may eventually lead to multiple participation. To ensure that there are no such effects, there will be no monetary incentives for the participants. In the underlying survey, those specifying their email address receive a summary on the outcomes of the survey in order to validate that the majority of participants is included in the target group. At this point, it should be noted that due to the self-selection bias the group of people being studied depends on the participants’ decision to take part. This can lead to a distortion of results, if answers from the non-participating group of people differed from those who participated. Nonetheless, the advantages of this surveying method outweigh the obstacles and the fact that the target groups’ primary area of work is the Internet supports the conduction of a Web-based survey (Welker et al., 2004).

Oppenheim (2000) outlines a detailed summary of how to develop the survey design. Bearing this in mind, the survey had a subtle design (e.g. moderate colors) and no unnecessary graphics to speed up the load time. The questions were short and explanations were only added where needed. In order to minimize the flop rate, the survey only contained the relevant number of questions (Lütters, 2004). The processing time for the 26 questions was approximately 10 to 15 minutes. The website consisted of five pages which can be found in the appendix A.

At the beginning, a welcome screen was shown where the goal of the survey was outlined and the privacy policies were explained. Subsequently, the questions were split into three groups. While the first group of questions focused on customer behavior, the second group of questions aimed at identifying customers’ preferences using a conjoint analysis. A third group of questions was related to sociodemographic factors like age, residence, industry and role of the respondents. After answering all questions and submitting the data a notification was given to show that the survey has been completed.

Before the roll-out of the survey, a pre-test was performed with a group of people clarifying any misunderstandings. Based on these findings the questionnaire was adopted as suggested by DeShazo and Fermo (2002). Target group for this survey were users of Cloud services. To reach this target group 750 users were directly addressed via email and an undefined number was addressed indirectly via postings in Cloud Computing related user groups and in social networks like Xing\(^7\) and Facebook\(^8\) or via blog\(^9\). The e-mail receivers were selected from related research

\(^7\)Xing (http://www.xing.com)
\(^8\)Facebook (http://www.facebook.com)
\(^9\)Cloudytimes Blog (http://www.cloudytimes.com)
projects like D-Grid\textsuperscript{10}, a German initiative which fosters the development of Grids in Germany and active user groups with their focus on Cloud Computing\textsuperscript{11}. The invitation included a link directing recipients to the website containing the questions. The survey was conducted in February 2009 in line with the four to eight week period suggested by Werner and Stephan (1998) for data collection of online surveys. Within this period satisfying 65 data sets were collected.

3.4.2 Preferences, Stimuli and Data Collection Method

When designing a conjoint analysis, two factors have to be taken into consideration. First, a definition of the stimuli and second the number of stimuli. A stimuli is defined as a combination of different product characteristics which is presented to respondents for evaluation (Green and Srinivasan, 1978). There are two types of stimuli that are common in conjoint analysis design. Using the two-factor method or so called “trade-off analysis” by Johnson (1974) respondents have to rate all combinations of two attributes at a time. That means that for every pair of attributes a trade-off-matrix is developed so that respondents have to rate $\binom{n}{2}$ trade-off-matrices surveying $n$ attributes. The full-profile method considers combinations of a single levels of each attribute. The number of stimuli thereby depends on the number of attributes and the respective levels. For $n$ attributes with $m_1$ levels for the first attribute, $m_2$ levels for the second attribute,..., and $m_n$ levels for the $n$-th attribute, there exist $m_1 \times m_2 \times \ldots \times m_n$ different stimuli in total.

In terms of expenditure of time and requirements towards the respondents, the trade-off analysis has an advantage over the full-profile method. The evaluation of two attributes together with their respective levels simplifies the survey design and needs less explanations to the respondents. With higher numbers of attributes and levels, the number of stimuli grows faster using the full-profile method. The full-profile method offers a set of alternatives with all attributes and their parameter values reflecting a more realistic scenario for the participants. The unrealistic decision scenario and the empirically validated inferiority make the trade-off method unattractive and thus the full-profile method is chosen for this survey (Segal, 1982; Safizadeh, 1989).

3.4.2.1 Evaluation of Stimuli

For the conjoint analysis, a 7-point Likert-type scale is used to evaluate the sample products. This type of rating scale is called semantic differential and was introduced by Osgood et al. (1957). The concept of semantic differential is a multi-item measure

\textsuperscript{10}D-Grid (http://www.d-grid.de)
\textsuperscript{11}e.g. Google Groups http://groups.google.com/group/cloud-computing
that allows a relatively direct indication of attitude. Although nowadays it is used in various contexts, it was originally designed to measure the meaning of a concept as it consists of bipolar evaluative adjective pairs, such as good-bad (Ajzen, 2005). The 7-point scale is one of the most common formats. Malhotra and Peterson (2005) and Dawes (2008) found that there is little difference in using either a 5-point, 7-point or 10-point scale. Other common methods beside the rating scale like the dollar metric or the constant-sum method are discussed by Green and Srinivasan (1978). All these methods are based on metric scales whereas pairwise comparison and rank-based scale are non-metric approaches. Wittink et al. (1994) state that rating scale and rank-based scale are most often used in practice and research. However, metric scales provide more information about the relation between different service rating than the other. Hence, the rating of two different items can provide the information, how strong one item is preferred Likert scales produce usually ordinal data, although an assumption of symmetry of response level by offering odd number of levels allows to interpret the results on an interval scale. Hence, the 7-point Likert scale is appropriate for the conjoint analysis.

3.4.2.2 Estimation of Part-worth Utilities

The data gathered through the empirical study is then processed in the conjoint analysis to calculate the part-worth utilities. From those values, the metric total utility and the relative importance of the different attributes are derived.

A part-worth utility $\beta$ is estimated for every level and these single part-worth utilities are then linked to determine the total utility $y$ for a distinct stimulus. The determination is based on an additive model. Equation (3.1) defines the general formulation of the additive utility model used for conjoint analysis. It follows the idea to construct a total utility $y_{jk}$ from the part-worth utilities $\beta_{jm}$ so that the empirical observations are represented as accurately as possible.

$$y_{k} = \mu + \sum_{j=1}^{J} \sum_{m=1}^{M_{j}} \beta_{jm} \cdot x_{jmk}$$

with

$$y_{k} = \text{estimated total utility for stimulus } k$$

$$\beta_{jm} = \text{part-worth utility for level } m \text{ of attribute } j$$

$$x_{jmk} = \begin{cases} 1 & \text{, if stimuli } k \text{ consists of attribute } m \text{ with level } k \\ 0 & \text{, otherwise} \end{cases}$$

The variable $\mu$ equals the average score of the scale or, in other words, the average
utility from which the attributes positively or negatively deviate. The metric analysis of variances is based on the central assumption that the distance between the different ratings of stimuli is considered equidistant. Hence, the additive model like in equation 3.1 can be applied. In case of ordinal scaled data the monotonous analysis of variance leads to the appropriate evaluation of the dataset (Backhaus et al., 2008).

The part-worth utilities are Ordinary Least Squares (OLS) estimates being calculated by minimizing the squared distance between the empirical observation and the estimated utility as in equation 3.2. Just as well the regression analysis of \( p \)-values on the dummy variables \( x_{jm} \) in equation (3.1) can be conducted.

\[
(3.2) \quad \min_{\beta} \sum_{k=1}^{K} (p_k - y_k)^2
\]

To calculate the part-worth utilities in general, the analysis of variances is used, which estimates the part-worth utilities based on the metric OLS algorithm. The OLS method is widely applied in practice (Green and Krieger, 1993). Carmone et al. (1978) and Darmon and Rouziès (1994) confirm that OLS has been widely accepted for metric scaled stimuli. Even for non metric scales OLS has been successfully applied (Wittink et al., 1994; Carmone et al., 1978). Moreover, OLS in combination with a 7 point scale leads to the most accurate results compared to a 4 point scale and slightly better than 9 point and 11 point scales (Darmon and Rouziès, 1999).

### 3.4.2.3 Aggregation of Part-worth Utilities

The estimation of the part-worth utilities can be executed for every individual. A generic view on the preferences comprising all individuals requires an aggregation of the utilities. There are two approaches to obtain aggregated results from a conjoint analysis. The first results from the individual conjoint analyses are normalized for every individual. These normalized part-worth utilities are then summed up. The other possibility is to conduct a conjoint analysis that delivers aggregated part-worth utilities over a population.

The idea behind the first approach is to identify the minimum between each part-worth utility and the smallest part-worth utility of its attributes. The following equation formulates this relationship:

\[
(3.3) \quad \beta_{jm}^* = \beta_{jm} - \beta_{j}^{\text{min}}
\]

with
\[ \beta_{jm} = \text{part-worth utility for attribute } j \text{ and level } m \]
\[ \beta_{jm}^* = \text{minimal part-worth utility for attribute } j \]

These so-called transformed part-worth utilities are then used to calculate the normalized part-worth utilities \( \hat{\beta}_{jm} \). It is important to identify the combination of levels with the highest part-worth utilities. The sum of these part-worth utilities is the maximum value of the domain and is set to \( \hat{\beta}_{jm} = 1 \) in order to normalize the part-worth utilities.

\[
(3.4) \quad \hat{\beta}_{jm} = \frac{\beta_{jm}^*}{\sum_{j=1}^{J} \max_{m} \{ \beta_{jm}^* \}}
\]

The absolute values thereby only allow to draw conclusions in terms of importance of attribute levels for the total utility of a stimulus. One cannot conclude that if one attribute has significantly higher part-worth utilities than the other, this determines a change of preferences. Furthermore, the size of the spread between the different part-worth utilities of one attribute influences the choice decision. In case of a huge spread, a change from a low level to a significantly higher level will affect the total utility and may change the choice. To measure this relative importance of each attribute, \( w_j \) has to be calculated as follows (Backhaus et al., 2008):

\[
(3.5) \quad w_j = \frac{\max_{m} \{ \beta_{jm} \} - \min_{m} \{ \beta_{jm} \}}{\sum_{j=1}^{J} \max_{m} \{ \beta_{jm} \} - \min_{m} \{ \beta_{jm} \}}
\]

The second approach requires the assumption that the individuals are understood as replications of the attribute design to receive aggregated results from a conjoint analysis. To use the methods presented in section 3.4.2.1 for calculation of the conjoint analysis, the index \( k \) has to be adjusted by the number of participants \( N \).

\[
(3.6) \quad k = N \cdot \prod_{j=1}^{J} M_j
\]

The variable \( J \) thereby represents the number of attributes and \( M_j \) the number of levels of attribute \( j \). \( k \) represents every individual instead of every stimulus (see equation (3.1)). Although the calculated part-worth utilities using both methods
may vary, the relative importance leads to the same results. According to Backhaus et al. (2008) in most cases researchers are primarily interested in the average utility of their customers and therefore, the aggregated approach provides them with satisfying results.

### 3.4.3 Choice Set for the Conjoint Analysis

The design of the choice set is crucial to the outcome of the empirical results. In particular, a survey with a high number of attributes and choices can lead to a more realistic situation a participant is confronted with. Furthermore, it can increase the quality of the answers, because more details are asked. However, this complexity of the questionnaire can result in a large amount of information. A participant faces a lots of choices and feels overstrained. Consequently, it can result in a negative impact on his answers. He will simplify his answering strategy and may not always reply truthfully (Mazzotta and Opaluch, 1995). Another possibility is that the overwhelming amount of information cannot be considered in detail by the participant. His answer may not represent his opinion, since he adopted heuristic decision rules. Hence, it may undermine the reliability of the data (DeShazo and Fermo, 2002).

Several studies scrutinized the impact of the number of attributes and alternatives on the results. DeShazo and Fermo (2002) tested four to seven attributes with two to seven alternatives and in another set nine attributes with six to nine alternatives. An increasing number of attributes will have a negative impact. Lee and Lee (2004) analyzed nine and 18 attributes and had similar results. However, they used 18 and 27 alternatives, respectively. The number of alternatives did not have a significant impact on the results. According to DeShazo and Fermo (2002), more alternatives have even a positive effect, although they analyzed a smaller set than Lee and Lee (2004). Hence, in this thesis seven attributes are considered. The set of alternatives is determined to be 18. Furthermore, the number of levels vary between two and three to avoid the number-of-levels effect (Currim et al., 1981), which induces participants to prefer attributes with higher number of levels more than attributes with lower number of levels. Hence, this configuration allows to receive reliable results.

To receive significant results, Backhaus et al. (2008) outline seven aspects, which have to be taken into consideration when defining attributes and their levels. The following three principles relate to the selection of attributes.

- **Relevance**: The attributes have to be relevant meaning that they influence customers’ decision making in the buying process.
• **Interference:** The vendor has to be able to control the attributes that are analyzed within the conjoint analysis. In other words, variation of the respective attributes should be possible within the design process of the product.

• **Independence:** The utility of one attribute shall not be influenced by the characteristics of other attributes. Respondents shall not consider characteristics of different attributes as dependent on another.

Furthermore, there are four principles that need to be considered when selecting the characteristics or levels.

• **Feasibility:** The vendor has to have the knowledge to produce and deliver the investigated characteristics and bundles.

• **Compensatory relationship:** Based on the assumption that the total utility is calculated by accumulating all part-worth utilities, this means a low part-worth utility of one attribute can be counterbalanced or compensated by a high part-worth utility of another attribute.

• **Knock-out criterion:** It is of great importance that no characteristic is seen as a knock-out criterion which would contradict the compensative nature of the characteristics.

• **Limit:** Since the complexity of the survey grows exponentially with the number of characteristics, it is advisable to limit the number of attributes and levels.

Table 3.3 summarizes the attributes and respective characteristics being selected for the conjoint analysis. They are selected by studying the service design of successful vendors like Amazon Web Services and interviewing experts from Sun’s Asia Pacific Science & Technology Center. Subsequently, a definition for each of the attributes is provided:

• **Price:** For the following sample products there are three different prices ($0.70, $1.10 and $2.00). The prices are on an hourly basis and include CPU, memory, data transfer, storage and the subsequently presented characteristics. The prices stem from various providers like Amazon Web Services, 3Tera or Flexiscale offering services with different kind of characteristics.

• **Performance:** The survey distinguishes between guaranteed-performance and best-effort service types. Guaranteed performance means a guaranteed high service level and thereby high performance. A best-effort service has a lower priority and jobs may have to wait before being executed. This attribute was

---

12Sun’s Asia Pacific Science & Technology Center (http://apstc.sun.com.sg/)
motivated by the work of Maglaras and Zeevi (2005) for Revenue Management. Furthermore, so far most providers did not specify SLAs, but only offered best effort services.

- **Support Level:** Products include different levels of support (phone, email and documentation). Documentation is provided on the Website if products include documentation only. It has an impact on the cost for the provider. A phone supports requires a call center infrastructure. For example, 37signals\(^{13}\) has only email, blog and documentation support for his web-based collaboration software unlike AppNexus\(^{14}\), who offer a 24/7 phone support.

- **Start-up Time:** Start-up Time defines the period between ‘booking’/registering and set-up of an instance. This survey distinguishes between instant start-up, which means within minutes the instance is ready for calculations, and prolonged start-up. In the latter case, there is a significant time delay between ‘booking’ and set-up. Companies get the flexibility to delay the virtual machine start up in order to favor high class customers, when resources are scarce.

- **Operating System:** Within this survey, it is distinguished between instances provided with Windows or Linux only and an environment where a choice between both operating systems during set-up and operation is possible. In

---

\(^{13}\)37signals (http://www.37signals.com)

\(^{14}\)AppNexus (http://www.appnexus.com)
the beginning Amazon’s EC2 service had only Linux instances in its service portfolio. Since October 2008, a Microsoft Windows Server is available. However, a strict requirement can be the request for both operating systems, since some software development teams need both for testing and compatibility purposes.

- **Availability:** There are three different availability-levels: a) 99.95% equals less than 4.5 hours downtime per year b) 99.75% equals less than 22 hours downtime per year c) 99.50% equals less than 44 hours downtime per year. Outages of provider sites are a well known problem (see Section 2.3.1). Flexiscale is among the first companies giving their customers a 100% available IaaS. The EC2 service from Amazon promises at least 99.95% with a limited 10% refund of the Service bill, if the availability drops below 99.95%. The reason for limiting the refund is determined by their outage experience of EC2 and S3 discussed in Section 2.3.1.

- **Value-added:** Value-added services can be a Firewall, Load Balancing or none. The motivation stems from the service offer of 3Tera, where virtual machines can be preconfigured with Firewalls or specification of Firewalls can be suggested. FlexiScale\(^\text{15}\) allows to add a firewall for £0.10 extra per hour. Load Balancing allows workload-intensive applications to shift jobs from one machine to another automatically or by predefined rules. Hence, resources can be utilized more efficiently, when consumers have multi-CPU applications. Linode and AppNexus offer Load Balancing over several virtual instances.

Except for price and availability, all attributes are regarded as discrete. Price and availability are considered as linear. Lower price and higher availability are valued as the more favorable options, respectively. The participant will receive the highest benefit of each attribute, if the service is for free or if 100% availability can be guaranteed. For example, Flexiscale offers a 100% SLA of their IaaS and until June 2009 Mor.ph\(^\text{16}\) allowed to create a free account and use their application server by uploading Java Web applications.

The previous section emphasized the advantages of the full-profile method over the trade-off method. As a consequence, the number of stimuli for the attributes presented above would be \((3 \times 2 \times 3 \times 2 \times 3 \times 3) = 972\) for the full-profile method. Hence, the necessity arises to reduce the complete set of stimuli to a reduced design. This reduced design represents the complete design but decreases the number of stimuli to allow a focused expenditure of time. A methodology to create an asymmetrically reduced design\(^\text{17}\) was proposed by Addelman (1962) and Street

\(\text{15FlexiScale}(\text{http://www.flexiscale.com})\)
\(\text{16Mor.ph}(\text{http://www.mor.ph})\)
\(\text{17it is asymmetric, because the number of levels are not equal for every attribute}\)
et al. (2005). 22 profile cards were derived including four holdout cards, which are used to check the robustness of the individual utility functions. This is in line with Green and Srinivasan (1978) who outline that a sample should consider not more than 20–30 stimuli. A complete list of the profile cards can be found in the appendix A.2.

3.5 Results & Implications

The results from the survey were analyzed in two different ways. The following section covers the descriptive results derived directly from the data. In Section 3.5.2 the data is analyzed via statistical methods to corroborate or discard the hypotheses from Section 3.3.2.

3.5.1 Descriptive Results

Figure 3.2 illustrates the composition of the respondents who took part in the survey. The composition is split into industry distribution, global distribution and age. As these questions were not obligatory, the ‘no answer’ option is included. The topic of Cloud Computing still is technology driven with focus on developing standards and not on addressing Chief Information Officers’ needs. Other surveys have already analyzed opinions from Chief Information Officers regarding a strategic view on Cloud Computing (see Section 3.2.1). However, the high share of IT workers (55.4%) and researchers (21.5%) in the population validate to conclude that the results drawn in the following are based on professionals’ opinions and valuations. The accuracy of the answers is further emphasized by the age distribution with the greatest share of the population being between the age of 26 and 45 (66.2%) and another 21.5% being older than 45. Another important aspect to mention is the global distribution of the population with 38.5% working in the Americas, 30.8% in Europe, 13.8% in Asia and in Australia as well as 3.1% from the Middle East. For classification reasons, the user type is of importance. While developers (38.5%) form the biggest group of participants, corporate (enterprise and SME) users with 35.4% are almost equally present. Whereas scientific and end users are underrepresented with 15.4% and 10.8% respectively.

The participants’ predominant areas of application\textsuperscript{18} are application hosting (64.6%), Web hosting (38.5%), and high performance computing (33.8%). As Figure 3.2 shows most of the users work with IaaS providers (55.4%) while 29.2% predominantly use PaaS offers. The small share of participants who primarily works with

\textsuperscript{18}at most three answers were possible
SaaS solutions (15.4%) again indicates the high skill level of the survey population and thereby the robustness of the results.

In the following, the results from the questions considering choice and change behavior are evaluated. A topic of great interest is the change behavior of Cloud Computing customers. Three questions address this topic. Question 7 asks if customers compare offers from different providers before registering for a service. The next question investigates if customers have already changed their provider and the reason for changing, if the question was answered in the affirmative. Question 9 explicitly asks for the price reduction that would motivate a customer to change his provider if everything else remains the same. Although at least 72% of the respondents state that they compare different offers before selecting a Cloud service provider, the actual change behavior shows different results. Out of all 65 respondents 37 (56.9%) have not changed their provider yet. Especially end users (90.0%) and scientific users (71.4%) display a low change rate. When comparing the usage frequency with the change behavior, it shows that only those who use Cloud services daily actively switch providers (64.3%). Those who only use Cloud services rarely, meaning less than monthly, stick with the same provider (85.7%). The reasons to change the provider are in the first instance better prices, better service, and

---

19 At least 72% compare Content Delivery Network (CDN) offerings and at most 88% compare storage solution offerings.
better performance. Users who have not changed their service provider state three major concerns: missing compatibility/SLAs and as a result the complexity of migration, missing trust in other providers, and migration costs.

The results from Question 9 show that the majority of respondents is only willing to change the provider when the price is at least 25% lower than the price of their current provider (53.8%). Only 23.0% of the users are willing to change their provider when others offer a price reduction of up to 10%, and 15.4% of the respondents would not change their provider for a better price. Interestingly, the groups of respondents who would only change their provider for a significant reduction of 25% to 50% have a median price, considered appropriate, of US-$0.25 and US-$0.15 for one standard instance per hour. In contrast, the groups of respondents who would change their provider for a price reduction of at least 10% or less have median prices of US-$0.70 (at least 10% reduction) and US-$0.50 (in any case), respectively. The group of respondents that would not change the provider for a better price has a median price of US-$1. Only 21.5% of the participants, however, have changed the provider since using Cloud services. More than 50% have never gained experience with another provider (see Figure 3.3).

![Figure 3.3: Reasons for changing current provider](image)

As expected, the appropriate price for one standard instance per hour differs between the different user groups. Figure 3.4a shows that median value for SME users and developers is the lowest within the population with values of US-$0.18 and US-$0.45. Especially for SME users the variance of 0.081 indicates that the value is accurate. By eliminating the outliers, all values above US-$5 or at least four times the average value, the results for the group of developers become more robust and the median value is US-$0.40. In contrast, the willingness to pay for enterprise and end users is considerably higher. Their median values are US-$1 and US-$0.65. The currently used pricing policy of metered pricing for every part of the service finds great acceptance within the population. More than three quarters (76.9%) prefer to customize their services instead of buying bundles that have a fixed configuration.
of resources and services. Comparing the estimated hour price to the monthly price, 78.4% of the participants value the hour price higher compared to the monthly fee assuming that they would use the service 24 hours a day for 30 days. Hence, either they expect a discount on the monthly fee or they would not use it 24 hours a day.

Expectations of future development of prices and quality of service are derived from Question 10. The overwhelming majority of 84.6% expects prices to decrease and meanwhile an increase in quality of service. 11.3% anticipate an increase both in price and quality of service. Only two participants (3.2%) expect a decrease both in prices and quality of service.

Apart from all pricing issues, Question 11 focuses on other aspects that influence customers’ valuation. Respondents are asked to rate the introduction of a system utilization monitor, differential pricing, a subscription model, a loyalty program, and complementary offerings on a 5-point Likert scale ranging from ‘strongly agree’ to ‘strongly disagree’. The system utilization monitor shows the utilization of the resources running a job or application and could display a light in green for low utilization, in yellow for moderate utilization, and in red for high utilization. The respondents rate the introduction of such a function very positively as 90.8% either agree or strongly agree. 54 participants confirm the introduction of differential or tiered pricing would be beneficial. Differential pricing in this case denotes to different pricing in peak and off-peak periods. The introduction of a subscription model implies the booking of a certain number of server instances permanently at a lower price, and additional instances later depending on workload. The responses show an almost equally positive rating as compared to differential pricing with 52 participants agree or strongly agree on the introduction and the median value is 2 (“agree”). The introduction of a loyalty program like those offered by airlines giving redemptions in terms of higher performance or discounts attracts less acceptance, although still positive. 40 respondents support the introduction, 20 nei-
ther agree nor disagree on the introduction and 5 even disagree. The introduction of complementary offers, referring to promotions offered to complement used services is positively regarded, though receiving the least acceptance. 31 respondents who agree or strongly agree to the introduction face 11 respondents who disagree or strongly disagree to the introduction.

The idea of revenue management is to offer discounts when customers are willing to take restrictions. Based on that assumption, Question 4 checks for the ability to predict usage behavior and Question 6 asks for the willingness of customers to book a time slot in order to receive price reductions. 52.3\% of the respondents are able to predict their usage behavior, 12.3\% of the respondents are able to predict their behavior one week in advance and at least 23.1\% are able to estimate their resource requirements two days ahead. The group of those that is willing to receive discounts and meanwhile can predict its usage behavior consists of 40.0\% of the population. 12.3\% of the population can predict their behavior but has no interest in receiving discounts. The group of users that is willing to receive discounts consists of 39 (78.5\%) respondents. The possibility to receive discounts for a best effort service, meaning jobs or applications of other privileged users get higher priority, is favored by 56.9\%.

Further interesting results are derived from the comments sent in by some of the respondents. They give insight into their own definitions of Cloud Computing calling it rather a mash-up that “involves leveraging services that you could not provide yourself relating to a specific widely needed resource”, like Amazon or Google Maps. Meanwhile, one respondent is skeptical about generalized computing services because of three reasons. First, packaged software is always highly customizable, like SAP and solutions that are useful for different businesses, would therefore need to have numerous complex interfaces. The second obstacle that is mentioned refers to performance and reliability with Cloud services involving higher latency compared to in-house solutions. A third point is the fact that differentiating business objects and developing innovations is very difficult using commodity application software. The respondent concludes by predicting a spread of specific services like Google Maps but no success for generalized Cloud services.

In contrast, another respondent outlines the benefits of Google’s App Engine that “have abstracted the hardware and system administration” leaving no need for a system administrator so that the company can focus on developing software. Being an SME company they could not afford to employ staff with the high level of expertise on system administration that Google has and compared to Amazon Web Services the basic version of the App Engine is for free, although they would be willing to pay more because of the benefits they receive.
3.5.2 Inductive Results

The goal of the conjoint analysis is to identify the most important level of each factor and the most important factor (RQ 2.3). The distribution for the aggregated "relative importance" levels of the seven factors outlines what determines the decision process. Operating system clearly ranks first as the most important factor followed by price (see table 3.4). With values of 24.3% and 18.9% these two factors have significantly higher influence on the decision making process than support which is ranked third with 14.6% followed by value added services with 13.0%. Performance (11.1%), availability (9.5%) and start-up time (8.8%) have less influence on the participants’ choice. The correlations between the observed and estimated preferences indicate a good estimation model. Pearson’s R which estimates the correlation between the metric total utility and the empirical observation, is significantly high with Pearson’s $R = 0.96$.

Apart from the relative importance, the part-worth utilities of the different factors show interesting results (see table 3.4). The optimal product offers both operating systems, at the lowest price, with phone support, no value added services, a guaranteed performance level at the highest availability rate, and is ready to use immediately after start-up. The total utility $U^*$ for the optimal Cloud service is calculated as follows\(^{20}\) (see equation (3.1)):

$$U^* = 5.03 + 0.53 - 0.57 + 0.25 + 0.57 + 0.29 - 0.22 + 0.16 = 6.04\ ^{21}$$

The results for the respective factor levels explain customers’ preferences in detail. For the factor “operating system”, users prefer to have a system running on Linux, if not both operating systems are offered, while a Windows only instance has a negative utility. This valuation changes when the population only consists of enterprise users. They refuse Linux only based instances even stronger than those running on Windows only. Thereby higher prices are considered worse than lower prices. Unlike in other cases prices are not regarded as indicators for the quality of the product. Results for the factor support level indicate that all users value phone support as the most important support level. Email support also has a positive utility and documentation only receives a negative utility. While value added services receive a negative utility from the total population, the group of scientists differs from the average user because load balancing has a strong positive utility for them.

\(^{20}\)Note that this approach considers empirical value simultaneously (also known as combined conjoint analysis). Hence, the information loss is lower on an aggregated level, but the path-worth utility can significantly differ from aggregated values of every individuals. However, the relative importance remains almost the same (Backhaus et al., 2008).

\(^{21}\)Please note that due to rounding errors the total value does not exactly deviate by one from the average utility.
Developers also value load balancing positively although they prefer not to have any value added services. As expected, the population of respondents values a higher availability more than a lower availability.

The applicability of Revenue Management models in the Cloud from the customers’ perspective was summarized in RQ 2.1, if Revenue Management models are applicable for Clouds. The questions from the survey (except the conjoint analysis) were mostly nominally scaled. Thus, the three hypotheses were tested via a chi-square test\(^\text{22}\). The goal of Hypothesis 3.1 is to find out whether the usage frequency depends on the role of the user. Revenue Management models cluster users into different groups in order to provide a certain price for a certain group of users. According to the chi-square test, business users and developers use these

\(^{22}\text{For more information on Pearson’s chi-square test see e.g. Cowan (1998)}\)
services more often than scientific or end users (Pearson’s chi-square test, p-value = 0.004<0.01). This allows a provider to offer high price and low price segments of services and differentiate them by determining better conditions for more frequent consumers. However, it cannot be concluded whether more frequent consumers are able to predict their requirements better or not (Pearson’s chi-square test, p-value = 0.746).

<table>
<thead>
<tr>
<th>Table 3.5: Hypotheses results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 The usage frequency of computing services depends on the role of the user.</td>
</tr>
<tr>
<td>H2 Users, who are able to predict their behavior, also book the resources in advance.</td>
</tr>
<tr>
<td>H3 Users, who support price discrimination, also prefer best effort services.</td>
</tr>
<tr>
<td>H4 Users, who support price discrimination, also prefer to book in advance.</td>
</tr>
<tr>
<td>H5 Users, who support price discrimination, also prefer a subscription model.</td>
</tr>
</tbody>
</table>

Another positive result was derived for the second Hypothesis 3.2. Consumers, who are able to predict their service usage also accept booking in advance. Otherwise, advance reservation will not make any sense, if consumers do not accept it, although they were able to do so. The test shows that there is a relationship between both questions (Question 4 and Question 6) according to Pearson’s chi-square test with a p-value=0.034<0.05. Hence, the null hypothesis (independence of both answers) can be rejected.

Furthermore, price discrimination is essential to price services according to consumers’ needs (Hypothesis 3.3). In particular, if scientific users would prefer low bandwidth for a lower price, then low fare classes and high fare classes increase the revenue of the provider. The null hypothesis states that price discrimination and different levels of service quality are dependent, i.e. consumers, who prefer price discrimination seem to prefer different service levels as well. The null hypothesis is rejected. Hence, there is a relationship between these two parameters (Pearson’s chi-square test, p-value = 0.016<0.05).

Besides the above mentioned context, price discrimination can be tested according to booking in advance (Hypothesis 3.4). A user who prefers price discrimination will also take the chance to reserve instances beforehand. This hypothesis cannot be confirmed (p=0.60>0.05). However, the participants seem to significantly favor a subscription model with advance reservation (p=0.047<0.05). Hence, a subscription model combined with a prolonged start-up time or comprising a condition to receive the instance with delay for a lower price would be beneficial to the provider, since he can sell the on-demand services for a higher price.
Inferentially, would a supporter of price discrimination also choose a subscription model in order to receive a lower price (Hypothesis 3.5)? The chi-square test does not identify a significant relationship between subscription model and price discrimination ($p=0.21>0.05$). Therefore, no statement can be derived from this result. In the context of RQ 2.2, only price discrimination and different service levels have a strong dependency.

The classification of consumers into certain groups to apply price discrimination is an important aspect in Revenue Management. Su (2007) classified the consumers into four different categories (see Section 3.2.3). An impatient customer may not want to wait too long and has a higher valuation for a service than a patient customer, who chooses to wait longer and pay a lower price. Thus, a clear preference classification will ensure the success of Revenue Management. It is assumed that impatient high-type customers will have a higher willingness to pay and cannot predict their behavior, whereas patient low-type customers will request a lower price and can predict his usage. High class customers are determined by their estimated value for one computing instance for one hour. They are selected from all participants with a valuation above the third quartile ($\geq \$1.00$). Table 3.6 illustrates the distribution over the classes. Interestingly, one third of the participants need resources often instantly and are not ready to pay a high price (low class, impatient customers). 58% of the customers are patient high-type or impatient low-type. When these two customer groups dominate the market, Su (2007) recommends to increase the price over time, which is in line with the common practice in Revenue Management. Additionally, this table outlines the heterogeneity of the customer behavior. Intertemporal price discrimination are only applicable for a heterogenic customer group (Stokey, 1979).

<table>
<thead>
<tr>
<th></th>
<th>High class</th>
<th>Low class</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient</td>
<td>16</td>
<td>18</td>
<td>34</td>
</tr>
<tr>
<td>Impatient</td>
<td>9</td>
<td>22</td>
<td>31</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>40</td>
<td>65</td>
</tr>
</tbody>
</table>

### 3.5.3 Implication

Summarizing the results, three major findings can be listed. At first, the conjoint analysis revealed that price is an important factor, but it is dominated by the Operating System offered by the provider (RQ 2.3). The IaaS layer is based on the chosen
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Operating System and the current software running on top of them do not seem to be flexible enough. Users of IaaS seem to prefer a well-known platform instead of comparing the availability rate of different providers or between the services of one provider. Contradicting the results from previous surveys, performance and availability are not the most important factors of an IaaS. Service sellers should consider designing Operating System, the service price and the support level crucially by offering different kind of factor levels for the heterogenic customer classes. The heterogeneity allows application of price discrimination for Cloud services.

Secondly, consumers are open towards price discrimination and more than 50% would book time slots in advance or accept best effort services for discounts (RQ 2.2). Revenue Management models can be applied to the Cloud from a consumer perspective. Important characteristics of Revenue Management models like price discrimination and advance reservation will be accepted in line with other factors like service level differentiation. However, price discrimination is not supported in conjunction with all Revenue Management aspects (Hypothesis 3.3, 3.4 and 3.5). This characteristic also underlines the heterogenic customer classes.

Last but not least, comments from the respondents also indicate what other surveys point out: changing providers is very complex, and missing standards make it harder to transfer operations from one provider to the other (Gens, 2008). Even though prices influence the first choice decision, migrating operations to another provider for a better price is only an option for non-critical operations and for significantly (at least 25%) lower prices.

Providers of Cloud services should crucially analyze the market situation. Although consumers seem to accept price discrimination under certain condition, McAfee (2008) states that three conditions have to be fulfilled to successfully apply price discrimination. Besides a heterogeneous consumer behavior, Cloud service provider needs market power and he has to prevent or limit arbitrage options. While the last two arguments depend on the market situation or on the service design of the provider respectively, the survey results confirm the heterogeneity of the consumer behavior. All these factors are important to successfully apply Revenue Management models to the Cloud (RQ 2.1). Furthermore, operating system and price have a great impact on the provider selection process of the consumer. Thus, offering various Linux or Windows versions (or even other operating systems) can result in a higher market share. However, a provider should consider other additional services like phone support as well to distinguish his service from the competitors’ offers.
Chapter 4

Capacity Management in Clouds

The problem of seat inventory control is complicated by the high uncertainty in the demands and the diverse arrival patterns of the requests for the various fare classes.

[Lee and Hersh, 1993]

The goal of this chapter is to define and evaluate a heuristic called Customized Bid-Price Policy (CBPP) to calculate bid prices in the Revenue Management context for Cloud services. Section 4.2 outlines the existing approaches for the bid price calculation. In Section 4.3 an example for applying bid price models to Cloud services is given and the drawbacks of existing approaches are discussed. The heuristic is evaluated via simulation. Simulation configuration and the hypotheses are described in Section 4.4. The results are summarized in Section 4.5.

4.1 Introduction

In the Cloud Computing market, Cloud service providers face dynamic and unpredictable consumer behavior. The methodology, through which prices are set in a dynamic environment by providers, can influence the demand behavior of price sensitive consumers (Bitran and Caldentey, 2003). Consequently, consumers with a low valuation for a service would use it during cheaper periods. Business consumers are willing to pay a higher amount for its usage (see Chapter 3). By identifying the right price for a customer and a requested service at a certain point in time, providers can achieve higher revenues (Kimes, 1989). However, in some settings, it is difficult to change prices over time or the service is designed to be offered for a fixed price. For example, Amazon currently offers its Elastic Compute Cloud\(^1\) service at a fixed price of $0.085 for a CPU hour without frequently changing the prices. Price changes can

\(^1\)A small Linux instance (http://aws.amazon.com/ec2)
be realized with specific markets like auctions. Historically, Amazon started with their on-demand fixed price model in 2006. In March 2009, they announced the “reserved instances” payment model. It comprises of a one-time fee valid for a certain time period and allows access to instances for a much lower price per hour than the on-demand model. This model is beneficial to the consumer, who uses the service quite frequently. In December 2009, Amazon presented the “spot instance” model, where prices change dynamically over time. If the spot price (i.e. the current market price) decreases below the consumer’s bid, the instance of the consumer will be started and the consumer pays the current spot price. If the price increases above his bid, the running instance will be stopped until the price decreases again or users cancel their bids. However, it is not clear how the spot price is determined by Amazon. One option would be to apply Revenue Management methods to support the identification of appropriate prices for Cloud services. Generally, Amazon aims to satisfy different kinds of demands of the heterogenic consumer preferences by offering three different pricing mechanisms.

Another important aspect in Revenue Management is the comprehensive view of prices in conjunction with advance reservation (see Section 2.3). Advance reservation is already applied to Cloud services. For example, RenderRocket\(^\text{2}\) offers on-demand access to rendering software to create animated movies or to render architectural and industrial designs. They charge users “on-demand hourly” with rates starting from $1.50 per server hour. But they also offer advance reservation of servers on a daily, weekly or monthly basis. This offer allows a guaranteed priority on reserved instances and an on-demand scalable system.

Although advance reservation and the analysis of consumer behavior can reduce uncertainty in demand, there are still unpredictable occurrences. An example of unpredictable service requests is the problem Animoto\(^\text{3}\) faced in spring 2008. Animoto offers to create customized web-based videos automatically by uploading images and music. It needs substantial computing power for video processing. In spring 2008, Animoto had an unpredictable demand for their service, when 750,000 people signed up for it within three days. However, the existing infrastructure was not able to manage it. The instant availability of Amazon’s EC2 allowed them to add up to an additional 3,500 virtual instances to satisfy the spike in demand\(^\text{4}\).

Furthermore, Cloud services are characterized by various properties defined in SLAs, which enable the implementation of price discrimination strategies for distinguishing similar services based on their SLA attributes (e.g. higher throughput or

\(^\text{2}\)http://www.renderrocket.com
\(^\text{3}\)http://www.animoto.com
\(^\text{4}\)NY Times article: http://www.nytimes.com/2008/05/25/technology/25proto.html?_r=3&adxnnl=1&oref=slogin&ref=business&pagewanted=print&adxnnlx=1212768774-L4fMNfgaHc/01DK5wKcevQ, last accessed on 03.03.2010
lower availability rate). From a provider’s point of view, offering various kinds of services based on advance reservation and on-demand instances can lead to uncertain demand requests. When demand outweighs supply, a provider has to decide, whether to accept an incoming request or reject it in favor of a request arriving later for a service with higher revenue. In the case of Amazon’s Spot instances the price can be calculated by analyzing several scenarios with different price settings and virtual resource limitation in order to determine the appropriate pricing strategy.

In this chapter, a decision concept for a provider is presented to accept or reject incoming requests for services in order to increase revenue in a scarce resource market. A provider offers several Cloud services, which use the same resources from the provider’s resource pool. The goal for a provider is to sell the most expensive services to the paying customer (Phillips, 2005). When a consumer requests a service with low revenue, the provider has the possibility to accept this request or to wait for a prospective customer asking for the high valued services. Different decision rules well known from Revenue Management for the Airline Industry are analyzed to understand how to apply Revenue Management concepts to Cloud Computing. This contribution comprises of a more efficient decision rule called Customized Bid-Price Policy (CBPP), which is based on the bid-price control concept introduced briefly in Section 2.2.1 and 2.2.2. Its efficiency is analyzed via simulation-based optimization in Section 4.5.

4.2 Related Work

Each offered service represents a booking class, which has a fixed price. The provider has to decide, if a service request should be accepted or rejected. Thus, a limit defining how many requests are operable for each booking class has to be identified, which is known as capacity control (see Section 2.2.1 and 2.2.2). Nested booking limits allows the prevention of bookings for services with higher revenue being rejected in favor of bookings with lower revenue. They define how much capacity is reserved for a certain booking class. Every service has limited access to resources like CPU, memory, storage, or bandwidth. Due to multiple resources a nested booking limit control must be defined for each resource. This is called virtual nesting control (Williamson, 1992; Smith and Penn, 1988). It is difficult to forecast demand appropriately for virtual classes. The requirement of mapping services to virtual classes also increases complexity (Talluri and van Ryzin, 2004b). Furthermore, the assumption that demand for low-class services occurs earlier than for high-class services is common in Revenue Management (Gallego and van Ryzin, 1994). If demand arrives in a strictly high-to-low order the providers simply need to accept consumer requests in a ‘first-come first-served’ order to maximize their revenue. On the other
hand, when demand is stochastic, the strict low-to-high order is also less appropriate. For a more realistic scenario, the assumption must be made that the demand for low-class services is more likely to arrive earlier and the demand for high-class service is more likely to arrive later in time (Kimms and Mueller-Bungart, 2007).

Bid prices are interpreted as an approximation of the opportunity cost of reducing the resource capacities, which are needed to satisfy incoming service requests (Bertsimas and Popescu, 2003). Möller et al. (2008) describe bid prices as monetary values of a single capacity unit for a resource. The sum of the resource demands of a request weighted with the corresponding resource bid prices defines the bid price of a service. If this sum exceeds the revenue yielded by the sale of one unit of the respective service, the request is rejected, otherwise it is accepted (Williamson, 1992). Regular updates of bid price values are necessary to guarantee a continuous precision of the bid prices. Less accurate bid prices can lead to accept/reject decisions of minor value. Continuously updated bid prices are based on the current booking situation at a certain point in time $t$. That is, if a large amount of capacity has already been sold, the bid prices turn out to be higher.

Bichler and Setzer (2007) propose an admission control for media on-demand services, e.g. a media streaming service. The authors compare an adaptive admission control based on a Deterministic Linear Programming (DLP) model (Williamson, 1992) with static admission rules, and point out the benefits of the adaptive method. Their results show, that the adaptive DLP control rejects early service requests, and thereby is able to accept high-revenue service requests arriving later.

Bid prices vary depending on the current state of the system. The availability of revenue information enables a bid price control to accept more requests which yield higher revenues. This is a major advantage over class-based controls as protection levels, because these controls either accept a class of requests or reject it (Talluri and van Ryzin, 2004b). If a class is under-utilized, these capacities cannot be automatically allocated to other classes with high demand unless special policies are defined.

## 4.3 Optimization Approach

The decision of accepting or denying a request depends on the applied policy or heuristics. Capacity control comprise heuristic approaches for the original dynamic programming problem. A Bellman equation defines the optimal policy for accepting or rejecting requests. Since the speed of computation matters (especially for large resource/product settings), bid-price control is an approximation method to quickly update the policies after the arrival of new requests. It provides a good estimate, but not always an optimal solution. Especially in the Network Capacity Control (NCC)
setting, the calculation of the optimum increases exponentially with the number of resources $m$ and services $n$ (Talluri and van Ryzin, 2004b).

Cloud services in the Revenue Management context depend on various parameters. A service provider offers different kinds of services. Each service is based on physical resources to generate the services. These services are requested at different points in time. The decision when to accept or reject a request may change during the time horizon for the same service, since the calculated bid price for every resource depends on the current utilization of the resource. To model the request for Cloud services, probabilistic models such as Poisson processes are used to estimate the demand. The parameters, their interrelation and the induced assumptions are described below:

**Time:** A customer has the possibility to book a service within a booking period $T$. $T$ corresponds to the total amount of time remaining to book services and is finite and countable. Furthermore, time is discrete with a point in time $t \in \{T, T - 1, \ldots, 1\}$ (Adelman, 2007). Requests for services arrive at discrete points in time $t$. Customers book services in advance according to their computational needs (Figure 4.1). In practice, the booking period in the Cloud service domain is considerably smaller than in airline Revenue Management. This contributes to a more spontaneous setting with customers booking services according to the more agile business environment and changing requirements for Cloud services. The duration of a booked service is fixed. For example, the duration can be set to one hour (e.g. Amazon EC2), and the customers have to plan how long they will need the service by reserv-
ing multiple units of these service units. The availability of services depends on the resources possessed by the provider.

**Resources:** The provider has to manage and control \(m\) different resources \(h \in \{1, \ldots, m\}\). In the present context, the term resources stands for computing capacities. Examples for resources are CPU power, memory, storage or bandwidth. Every resource needs to be quantifiable, and must be dividable into discrete segments. For example, the allocation could be done as follows: One unit of resource \(h = 1\) represents one (virtual) computing unit, one unit of resource \(h = 2\) consists of 500 MB of memory, one unit of resource \(h = 3\) corresponds to 1 GB of storage space, and one unit of resource \(h = 4\) conforms to 1 GB data traffic in both directions. Every resource \(h\) is restricted by a finite amount of capacity \(c_h\). The amount of capacity already reserved at time \(t\) for previous customer requests is denoted by \(\bar{c}_{ht}\).

**Services:** Resources are necessary to provide Cloud services consuming these resources. Resources are allocated to \(n\) different classes with each service \(i \in \{1, \ldots, n\}\). Each service class represents a (virtual) computing environment that can be used by the customer for computational purposes. The definition of the services depends on the defined setting \(m \times n\) (resources \(\times\) services), e.g. setting \(3 \times 3\) considers three resources and three services. Classes can be distinguished by their resource usage or by the different prices. For example, a service class consuming the highest amount of storage can be denoted as a "high storage" service. The service, which consumes the highest amount of the most valuable resource, is likely to cost more than a low-fare service with less valuable resources. However, the design of the classes highly depends on the strategic goal of the provider and on the consumer preferences for the offered services.

Formally, the matrix \(A\) describes the mapping between the resources and services. An element \(a_{hi}\) represents the usage of resource \(h\) by one unit of service \(i\). \(A_i\) shows all resources consumed by service \(i\) and \(A^h\) the services using resource \(h\). The resource consumptions of the different services are expressed by matrix \(A_i\). The price of service \(i\) is denoted with \(r_i\), and depends on the amount of resources required by the service. \(r_i\) is the revenue yielded by the sale of one unit of service \(i\). Prices are fixed over a predefined booking period.

**Demand:** Demand can be modeled in a variety of ways (McGill and van Ryzin, 1999). For instance, Bitran and Mondschein (1997) model demand as a time-dependent Poisson process with arrival rate \(\lambda_t\). The demand between the different classes of services is assumed to be independent, which is a common assumption in Revenue Management (Belobaba, 1989; Williamson, 1992; Gallego and van Ryzin,
A consumer, who desires a cheap service, will not book a higher class and, hence, a more expensive service. However, a consumer with a high valuation of the service may prefer a low-fare service. Currently, most Revenue Management literature assume independency between fare classes. Consequently, users will not switch between different fare classes. Furthermore, the arrival of group requests is not taken into account. It is assumed that at most one service request can arrive per discrete unit of time $t$ (Talluri and van Ryzin, 1998).

Another question of Revenue Management in practice is how to perform an appropriate forecast of demand. Forecasts are a complicated statistical concept addressing the uncertainty of possible future outcomes. They aim to predict future demand, or to give an estimate of the probability distribution of demand. Forecasting is usually based on historical sales data (Chen and Kachani, 2007). However, it is assumed that providers have certain demand information from past booking periods. Therefore, they are able to perform almost accurate demand forecast. Fluctuations in demand will be handled by passing through different demand scenarios in the simulation. Some models for capacity control in Revenue Management consider the fact that some customers do not show up or cancel their bookings. Depending on the company and the fare classes booked by the customers, in some cases a refunding - in part or even in full - is possible. Concepts, which incorporate customer no-shows, refunding, as well as overbooking are not considered in the bid-price model for Cloud services. Furthermore, demand in this context is not influenced by the supply of other provider companies. Competition between providers is not examined. Aspects concerning strategic customer behavior, such as willingness to pay vs. willingness to wait, are not examined (Su, 2007). The focus of this thesis is on a provider, who is exposed to incoming customer requests for the offered services in a market with a scarce amount of resources.

**Arrival process:** $D_{iT}$ represents the amount of requests for service $i$ arriving in the complete booking period $T$. $D_{iT}$ can be subdivided into the expected demand arriving between the current point in time $t$ and the end of the booking period, denoted as $D_{it}$ (demand-to-come), and the demand prior to the beginning of the booking period until $t$ as $\hat{D}_{it}$ (see Figure 4.2).

A request for service $i$ at time $t$ arrives with probability $p_{it}$, and thus, the arrival of a request for service $i$ at time $t$ is a random variable $X_t$ with $X_t = (\{0,i\} | i \in \{1,\ldots,n\})$, i.e. $X_t = 0$ if no request comes in at $t$. $T$ is finite and countable, and thus, the arrival process of requests by the customers is a time-discrete stochastic process $X$, which is a sequence of random variables $X_t$. The demand for service class $i$ arrived from $T$ until $t$ is described by $\hat{D}_{it}$. If a request for service $i$ occurs in
time slot $t$, the demand arrived until $t$ changes from its previous value $\hat{D}_{it}$ at time $t + 1$ to its new value $\hat{D}_{it} + 1$ at time $t$ (note that the time runs backwards).

In Revenue Management it is often assumed that the so-called low-fare customers book earlier than the high-fare customers (Belobaba, 1989). This assumption is also valid in this chapter. The probability of arrival of a low-class request (service $i = 1$) is high at the beginning of the booking period, and decreases over time. On contrary, the probability of arrival of a high-class request is low at the beginning of the booking period, but increases in time. In the present setting the provider offers several services. The low-before-high restriction is always held for the cheapest and for the most expensive service, although due to the stochastic nature, there is a small probability that high-fare requests can arrive in the early stage as well.

### 4.3.1 Bid Price Control

The dynamic programming problem was heuristically approached by several authors. In this section, three different models are presented, of which two of them serve as a benchmark for the simulation results in Section 4.5. The Randomized Linear Programming (RLP) model is not considered, since the improvement to the deterministic version was on the one hand not significant in the Cloud context and on the other hand aggregated values with different demand scenarios were inherently incorporated in the simulation.

#### 4.3.1.1 Deterministic Linear Programming Model

The network model for bid-prices assumes expected demand information and excludes the stochastic nature of the demand (Glover et al., 1982; Williamson, 1992). Based on demand forecasts the expected aggregate demand-to-come $D_{it}$ for the remaining booking periods is calculated, and it is assumed that the demand is equal to its mean values. An approximation for the objective-value function $V$ is obtained by:
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\[(4.1)\] \[Max. \ V(x) = \sum_{i=1}^{n} r_i \cdot x_i\]

\[(4.2)\] \[s. t. \ \sum_{i \in A^h} a_{hi} \cdot x_i \leq c_h - \bar{c}_{ht} \ \forall h \in \{1, \ldots, m\}\]

\[(4.3)\] \[0 \leq x_i \leq D_{it} \ \forall i \in \{1, \ldots, n\}\]

The condition for accepting a request is: The revenue \(r_i\) yielded through the sale of service \(i\) must be greater than or equal to the sum of the resource consumptions of service \(i\) weighted with the corresponding bid-prices (Talluri and van Ryzin, 1998):

\[(4.4)\] \[r_i \geq \sum_{h \in A_i} a_{hi} \cdot \pi_{ht}.\]

Additionally, it must be ensured that there is still sufficient capacity of every resource available to satisfy the request. This is expressed by the condition:

\[(4.5)\] \[a_{hi} \leq c_h - \bar{c}_{ht} \ \forall h \in A_i\]

(4.1) is the objective function, which maximizes the total revenue. The total revenue results from the sum of the prices \(r_i\) charged for each service multiplied by the number of units of each service sold in the booking period \(x_i\). Constraint (4.2) ensures that enough capacity of each resource is available to satisfy the need for capacity by the number of allocated units of the services. Constraint (4.3) guarantees that the number of services sold are not below zero and do not exceed the expected demand-to-come.

The solution vector of the primal problem is discarded, and the variables of the optimal solution of the dual problem are used as bid-prices (Talluri and van Ryzin, 1998). If the constraint (4.2) is linearly dependent for all resources \(h\), then only one solution for the dual prices exists. Otherwise, according to Paris (1981), the optimal solution can have multiple optimal dual bid-price vectors. The Deterministic Linear Programming (DLP) can either be solved at the beginning of the booking period with the given demand forecast by using static bid-prices or, as a more dynamic approach, by recalculating the bid-prices at certain data collection points during the booking period. The former approach has only one bid price over the entire horizon and thus deterministically accepts or rejects certain services, e.g. all service \(i = 1\) are rejects, while service \(i = 2\) and \(i = 3\) are accepted. The latter is advantageous
in order to keep up a certain precision of the bid-prices. The main benefit of the DLP model is that it can be solved efficiently, which makes it popular for practical applications. Its performance strongly depends on the size of the network as well as on the reliability of the demand forecasts. However, this model does not imply any uncertainty in demand. Furthermore, the accuracy of bid-price values in the DLP model depends on how frequent these recalculations are performed. The most frequent calculation of bid-prices is carried out by recalculating bid-prices each time a request occurs. Another drawback of the DLP model is that the dual variables of resources can be zero. Hence, capacity for a resource is higher than the mean demand (Talluri and van Ryzin, 1998). Consequently, too low bid-prices can be the result. A simple numerical example is provided to illustrate the problem: consider a network with two resources and two services with the following resource usage (matrix $A_i$) and prices $r_i$ (Table 4.1):

<table>
<thead>
<tr>
<th>Resources $h$</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = 1$</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>$h = 2$</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.1: Dual variables example of the DLP problem

<table>
<thead>
<tr>
<th>Services $i$</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prices $r_i$</td>
<td>4.00</td>
<td>5.50</td>
</tr>
</tbody>
</table>

The expected total demand for service $i = 1$ is $D_{1T} = 5$, and for service $i = 2$ $D_{2T} = 8$. Furthermore, assume that the available capacities of both resources are $c_1 = c_2 = 40$. Given this information, the dual problem looks as follows:

\[
\begin{align*}
\text{(4.6)} & \quad \text{Min. } V(y) = 40y_1 + 40y_2 + 5s_1 + 8s_2; \\
\text{(4.7)} & \quad s. t. \ 2y_1 + 4y_2 + s_1 \geq 4.00; \\
\text{(4.8)} & \quad \ 4y_1 + 2y_2 + s_2 \geq 5.50; \\
\text{(4.9)} & \quad y_1, y_2, s_1, s_2 \geq 0
\end{align*}
\]

The total demands for the services can be converted into the total demands per resource by calculating: $2 \cdot 5 + 4 \cdot 8 = 42$ for resource $h = 1$ and $4 \cdot 5 + 2 \cdot 8 = 36$ for resource $h = 2$. Obviously, the total demand for resource $h = 1$ exceeds the available capacity $c_1 = 40$ of resource (42 > 40). Contrarily, the total demand for resource
4.3. OPTIMIZATION APPROACH

$h = 2$ is below the capacity of resource $h = 2$ ($36 < 40$). Solving the dual problem leads to the solution vector with the optimal dual variables $y_1 = 1.375$ and $y_2 = 0.0$. For resource $h = 2$ the capacity is higher than the demand for the resource, and thus, the optimal dual variable $y_2$ is zero. Using such low values as bid-prices can result in inefficient outcomes in terms of revenue performance as well as resource utilization, because condition (4.4) can be fulfilled for too many of the low-revenue requests. Hence, low-fare services are sold too frequently and less capacity can be reserved for the ‘later arriving’ high-fare requests yielding more profit.

4.3.1.2 Randomized Linear Programming Model

The Randomized Linear Programming (RLP) model induces stochastic information. The expected demand as in the DLP case is replaced by a random demand vector $D$ (Smith and Penn, 1988). For instance, Gallego and van Ryzin (1994) model the demand as a Poisson process. The probability distribution of the demand for each service is used to generate different scenarios of demand-to-come $D_{it}$. The optimal solution of this problem represents a random variable, which provides the approximation to the objective-value function $V$. According to Talluri and van Ryzin (1999) the application of RLP leads to a significantly higher revenue than DLP. However, in various test settings in this thesis, no significant difference to DLP could be identified for Cloud services and thus this approach is disregarded.

4.3.1.3 Certainty Equivalent Control

Another approach called certainty equivalent control extends the concept of bid-prices and directly calculates an approximation of the opportunity cost for every service and not for every resource (Bertsimas and Popescu, 2003). For this purpose it solves two instances of the DLP problem described above: The first instance solves the initial DLP problem (4.1) and the second instance subtracts the amount of resources demanded by the request from the remaining capacity of the resource

$$c_h - c_{ht} - a_{hi}, \forall h \in \{1, \ldots, m\}.$$ 

The approximation of the opportunity cost of service $i$ is then obtained by subtracting the objective function value of instance 2 ($V'(x)$) from the objective function value of instance 1 ($V(x)$). This approximation does not depend on the optimal dual variables. Thus, the drawback of multiple optimal dual variables of the linear programming model is eliminated. The Certainty Equivalent Control (CEC) policy requires forecasts for the total demand for each service, as well as forecasts for the expected demand-to-come ($D_{it}$). The main advantage of the CEC policy arises from
the numerous and periodic updates of the approximation of the opportunity costs, thereby guaranteeing a certain accuracy. Since CEC is based on the DLP problem, it shares the same disadvantage of only incorporating expected demand and not considering uncertainty of the demand process. However, Bertsimas and Popescu (2003) have proven that CEC outperforms DLP.

4.3.2 Customized Bid Price Policy

A different NCC approach for calculating bid prices was proposed by Klein (2007). The idea of this approach is to use simple linear additive functions to calculate bid prices every time a request occurs. The functions are based on parameters, which can easily be kept on track during the booking period, such as the current amount of reserved capacity $c_{ht}$ as well as the expected demand-to-come $D_{it}$. It uses a continuous time model with a booking period represented by the time interval $[T;0]$. The concept further involves the determination of coefficients (control variables) via simulation-based optimization. The control variables are used for calibrating the bid-price functions adequately, which are evaluated offline before the time horizon. In the following, the basics of the Self-Adjusting Bid-Price (SABP) concept are explained. Subsequently the customized concept named Customized Bid-Price Policy (CBPP) is presented, which uses a genetic algorithm for calibrating the control variables. Additionally, Section 4.5 outlines a thorough statistical analysis of the benchmark.

In SABP two different linear bid-price functions are explained (Klein, 2007). One is time-oriented, and involves the time remaining to sell the services, and the other one is resource-oriented. However, the focus here is on the resource-oriented alternative, because it takes into account information about the future resource demands of incoming requests. It can describe the current booking situation more accurately, and is better suited to evaluate resources in Clouds. Klein (2007) has also proved that the resource-oriented version outperforms the time-oriented approach. Bid prices are calculated for each resource $h$ every time a request occurs. The variable $\pi_{ht}$ denotes the bid price of resource $h$ at time $t$. In the case of an arrival of a request for service class $i$ at time $t$, the bid-price control decides whether to accept or to reject the request.

The components of the bid-price function describe the current booking situation. Consequently, if many requests arrive, the computations of bid prices take place more frequently. Therefore, the accept/reject decisions directly affect the values of future bid prices. The formula of the bid-price function for a resource $h$ at time $t$ is:

$$\pi_{ht} = \pi_h + \alpha_h \cdot c_{ht} - \beta_h \cdot u_{ht}.$$
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$\pi_h$ denotes the base bid price, which is a control variable and provides the basis for the bid price calculation. It is determined by simulation-based optimization. Naturally, the value of $\pi_h$ influences the bid prices. Therefore, the question arises as to how the base bid price is set. *Klein (2007)* calculates it by creating a random number and multiplying it with the minimum bid price of resource $h$. The minimum bid price is the value at which, if it is exceeded, requests for at least one service class $i$ are no longer accepted, and is computed by $\min_{r_i/a_{hi}} \{r_i/a_{hi} | i \in A^h \}$.

The bid-price function further consists of two parts: The first part of (4.11) $(+\alpha_h \cdot c_{ht})$ is responsible for the increase of the respective bid price over time. The amount of reserved capacity of resource $h$ at time $t$ ($c_{ht}$) can only be natural numbers counting the number of resources that are already allocated. If a request is accepted, the bid price of a resource increases by the value $c_{ht}$ multiplied with $\alpha_h$. Thus, the bid price of resource $h$ increases only through the acceptance of incoming requests. This corresponds to the fact that available resources get less due to sales and hence become more expensive.

The second part of the formula $(-\beta_h \cdot u_{ht})$ decreases the bid price for every request made. A decrease is required to avoid free capacity leading to a revenue loss. If the function had no decreasing part, the bid price would increase monotonically after every acceptance. From a certain point in time every future request will be rejected, and no more sales could take place, although free capacity is still available. $u_{ht}$ is the capacity required to satisfy the demand for service $i \in A^h$ until $t$. The demand until $t$ for a service $i \in A^h$ can be calculated by $D_{iT} - D_{it} = \hat{D}_{it}$. It requires forecasts of the total expected demand per service $i$ ($D_{iT}$), as well as forecasts of the expected demand-to-come ($D_{it}$) for every point in time $t$ until the end of the booking period. $u_{ht}$ is calculated by

$$\sum_{i \in A^h} a_{hi} \cdot (D_{iT} - D_{it}).$$

For every service, its demand for resource $h$ ($a_{hi}$) is multiplied by the expected demand until $t$ ($D_{iT} - D_{it}$), and the sum of these services is taken. The values of $u_{ht}$ increase over time as more demand is realized. This leads to a decrease in the bid-price function when additional demand arrives over time. The two parts of the resource-oriented bid-price function ensure that the total value of a bid price ($\pi_{ht}$) only increases, if requests are accepted and decrease otherwise. The increase amplifies if the amount of reserved capacity ($\bar{c}_{ht}$) is high. The parameters $\alpha_h$ and $\beta_h$ are control variables required for calibration purposes in the simulation-based optimization. They have a strong impact on the accept/reject decisions. For instance, very high values for coefficient $\alpha_h$ and very low values for coefficient $\beta_h$ lead to more
frequent reject decisions, because the increase of the bid-price function turns out to be too high. This would imply losses in revenues due to rare sales. In the opposite case, very low values of \( \alpha_h \) and very high values of \( \beta_h \) result in rather low bid prices, and thus, it can happen, that capacity is mostly sold to low-fare classes leading to potentially lost revenues, which could be yielded by high-revenue requests arriving later. Because of these reasons, promising values for the control variables are obtained via simulation-based optimization.

The Customized Bid-Price Policy (CBPP) approach is based on the resource-oriented bid-price function of SABP. The bid price of resource \( h \) at time \( t \) is calculated by the formula:

\[
\pi_{ht} = \pi_h + \alpha_h \cdot \frac{c_{ht}}{c_h} - \beta_h \cdot \frac{u_{ht}}{U_{hT}}
\]

The control variables \( \pi_h, \alpha_h, \) and \( \beta_h \) are determined via a genetic algorithm, which is described below. Again, the bid price calculation is based on the base bid price \( \pi_h \). In CBPP policy, the genetic algorithm uses the minimum bid price \( \pi_{h_{\text{min}}} \) as upper bound for the base bid price. Thereby, it is guaranteed that the base bid price does not turn out to be too high, which would lead to rejects of requests for all service classes.

The customized bid-price function is also based on two parts. The first part \((+\alpha_h \cdot \frac{c_{ht}}{c_h})\) increases the bid price \( \pi_{ht} \) if requests are accepted. The amount of reserved capacity of resource \( h \) at time \( t \) \((c_{ht})\) is divided by the total capacity of resource \( h \) \((c_h)\), and hence can only take values in \([0;1]\). An acceptance of a request for service \( i \) leads to an increase of the bid price of resource \( h \) to the amount of the delta of the value \( \frac{c_{ht}}{c_h} \). The increase of the bid price also depends on the value of \( \alpha_h \).

The decreasing part \((-\beta_h \cdot \frac{u_{ht}}{U_{hT}})\) lowers the bid price every time a request is made. As explained above, \( u_{ht} \) corresponds to the amount of capacity needed to satisfy the demand until \( t \) for the services \( i \in A^h \).

\( U_{hT} \) is the capacity of resources that is required to satisfy the total expected demand of the complete booking period calculated by \( \sum_{i \in A^h} \alpha_{hi} \cdot D_{iT} \). \( U_{hT} \) can also be denoted as the total resource demand. It requires a forecast of the total demand for service class \( i \) in the booking period. The quotient \( \frac{u_{ht}}{U_{hT}} \) is always in \([0;1]\), and increases over time as more demand is realized. Hence, the bid price decreases with incoming requests. Reasonable values for the control variables \( \pi_h, \alpha_h, \) and \( \beta_h \) are obtained by a genetic algorithm in order to minimize inefficient outcomes.

The main advantage of SABP and CBPP is the very frequent recalculation of bid prices with minimum computational effort. Thereby, information about the current
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booking situation is always considered, and the bid prices exhibit a certain precision. **Klein (2007)** states that this approach is robust to errors in the forecast. If the realized demand is less than the forecasted one, less capacity units may be reserved, and more capacity is available to satisfy incoming requests. Thus, the increasing part of the bid-price function is lower, and more requests with lower revenues can be accepted. On the other hand, if the realized demand is higher, the bid price increases strongly as more capacity is reserved due to the acceptance of requests. Furthermore, a strict fragmentation of the services into only two subsets ($S_1$: Accepted, i.e. $r_i \geq \sum_{h \in A_i} a_{hi} \cdot \pi_{ht}$; $S_2$: Rejected, i.e. $r_i < \sum_{h \in A_i} a_{hi} \cdot \pi_{ht}$) is avoided. This fragmentation arises in models, which do not perform a frequent recalculation of bid prices. Given static bid prices, it is fixed, which service classes can be accepted and which not. Through permanently updating the bid prices a certain accuracy is guaranteed, and a strict fragmentation cannot occur. Moreover, the offline optimization of the control variables allows to save time during the period, when requests arrive. A sum of the current bid prices for every resource has to be calculated, while the bid prices are updated automatically over time.

Although the concept shows some robustness against forecast errors as mentioned above, it does not imply stochastic information about demand. This assumption is not very realistic, and is not considered in other deterministic models as well, such as DLP and CEC. The computational effort before the incoming request period, which is required for finding appropriate values for the control variables $\pi_{ht}, \alpha_{ht}$, and $\beta_{ht}$ is significantly high. It mainly comes from the necessity for simulation-based optimization. Another weakness of the CBPP model is the large amount of forecast values needed, which requires a lot of memory. For each point in time and for each service offered, the expected demand-to-come ($\bar{D}_{ht}$) must be stored in order to be able to calculate the demand until $t$ and the resource demands ($u_{ht}$) for each incoming request.

Note that the SABP concept of **Klein (2007)** has been developed for managing resources in the context of airlines. The resource consumption of airline services, which are seats in certain booking classes on certain flights at certain dates, is very different to the resource usage by services in Clouds. To demonstrate this, consider the following example. An airline offers different types of booking classes (e.g. economy class and business class) on each of its flight. Depending on the booking classes and on the flights offered, the airline can offer a certain number of services. However, in this case the resource consumptions by the different services usually are all one unit of a single resource. Table 4.2 represents a service-resource mapping for Cloud services with $m = 3$ resources and $n = 3$ services.

It can be easily observed that the resource demands ($a_{hi}$) in the two areas of application show a major difference. Matrix $A_i$ in case of services in Clouds ex-
Table 4.2: Resource usage by services in Clouds

<table>
<thead>
<tr>
<th>Service</th>
<th>( i = 1 )</th>
<th>( i = 2 )</th>
<th>( i = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Memory</td>
<td>2</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Storage</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

...hobits significantly higher natural numbers than in case of airline services, which usually consume one seat on a single-leg flight. Even if an airline offers multi-leg services, that is, if someone buys a sequence of flights over multiple destinations, the resource usage per flight is always one seat. Note that group bookings are not considered in these models. Group bookings require a different demand modeling, since the amount of services in group bookings vary over time. The service resource mapping is fixed over the entire time horizon. Hence, accepting one booking request in the context of services in Clouds means a considerably larger change in capacity compared to the acceptance of a booking request for an airline ticket, but is not comparable to the group booking problem. Furthermore, accepting service with different kinds of resource demand can significantly affect the yield. It is possible to accept services which have a lower revenue, but need abounded resources, while high-fare services have to be rejected due to resource scarcity.

Depending on the type of service requested by the consumer, the capacity of multiple resources may be decreased in case of an acceptance, which applies to all three services in this example (table 4.2). Therefore, a stronger competition for multiple resources takes place between services in Clouds. Hence, the usage of the original bid-price function (4.11) would lead to very high values of the increasing and decreasing part of the function in the setting of Cloud services, and thus, some bid price values can turn out to be inappropriate. This is avoided by using relative values in (4.13).

4.3.3 Non Optimal Outcome

In certain cases bid-price control can fail to produce an optimal decision (Talluri and van Ryzin, 1998). In the context of services in Clouds, an illustration of these cases is provided below:

Example one:
Assume that a provider offers three resources and three services. The resource consumptions of the services are given in table 4.3.
Table 4.3: Non-optimality example 1 - service-resource mapping and service prices

<table>
<thead>
<tr>
<th></th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = 1$</td>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>$h = 2$</td>
<td>2</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>$h = 3$</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Price $r_i$</td>
<td>15.00</td>
<td>17.00</td>
<td>23.00</td>
</tr>
</tbody>
</table>

Due to low resource availability only one request for all services can be accepted. It is assumed that a request for service $i$ occurs with different probability $p_i$ at time $t$. There are three possible options for which type of service to accept at $t = 2$. One possible acceptance option may arise at $t = 1$: A request for service $i = 3$ occurs with a probability of $p_3$ of 0.8, and a probability of 0.2 for no request to arrive (Table 4.4). Remember that only one request can arrive per time slot.

Table 4.4: Non-optimality example 1 - available capacity for acceptance of one more request

<table>
<thead>
<tr>
<th>Request for $i$</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
<th>Option 1</th>
<th>Option 2</th>
<th>Option 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 2$</td>
<td>$p_i$</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
<td>$i = 1$</td>
<td>$i = 2$</td>
</tr>
<tr>
<td>$t = 1$</td>
<td>$p_i$</td>
<td>0</td>
<td>0</td>
<td>0.8</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The amount of available capacity is 8 units of each resource. Therefore, at $t = 2$ an acceptance of a request for service $i$ leads to the values of available capacity at $t = 1$ as outlined in table 4.5.

Table 4.5: Non-optimality example 1 - capacity left at $t = 1$ after acceptance of service $i$

<table>
<thead>
<tr>
<th>Acceptance of service $i$</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = 1$</td>
<td>6</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>$h = 2$</td>
<td>6</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>$h = 3$</td>
<td>0</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

Obviously, an acceptance of any service request at $t = 2$ leads to a lack of capacity for one resource in the next timeslot $t = 1$ and therefore no incoming request could be accepted. An optimal decision in this case is to reject incoming requests for the services with lower revenues ($i = 1$ and $i = 2$) at $t = 2$, and to only accept a request for the high-class service $i = 3$ (if it occurs). The corresponding bid-price control requires the following conditions, where bid prices are weighted with consumptions of the respective resources:
• Condition 1: \( r_1 < \sum_{h \in A} a_{h1} \cdot \pi_{ht} \) with \[
\sum_{h \in A} a_{h1} \cdot \pi_{ht} = 2 \cdot \pi_{1t} + 2 \cdot \pi_{2t} + 8 \cdot \pi_{3t}
\]
• Condition 2: \( r_2 < \sum_{h \in A} a_{h2} \cdot \pi_{ht} \) with \[
\sum_{h \in A} a_{h2} \cdot \pi_{ht} = 4 \cdot \pi_{1t} + 8 \cdot \pi_{2t} + 2 \cdot \pi_{3t}
\]
• Condition 3: \( r_3 > \sum_{h \in A} a_{h3} \cdot \pi_{ht} \) with \[
\sum_{h \in A} a_{h3} \cdot \pi_{ht} = 8 \cdot \pi_{1t} + 4 \cdot \pi_{2t} + 4 \cdot \pi_{3t}
\]

Table 4.6 contains the respective resource consumptions \( (A^h) \) and a set of bid prices in period \( t = 2 \), for which conditions one and two hold, but condition three is violated.

**Table 4.6: Non-optimality example 1 - set of bid prices**

<table>
<thead>
<tr>
<th>( \pi_{ht} )</th>
<th>( i = 1 )</th>
<th>( i = 2 )</th>
<th>( i = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h = 1 )</td>
<td>1.75</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( h = 2 )</td>
<td>1.55</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>( h = 3 )</td>
<td>1.25</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>( r_i )</td>
<td>15</td>
<td>17</td>
<td>23</td>
</tr>
<tr>
<td>( \sum_{h \in A} a_{hi} \cdot \pi_{ht} )</td>
<td>16.6</td>
<td>21.9</td>
<td>25.2</td>
</tr>
</tbody>
</table>

For the given revenues per service all three conditions cannot be kept. There is a conflict in the requirement that \( \sum_{h \in A} a_{h1} \cdot \pi_{ht} \) must be above \( r_1 = 15.00 \) as well as \( \sum_{h \in A} a_{h2} \cdot \pi_{ht} \) above \( r_2 = 17.00 \), but at the same time \( \sum_{h \in A} a_{h3} \cdot \pi_{ht} \) must be below \( r_3 = 23.00 \) with the same bid prices \( \pi_{ht} \).

As table 4.6 shows, the set of bid prices would lead to the rejection of all service requests at time slot \( t = 2 \), because the revenue of each service \( r_i \) is below the sum consisting of the resource consumption weighted with the bid price for all resources (e.g. \( 23 < 25.2 \)). However, the optimal policy would be to accept service \( i = 3 \) and to reject the other two services. This example demonstrates the non-optimality of bid-price control in the Cloud context, although it shows some difference compared to the airline case provided by Talluri and van Ryzin (1998).

An interesting aspect in the given example is that through lowering the bid price \( \pi_{1t} \) by the amount of 0.3, the bid-price policy would produce the optimal decision, i.e. reject requests for services \( i = \{1,2\} \) and accept a request for service \( i = 3 \). This can be explained by the highest amount of consumption of resource \( h = 1 \) by service \( i = 3 \) compared to the other service classes. Hence, bid price \( \pi_{1t} \) has a strong impact on the calculation of \( \sum_{h \in A} a_{h3} \cdot \pi_{ht} \) and lowering the value of \( \pi_{1t} \) leads to a smaller total sum \( (\sum_{h \in A} a_{h3} \cdot \pi_{ht}) \) below price \( r_3 \).
From the observations above, the question is raised, whether bid-price control is able to compute bid prices which can lead to optimal decisions in the above cases. Another important aspect is that these situations can only occur, if demand for the services shows a certain mix of different incoming requests, i.e. there is no order of low-fare requests arriving strictly before high-fare requests (see Section 4.3). From a theoretical point of view bid-price control can produce non-optimal decisions. However, the previous example showed that there is also the possibility of optimal decisions. Bid prices depend on the service prices, the realized demand, the reserved capacity as well as on future requests. Regular updates of bid prices is a key feature to achieve accurate results. If updates are performed less frequently, the bid prices are more static, and the potential of producing an optimal decision is decreased.

The previous example only considered a small fraction of time slots. Examples for non-optimal bid prices are neither restricted to the end of the booking period nor to the amounts of available capacity close to the total capacity limits. Two main reasons exist for the potential non-optimality of bid-price controls. First, bid prices have some kind of marginal costs property and cannot reasonably evaluate large changes in capacity (Domschke and Klein, 2004), which are realized by selling a service, in relation to the availability of the services. Another reason for the non-optimality is that the relation between the amount of capacity used to satisfy a request and the opportunity cost of selling a service may be non-linear. That is, if a sale of a service \( i = 1 \) has the same opportunity cost as the sale of service \( i = 2 \) and service \( i = 3 \), and the resource demand by the different services is different as well, it is not possible to express this relation by a linear interrelation. However, bid-price control assumes to have a linear relationship between the resources for one service.

In the application context of Cloud Computing a sale of a service means a considerably larger change in capacity compared to the airline context (Section 4.3.2). It is important to note that in case of different resource consumptions by the Cloud services the complexity of the interdependency between resources and services increases. The bid price of resource \( h \) is weighted with the amount of consumption of this resource by the respective service class. Moreover, it is common that Cloud services consume several resources at once. In case of an incoming request for a low-revenue service in time slot \( t \) at a scarce level of available capacity, and when the probability of a high class request in next time period is high, a decision rule could be to explicitly set the bid prices in period \( t \) to high values, so that low-fare requests are rejected. Thereby, capacity is reserved for the potentially high-revenue request in period \( t - 1 \). This suggestion is based on the internal provider policies, e.g. preferring “gold customers” over “silver customers” and is not modeled explicitly in the approach of this thesis. However, it can be integrated in this model by limiting the available capacity for a certain time \( \Delta t \).
Table 4.7: Non-optimality example 2 - requests arriving

<table>
<thead>
<tr>
<th>Time</th>
<th>No.</th>
<th>Request for i</th>
<th>Revenue r_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>t = 8</td>
<td>1</td>
<td>i = 1</td>
<td>15.00</td>
</tr>
<tr>
<td>t = 7</td>
<td>2</td>
<td>i = 2</td>
<td>17.00</td>
</tr>
<tr>
<td>t = 6</td>
<td>3</td>
<td>i = 1</td>
<td>15.00</td>
</tr>
<tr>
<td>t = 5</td>
<td>4</td>
<td>i = 3</td>
<td>23.00</td>
</tr>
<tr>
<td>t = 4</td>
<td>5</td>
<td>i = 2</td>
<td>17.00</td>
</tr>
<tr>
<td>t = 3</td>
<td>6</td>
<td>i = 1</td>
<td>15.00</td>
</tr>
<tr>
<td>t = 2</td>
<td>7</td>
<td>i = 3</td>
<td>23.00</td>
</tr>
<tr>
<td>t = 1</td>
<td>8</td>
<td>i = 2</td>
<td>17.00</td>
</tr>
<tr>
<td>t = 0</td>
<td>9</td>
<td>i = 3</td>
<td>23.00</td>
</tr>
</tbody>
</table>

Example two:
This example outlines how mixed strategies of accepting different kind of Cloud services can increase revenue. Instead of only accepting the most beneficial services, a low-fare service could have more impact on revenue. Due to the larger change in capacity, this scenario plays a major role in Clouds. In this example, sufficient capacity is available for accepting three or four service requests (depending on the type of service requests). The same values of revenues and resource demands as in the previous example are used. Table 4.7 contains an ex-post view on the arrival of different requests at time $t$ and subsequent time slots. Arrival probabilities are not considered. The values of available capacities at time $t$ are for $c_1 = 24$, for $c_2 = 20$, and for $c_3 = 20$.

In this situation the provider can sell the remaining capacity in multiple ways. Possible acceptance strategies are summarized in table 4.8. Strategy no. 2 yields the highest revenue in this example, by accepting one $i = 1$ request, one $i = 2$ request, and two $i = 3$ requests. This strategy further results in the best utilization, i.e. lowest amount of unused capacity of each resource. It does not depend on which of the requests are accepted, e.g. for $i = 1$ the capacity control can accept request no. 1, 3, or 6.

Due to the multiple options of allocating capacity and due to the uncertainty of demand, i.e. at time $t$ it is not clear, which types of requests will occur in which order. Given the remaining amounts of available capacities, the outcome can easily become non-optimal. For instance, if the provider accepts the first three incoming requests (no. 1, 2, and 3) in a first-come-first-serve manner, a high-fare request cannot be accepted due to insufficient capacity of resource $h = 3$. But a request for service
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\( i = 2 \) can still be accepted, e.g. no. 5 or 8. Then, the maximum possible revenue is 64 (similar to strategy no. 5).

Strategy no. 6 (Table 4.8) provides an example of a rather poor result concerning revenue performance: Through the admission of requests no. 1 and 3 (or also 3 and 6) as well as request no. 8 the capacity for an additional acceptance of a service-2 requests remains unused and the revenue output is only 47. Such cases may appear when the bid prices between two certain time slots are too high. Strategy 7 also results in unused capacity, because no more requests occur after \( t - 9 \).

**Table 4.8: Non-optimality example 2 - possible strategies in example 2**

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Admissions per ( i ) with no.</th>
<th>Admit requests</th>
<th>Unused capacities</th>
<th>Revenue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( i = 1 ) ( i = 2 ) ( i = 3 )</td>
<td></td>
<td>( h = 1 ) ( h = 2 ) ( h = 3 )</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0 0 3</td>
<td>4, 7, 9</td>
<td>0 8 8</td>
<td>69</td>
</tr>
<tr>
<td>2</td>
<td>1 1 2</td>
<td>1, 2, 4, 7</td>
<td>2 2 2</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>0 2 1</td>
<td>2, 4, 5</td>
<td>8 0 12</td>
<td>57</td>
</tr>
<tr>
<td>4</td>
<td>2 0 1</td>
<td>3, 6, 9</td>
<td>12 12 0</td>
<td>53</td>
</tr>
<tr>
<td>5</td>
<td>2 2 0</td>
<td>2, 3, 5, 6</td>
<td>12 0 0</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>2 1 0</td>
<td>1, 3, 8</td>
<td>16 8 2</td>
<td>47</td>
</tr>
<tr>
<td>7</td>
<td>1 1 1</td>
<td>3, 5, 9</td>
<td>10 6 6</td>
<td>55</td>
</tr>
</tbody>
</table>

The explained aspects demonstrate that even if the bid-price control accepts three high-class requests \( (i = 3) \), the revenue and utilization is poorer compared to the best strategy no. 2. In terms of utilization and revenue performance, a mixed acceptance strategy of service requests performs better in some cases than accepting only high-fare requests. Naturally, it strongly depends on the service configurations, the number of services offered as well as on the prices of the services. In addition, the considerations clarify that there is a conflict between reserving capacity for requests for high-revenue services arriving later and the risk of achieving poor utilizations and revenues. This is due to the sale of too many low-revenue services or due to significant fluctuations in high-fare demand.

Since demand modeling implies uncertainty, the described scenarios are very hard to discover during the booking period. It is possible that a multitude of such situations occur. Therefore, the use of an appropriate and accurate forecasting method is important in practice. Furthermore, the determination of the optimal allocation of services can only be performed ex-post by trying all possible combinations of acceptance of the different requests occurred in the booking period (Talluri and van Ryzin, 2004b). Although there are circumstances, under which bid-price controls produce non-optimal decisions, Talluri and van Ryzin (1998) state that when
capacity and the volumes of sales are large, bid-price controls perform asymptoti-
cally optimal.

4.4 Simulation Environment

CBPP was implemented in Java to evaluate the outcome of the algorithms and to
understand the dependency of the several parameters. The simulation was executed
on a Windows 7 machine with an Intel Centrino Core 2 Duo CPU and 2GB RAM in
a Java Runtime Environment 1.6. The OR-Objects\(^5\) package for Java was used to
solve the DLP or CEC instances. The genetic algorithm was implemented via the
Java Genetic Algorithms Package\(^6\).

Furthermore, several assumptions, which are common in the Revenue Manage-
ment context, also apply in this simulation. It is assumed that the provider has
certain demand information from past booking periods, and is able to perform a
more or less accurate demand forecast. Fluctuations in demand will be handled
by generating different demand scenarios during the simulation. Customers, who
do not use the booked services, do not get a refund. Hence, if consumers book a
service they will have to pay for it. Cancelations and no-shows are not considered
in the model. Demand for each service is independent and can be modeled by a
probability distribution (Weatherford and Belobaba, 2002).

Several parameters describe the setting of the simulation. This thesis focuses es-
pecially on the interdependency between the bound values for the genetic algorithm
parameters, the price variation, the service-resource mapping and their impact on
Demand-to-Capacity ratio (DCR), the bid price for each resource and the achieved
revenue. Changes in demand and capacity will obviously influence the DCR and
thus the outcome of the algorithm. The impact of these parameters will be described
in the next two subsections, since they are necessary to evaluate CBPP in Section 4.5.

4.4.1 Genetic Algorithm

Genetic algorithms, introduced in 1975 by John Holland (Holland, 1975), are used
as a tool for search and optimization. They belong to the class of evolutionary al-
gorithms defined in the 1960s by Rechenberg (1973). Genetic algorithms are opti-
mization concepts, which search a solution space of a given problem for reasonable
solution values. When searching for good or optimal solutions, a genetic algorithm
does not create all potential solutions at the beginning. Rather, it works by regard-

\(^5\)OR-Objects Java package 1.2.4 (http://opsresearch.com/)
\(^6\)Java Genetic Algorithms Package 3.4.3 (http://jgap.sourceforge.net)
ing only a small part of the solution space. Given this part of the solution space, a simulation of an evolution is performed using the survival of the fittest strategy. Individuals who are fitter than other individuals, have a higher probability of surviving and of still being persistent in the next generation in the evolution process. The term fitness has to be adapted to certain circumstances or to an environment (Goldberg, 1989). Before describing the structure of the genetic algorithm, some common terminology from biology is introduced (Mitchell, 1998).

Chromosomes are the carriers of the genes. They contain a set of genes. A gene is a unit within a DNA double-strand molecule. Genetic information about a certain characteristic is encoded in the gene. Each gene represents a certain attribute of an individual and is located at a certain position (locus) within the chromosome. The possible values or settings of a gene are denoted as alleles. An individual in this context contains one chromosome, thus, the term chromosome refers to the term individual here. A population consists of a collection of chromosomes or individuals.

A genetic algorithm consists of the following parts, which have to be defined depending on the application context and the problem to solve (Mitchell, 1998):

- An appropriate chromosome has to be defined and the number of genes in the chromosome as well as the gene values have to be determined. A definition of the bounds for the genes is essential.

- Several genetic operators describe the evolution process. It is essential to define which methods to be used for recombination and evolution of the genes. There are three basic types of genetic operators: The selection operator, the crossover operator, and the mutation operator.

- A random initial population has to be created. Before starting the evolution process, an initial population according to the defined chromosome representation has to be created.

- A fitness function has to be defined, which is responsible for calculating the fitness of each chromosome within the population. The term fitness depends on the application context. It can be measured in positive real numbers, and high fitness values mean that the given chromosome is well adapted to certain circumstances.

- Furthermore, it has to be specified when to stop the evolution process. For instance, a maximum number of evolution steps can be defined.

As mentioned before, the objective of the genetic algorithm is to find adequate values for the control variables of the customized bid price function (4.13). The bid price function contains three control variables: The base bid price $\pi_h$ as well
as $\alpha_h$ and $\beta_h$. All the parameters are calculated for each single resource. Hence, the genetic algorithm has to find three adequate values for each resource, which leads to a total number of genes in a chromosome of $3 \cdot m$. Moreover, the genetic algorithm must simulate a complete booking period $T$, which includes the demand expected for the given sales period based on the forecast by the provider. The application of the genetic algorithm in CBPP is described below:

**Chromosome representation:**

The choice of an appropriate chromosome representation, which defines how many genes the chromosome contains, and which values the genes are allowed to obtain, is a key component. The control variables $(\pi_h, \alpha_h, \beta_h)$ in (4.13) are used as genes within the genetic algorithm and are optimized in the evolution process. The size of the chromosome depends on the number of resources used by the provider to configure the offered services. Another important issue is how to specify the numerical range in which the values of the control variables can lie. The genes containing the values of the base bid prices are allowed to take values in the interval $[0; \pi_h^{\text{min}}]$, which guarantees that the base bid price is always below the minimum bid price. Thereby, the production of counterproductive values is avoided, as in the case when the base bid price exceeds the price of service $i$ ($\pi_h > r_i$), which would lead to rejecting requests for all services $i$ already at the beginning of the booking period.

**Genetic Operator:**

Based on the three basic genetic operators “selection operator”, “crossover operator” and “mutation operator”, extended versions such as “averaging crossover operator” or “ranged swapping mutation operator” were created to receive better results. After testing all these operators integrated in JGAP, two of them were selected for the evaluation, namely “swapping mutation operator” and “two way mutation operator”, since they outperformed the others. While the crossover operator randomly chooses a position in a chromosome and changes the subsequence of genes after that locus with the subsequence of genes of another chromosome at the same locus, the swapping mutation operator does not alter (mutate) the genes of a chromosome. It selects a start position in a chromosome, and swaps the genes after that position. The two way mutation operator works in two steps. In step one it assumes that every gene in a chromosome has a different effect on the fitness value if it is mutated. Therefore, it dynamically adapts the mutation rate for different genes, and selects a gene for mutation with a higher probability to least affect the fitness value. After the selection of a gene, step two continues with a traditional mutation. It randomly mutates the genes of a chromosome. It goes through all chromosomes in the population, and mutates a gene with a certain probability, which is called the
mutation rate. If a gene of a chromosome is mutated, it is a candidate chromosome for the natural selection process.

**Initial population:**
Given the numerical bounds of the gene values and the genetic operators, an initial population is created randomly depending on the population size specified in the genetic algorithm. Based on this random input, the optimal parameter values are determined during the evolution steps. A bigger population size would lead to higher computation time, but it could also lead to better results.

**Fitness function:**
The fitness function calculates the fitness of each chromosome. Fitness in this context is the revenue yielded with a set of gene values based on the expected demand. The fitness function runs through the complete forecast, and simulates accept and reject decisions using the gene values of the chromosome to be evaluated as control variables. In doing so, the potential revenue based on the accept/reject decisions is determined.

**Evolution steps:**
Through various simulation settings it was identified that 20 evolution steps already lead to remarkable results without a large computation effort. An analysis of the runtime is provided below.

The genetic algorithm needs more computational power than DLP and CEC to identify the best gene values for an optimal decision. Naturally, the runtime is dependent on the population size (POP), the number of variables (genes) to search for and the number of evolution steps (ES). The number of genes are static and represented by the variables $\alpha$, $\beta$ and $\pi_l$. The impact of the values for these variables are analyzed below. A higher population size leads to significantly more computation time. For example, the runtime for a setting with a population size = 9 and 30 evolution steps is almost 4 times longer than for a population size of 12 with the same amount of evolution steps on average (Figure 4.3a).

An increase of the evolution steps will result in a higher runtime as well. A doubling of the number of evolution steps leads almost to a doubling of the runtime of the genetic algorithm. It is important to state that a longer evolution time does not necessarily lead to a better solution. For example, in Figure 4.3b the setting with POP = 9 and ES = 30 gains higher revenue than the settings with POP = 6 and ES = 50. Furthermore, the runtime is slightly better (Figure 4.3a). Moreover, a rise in the population size leads to a longer runtime of the genetic algorithm, but it also adds diversity to the population, which in turn increases the probability of finding a
better solution more quickly in terms of number of evolution steps. However, even in this case, the performance will not monotonically increase with higher population size. For ES = 50 the setting with POP = 9 performs slightly better than with POP = 12 on average despite the latter setting having a 34% longer runtime. The difference between the setting with the lowest revenue (POP = 3; ES = 10) and the setting with the highest revenue (POP = 9; ES = 50) is about 3% increase in revenue, which is significant in the Revenue Management context (van Ryzin and Vulcano, 2008). Since runtime and revenue are based on average values analyzed over 50 different runs, the outcome can strongly vary in these runs. Thus, an analysis on the standard deviation for every setting reveals that the deviation decreases with the increase of evolution steps (Table 4.9). Hence, it is more likely to receive a good revenue with more evolution steps and with a higher population size.

Table 4.9: Standard deviation for all settings

<table>
<thead>
<tr>
<th></th>
<th>Pop=3</th>
<th>Pop=6</th>
<th>Pop=9</th>
<th>Pop=12</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES=10</td>
<td>323,1</td>
<td>179,8</td>
<td>143,1</td>
<td>140,6</td>
</tr>
<tr>
<td>ES=20</td>
<td>232,4</td>
<td>146,0</td>
<td>135,2</td>
<td>129,4</td>
</tr>
<tr>
<td>ES=30</td>
<td>151,7</td>
<td>142,8</td>
<td>117,5</td>
<td>114,0</td>
</tr>
<tr>
<td>ES=50</td>
<td>128,9</td>
<td>121,6</td>
<td>107,1</td>
<td>94,3</td>
</tr>
</tbody>
</table>

After the definition of the chromosomes, operators, population size, the fitness function and the evolution steps, the genetic algorithm is executed. The genetic algorithm performs the following steps\textsuperscript{7}:

\textsuperscript{7}The pseudocode of a genetic algorithm is available in chapter 4 in the book from (Schöneburg et al. (1995)).
1. At the beginning an initial population is created based on the chromosome representation as described above. This generation is numbered as generation zero.

2. In the second step, the fitness value of all chromosomes in the population is calculated by the fitness function, which runs through the expected demand scenario using the gene values as control variables in the bid-price function.

3. After steps 1 and 2, the evolution process is started. In each evolution phase the selection operator randomly selects pairs or bigger subgroups of the population of chromosomes for reproduction.

4. The chromosomes selected by the selection function are reproduced, and then they are recombined (crossover) or mutated by the genetic operators defined.

5. Subsequently, some chromosomes of the current population are replaced by the new altered chromosomes thereby creating a new generation.

6. Given the new generation, the generation enumerator is incremented by one.

7. Steps 2 to 6 are repeated until the maximum number of allowed evolutions is reached.

8. When the evolution process is terminated, the fittest chromosome, i.e. the set of control variables with the highest potential revenue, is taken as input for the self-adjusting bid prices function.

In general, it is reasonable to use a higher population size and a larger number of evolution steps in order to increase the probability of reaching a near-optimal solution, provided that the runtime is reasonable as well. The outcome of the simulation depends on the simulation setting (e.g. service-resource mapping or pricing).

4.4.2 Simulation Process and Hypotheses

The previous two sections are embedded in a larger simulation process. This process can be subdivided into three phases: Demand modeling, offline calculation and online calculation (see Figure 4.4). Compared to online algorithms like DLP and CEC, CBPP requires an offline calculation phase to determine the appropriate values for the control variables.

Demand modeling defines the incoming request according to a certain probability function. A standard approach is to use a non-homogeneous Poisson process (Talluri and van Ryzin, 1999). Although a discrete time model is assumed for the demand modeling and the Poisson process is based on continuous time model, this demand data can be applied for discrete time simulation as well (Bertsimas and Popescu, 2003; Subramanian et al., 1999). Several studies have chosen a Beta distribution in combination with a Gamma distribution to model the demand data.
The Gamma distribution is used for the expected demand of a service and the Beta density function for the distribution of the incoming services over the time horizon (Bertsimas and de Boer, 2005; Weatherford et al., 1993). This thesis adapts this approach. The flexible structure of the Beta density function enables a flexible modeling of the demand over time for each service. Hence, the probability of each service class can have its peaks at different points in time during the entire period, which is required to have a certain mix of different services over time and not to follow a strict low-before-high order (see Section 4.3). Kimms and Mueller-Bungart (2007) provide a thorough literature review about on-demand data assumptions for Revenue Management and describe the demand modeling in detail.

Not only the demand has a certain probability function, but the prices and the service-resource mapping as well. Prices are selected from a uniform distribution between \([10; 50]\) and every value \(a_{hi}\) for the service-resource mapping between \([0; 10]\). These values were necessary to appropriately distinguish between each service setting and to reduce homogeneity in the price set. The simulation-based optimization is commonly based on forecast (van Ryzin and Vulcano, 2008; Gosavi et al., 2007). Hence, forecast values for every timeslot have to be determined by using the same probability function as for the demand. Then, the actual demand is created and it can be compared to the forecast values in every timeslot. However, an analysis on forecast errors is not considered in this thesis.

The implementation of the simulation separates the demand generation from the actual simulation according to Frank et al. (2008). The determination of the control variables is done by the genetic algorithm in the offline calculation phase. The fitness function is equal to the revenue achieved by the algorithm. A higher revenue means a higher fitness value of the chosen chromosome. The genetic operators are crucial to identify good parameter values during the evolution steps. The initial population size and the evolution steps have to be defined as well. For the simulation the population size was set to 9 and the evolution steps to 25. This setting does not always provide the best results (see Section 4.4.1), but it is an average benchmark for a trade-off with an acceptable runtime and acceptable volatility of the revenue results. Hence, results can be improved by selecting a bigger population size and a higher number of evolution steps. After the parameters are set, the genetic algorithm has to be executed. The outcome is the achieved revenue and values for the parameters \(\alpha, \beta\) and \(\pi_h\). These values were determined based on the forecasted demand, the current price setting, the predefined service-resource mapping and the predefined bounds for the control variables. They will be used in the online phase.

In the online phase at most one request arrives per timeslot. CBPP analyzes, if the request can be accepted or rejected based on the control variables determined in the offline phase. If the bid price is equal or below the fixed price for the service, the
service will be accepted; otherwise, it will be rejected. After each timeslot (whether a request has arrived or not) the bid price for every resource will be updated according to $\alpha$, $\beta$ and $\pi_h$.

**Klein (2007)** has outlined the difficulty of updating bid prices during incoming requests for online algorithms. Thus, DLP or CEC algorithms are not executed every time a request occurs. One reason is the runtime of these algorithms are too long to execute between two requests. Although software like CPLEX\(^8\) can handle very complex scenarios (Bixby, 2002), the execution of a sum for CBPP is always faster than a linear programming problem. The complex calculation of CBPP is done offline, while the update of the bid prices is performed online during the incoming requests. Moreover, requests can arrive within milliseconds, which requires a simple automatically updating algorithm. This thesis analyzes the behavior of CBPP statistically and provides an evaluation of its performance in the Cloud context to answer the RQ 2.4:

*How accurately can a simple linear function approximate well known algorithms for bid price calculation without reoptimization between two or more timeslots, taking the assumptions and requirements from Revenue Management in general and from Cloud Computing into account?*

The linear optimization function of CBPP was defined in Section 4.3.2. It is an offline algorithm and the relevant parameters are optimized before the time horizon of incoming requests. Then, the bid prices are automatically updated, whenever a request occurs. If online algorithms like DLP or CEC cannot be updated at every incoming request, CBPP can be applied to automatically adapt the current bid price. This thesis analyzes different variations of the online algorithms. At first,

---

\(^{8}\)CPLEX(\text{http://www.cplex.com/})
both algorithms are updated in every timeslot (DLP-D and CEC-D). Then, a quasi-
static version (DLP-S and CEC-S) is analyzed, which only permits to be updated
DLP and CEC in certain timeslots (e.g. every second, third or tenth timeslot). The
performance of CBPP is measured by the revenue achieved in the simulation. Sev-
eral aspects have to be analyzed when comparing the online and offline algorithms.
Obviously, the revenue of CBPP has to be higher than the online algorithms for dif-
ferent kinds of fare class settings:

Hypothesis 4.1. The revenue yielded with CBPP is higher than the revenue obtained with
CEC-S.

Hypothesis 4.1 will give a general idea of the performance of CBPP. A more
detailed analysis is necessary to understand, if the revenue is differing between the
fare class settings. This should not be the case to derive a general statement for
Hypothesis 4.1. Otherwise, a sensitivity analysis is necessary to understand, which
variables affect the outcome. For example, the choice of the fixed prices can in-
fluence the accept/reject decision significantly. However, it not obvious how the
selection of a certain price will affect the revenue outcome of CBPP:

Hypothesis 4.2. The revenue yielded with CBPP does not vary among different prices for
the same service-resource mapping.

Furthermore, the control variables for the genetic algorithm, namely $\alpha$, $\beta$ and $\pi_h$,
have an impact on the accuracy of the genetic algorithm and thus on the outcome.
Every control variable requires an upper and a lower bound. These bounds nar-
row down the possible values of the control variables for the genetic algorithm. If
the spread is too small, the optimization function is less flexible, which results in
lower revenue. A large spread provides too many options from which the genetic
algorithm can select. It reduces the probability of finding the near-optimal solu-
tion unless the population size and evolution steps are high enough. Therefore, the
impact of the control variables has to be analyzed:

Hypothesis 4.3. The fine-granular selection of upper bounds does not influence the revenue.

In Revenue Management the parameter Demand-to-Capacity ratio (DCR) plays
an important role in the understanding of how bid price decisions may change,
when demand changes (Weatherford and Belobaba, 2002). DCR defines the ratio
between the total incoming requests and the total capacity of each resource. A ra-
tio of one means the total demand can be satisfied. $DCR > 1$ represent an excess
in demand and in case of $DCR \leq 1$, resources are not used at the end of the time
period. The modeling of DCR in the simulation will influence the revenue. A very high demand (e.g. $DCR > 2$) for certain or all services may result in a minor impact of the bid price control. If there are too many high-fare service requests (vs. available capacity), all of them can be accepted and the highest revenue is yielded. If capacity is still available, other services can be accepted, if it is possible to backfill the available capacity. The bid-price control will reject most of the demand for low-fare services unless some of them are necessary for backfilling. Furthermore, a service provider, who faces such a high demand, tends to shift resources in order to satisfy this demand. Since this thesis analyzes a scarce market, the case of $DCR \leq 1$ is disregarded. The optimal strategy in this case would be to accept all services.

The assumptions of Revenue Management mentioned in the RQ 2.4 refer to the demand modeling applied from the Revenue Management context, since no data profile of current demand data in Clouds is available yet. In the simulation the demand is modeled according to Kimms and Mueller-Bungart (2007).

4.5 Results & Implications

In this section the results from the simulation are presented. The goal of the simulation is to understand the dependency between the parameters, such as the genetic parameters, the base bid price or the number of services and prices, in the simulation and their impact on the revenue. This analysis is required to answer the RQ 2.4. In Section 4.5.1, the simulation results are analyzed statistically to accept or reject the hypotheses outlined in Section 4.4.2. Subsequently, a sensitivity analysis has been carried out to scrutinize the impact of the parameters on the revenue (Section 4.5.2).

4.5.1 Statistical Results

The CBPP algorithm provides a heuristic approach to automatically and efficiently update the bid prices between two or more timeslots in order to maximize the revenue. It comprises three simulation phases to identify good bid prices. In these phases different parameters can influence the outcome of the simulation. Hence, three hypotheses were defined to understand the dependency between the parameters and the simulation outcome (see Section 4.4.2).

In general, the overall performance of CBPP is the most important aspect. Figure 4.5 shows an excerpt of 50 runs of the simulation. Here it can be seen graphically that the performance of DLP-S and CEC-S do not yield as much revenue as the continuous updates variant of their algorithms. CEC-D is quite close to optimum (100%) in every run. DLP-D is not always achieving optimal values and in some
cases also performs worse than its quasi-static version, CEC-S and CBPP. Cooper (2002) already stated that in some cases frequent reoptimization of DLP can decrease the revenue. However, he also emphasized that in general a reoptimization is beneficial. This simulation includes some of these cases. Even CBPP underperforms compared to all other algorithms in some cases. In this specific case, the genetic parameters $\alpha$ and $\beta$ were not set properly. Bad values were the result of the offline phase, which had an impact on the revenue in the online phase. In Figure 4.5 the forecast and the genetic parameters were created for 10 demand scenarios. The outcome of every algorithm is based on the same demand scenario data and the same forecast data. In the last 10 scenarios (runs 40-49), the genetic parameters performed worse in some scenarios compared to the others, since the incoming demand was differing sometimes quite strongly from the forecast. The goal of CBPP is to automatically update the price, when only CEC-S or DLP-S can be applied. Consequently, the outcome of CBPP will be compared with the quasi-static versions. It is obvious from Figure 4.5 that no algorithm is always superior to all the others. Hence, a statistical analysis is required to validate the preeminence of CBPP over the quasi-static algorithms.

Hypothesis 4.1 states that CBPP outperforms CEC-S. According to van Ryzin and Vulcano (2008) an increase of 1% to 3% is already significant in Revenue Management. To corroborate the hypothesis, a one-tailed one sample t-test was executed. CBPP has to show at least 2% higher revenue than CEC-S to gain significant results ($H_0 : \mu \leq 2\%$ and $H_1 : \mu > 2\%)$. Different service-resource mappings were chosen to show the significance over several settings. The service-resource mapping was created by a uniform distribution (see Section 4.4.2). Consider that in certain settings,
CBPP can also underperform compared to the static algorithms. It depends on the prices between high and low valued services as well as on the resource usage of each service. Thus, 50 different service-resource mapping with different prices were created randomly. Each mapping consists of 20 different forecast dataset and 100 demand dataset. One forecast dataset was used for five different demand scenarios. The data analysis is based on 5000 revenue outcomes for one comparison (e.g. 3x3 with DCR=1.2), which is sufficient for a sound statistical analysis. Moreover, various DCR settings can influence the revenue outcome. Thus, the different settings for DCR vary between 1.1 and 1.8. (see Section 4.4.2). The DCR is usually set for every resource individually.

Tables 4.10 and 4.11 show the difference between CBPP and CEC-S in yielded revenue. Almost all these cases are highly significant ($p < 0.001$) or significant ($p < 0.01$). However, in the settings with few resources and services (e.g. 3x3) no significant increase can be proven except for DCR=1.8. In most cases the revenue increases with higher DCR. A DCR above 2 decreases the revenue significantly. Comparing the outcome between DLP-S and CEC-S, DLP-S seems to outperform CEC-S in the small settings. For 3x3 the revenue difference between CBPP and CEC-S is always higher than between CBPP and DLP-S. DLP-S performs well for small settings. Even for DLP-S, there is no significant revenue increase for the 3x3 setting, if CBPP is applied. In general, the small setting provides a worst case scenario. Since the runtime is short, heuristics are not relevant for these cases. Furthermore, such small settings are very uncommon (see Section 2.3.1). For larger settings CBPP can increase the revenue significantly.

**Table 4.10:** Results for Hypothesis 4.1: Revenue difference between CBPP and CEC-S (* denotes significance at the level of $p = 0.05$, ** at $p = 0.01$, and *** at $p = 0.001$.)

<table>
<thead>
<tr>
<th></th>
<th>DCR=1.1</th>
<th>DCR=1.2</th>
<th>DCR=1.4</th>
<th>DCR=1.6</th>
<th>DCR=1.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>3x3</td>
<td>1.7%</td>
<td>1.6%</td>
<td>2.2%</td>
<td>2.2%</td>
<td>3.5***</td>
</tr>
<tr>
<td>4x4</td>
<td>2.8**</td>
<td>4.0***</td>
<td>5.2***</td>
<td>4.7***</td>
<td>5.2***</td>
</tr>
<tr>
<td>4x5</td>
<td>2.9***</td>
<td>3.5***</td>
<td>6.4***</td>
<td>5.5***</td>
<td>6.4***</td>
</tr>
<tr>
<td>4x7</td>
<td>2.5%</td>
<td>4.5***</td>
<td>6.5***</td>
<td>6.6***</td>
<td>6.9***</td>
</tr>
<tr>
<td>4x10</td>
<td>3.1***</td>
<td>3.8***</td>
<td>4.6***</td>
<td>4.8***</td>
<td>5.2***</td>
</tr>
<tr>
<td>6x8</td>
<td>3.0***</td>
<td>4.2***</td>
<td>5.6***</td>
<td>6.3***</td>
<td>6.6***</td>
</tr>
<tr>
<td>10x10</td>
<td>3.2***</td>
<td>3.7***</td>
<td>4.9***</td>
<td>4.6***</td>
<td>5.1***</td>
</tr>
</tbody>
</table>

The analysis above focuses on the general outcome of CBPP. Different settings for DCR, for genetic parameters and for service-resource mapping were chosen. The
dependency between the various parameters of CBPP have to be scrutinized. For
the following hypotheses an ANOVA\(^9\) was conducted.

Hypothesis 4.2 is a negated phrase. It is assumed that small changes in the price
of a service do not have an impact on the revenue (alternative hypothesis). In other
words, applying CBPP to different price setting will lead to similar results in all
runs. Tables 4.12 and 4.13 show the results for a 4x4 setting, when only small in-
crease or decrease of one specific price changed the outcome of CBPP and CEC-S
or DLP-S, respectively. There is a significant difference, since certain services are ac-
cepted by one service more than by others. If prices change, CBPP seems not always
to outperform other algorithms, because in some cases the improvement is less than
1%. For example, price changes for \(i = 4\) does not significantly differ from the orig-
inal setting. However, a marginal difference in the price of \(i = 2\) had a big impact
on the outcome of CBPP, while the price for CEC-S was quite stable compared to
the original setting. Consequently, prices for different Cloud services do not have
the same impact on the outcome, but they can have an impact. Thus, a sensitivity
analysis is required to understand the dependency.

As outlined in Section 4.4.1 the parameters of CBPP influence the revenue. In
particular, the upper bounds are in focus of this analysis after presenting the impact
of the population size and the evolution steps. Again, the hypothesis is formulated
in a negated way. The results in Table 4.14 show that at least for one case there
is a significant deviation in the revenue over all runs. Especially, for bounds with
low values, there is a high variance in the outcome and therefore the probability
of receiving near-optimal solution decreases. The objective function is not flexible
enough to identify good revenue results. Hence, in this case a sensitivity analysis
\(^9\)A Levene test proved the homoscedasticity of the statistical population.
Table 4.12: Results for Hypothesis 4.2: small price changes of a specific service affect revenue difference between CBPP and CEC-S

<table>
<thead>
<tr>
<th></th>
<th>i=1</th>
<th>i=2</th>
<th>i=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>i=1</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>i=2</td>
<td>p&lt;0.01**</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>i=3</td>
<td>p&lt;0.01**</td>
<td>p=0.43</td>
<td>X</td>
</tr>
<tr>
<td>i=4</td>
<td>p=0.13</td>
<td>p=0.02*</td>
<td>p=0.4</td>
</tr>
</tbody>
</table>

Table 4.13: Results for Hypothesis 4.2: small price changes of a specific service affect revenue difference between CBPP and DLP-S

<table>
<thead>
<tr>
<th></th>
<th>j=1</th>
<th>j=2</th>
<th>j=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>j=1</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>j=2</td>
<td>p&lt;0.01**</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>j=3</td>
<td>p&lt;0.01**</td>
<td>p=0.27</td>
<td>X</td>
</tr>
<tr>
<td>j=4</td>
<td>p=0.07*</td>
<td>p&lt;0.01**</td>
<td>p=0.2</td>
</tr>
</tbody>
</table>

is necessary as well to understand why a certain bounds should be preferred. The bounds should be neither too low nor too high. Low bounds will not enable a correct adaptation of $\alpha$ and $\beta$. Too high bounds with a low population size result in scattered values for these parameters and consequently prevent the identification of near-optimal solutions. The results in table 4.14 are created for a 4x4 setting with DCR=1.4 and a population size of 9. Similar results were achieved for other fare classes and settings as well.

Table 4.14: Results for Hypothesis 4.3: Upper bounds affect revenue

<table>
<thead>
<tr>
<th></th>
<th>$\alpha_U = 2$, $\alpha_U = 3$, $\alpha_U = 5$, $\beta_U = 2$, $\beta_U = 3$, $\beta_U = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_U = 3$, $\beta_U = 3$</td>
<td>p&lt;0.001***</td>
</tr>
<tr>
<td>$\alpha_U = 5$, $\beta_U = 5$</td>
<td>p&lt;0.01**</td>
</tr>
<tr>
<td>$\alpha_U = 8$, $\beta_U = 8$</td>
<td>p&lt;0.01**</td>
</tr>
</tbody>
</table>
The results of Hypotheses 4.2 and 4.3 emphasize the necessity for further analysis to determine how these variables affect the revenue. Thus, a sensitivity analysis is presented in the following section to explore the dependency and to elicit the cases, where CBPP performs worse than other algorithms.

4.5.2 Sensitivity Analysis

The sensitivity analysis is necessary to understand the impact of different parameters in the simulation setting. A common and reasonable approach is to fix all parameters except the examined one. The main parameter is the bid price. The bid price is calculated by the algorithms and thus influenced by many other parameters. The goal is to identify the best bid prices to approximate the optimum accurately.

The genetic upper bounds define the search space to receive good values for $\alpha_h$ and $\beta_h$ of every resource $h$. These parameters have been analyzed by selecting seven representative bound settings for each service-resource mapping (Table B.1 in the appendix). The average revenue of CBPP, the standard deviation over all simulation runs and the revenue difference to CEC-S are used as a metric to understand the dependency. For the price range chosen for this simulation (see Section 4.4.2), a bound for $\alpha_U = \beta_U = 10$ yields the highest revenue with the lowest deviation. As assumed low bounds do not have a high standard deviation, but the revenue is lower than in the best case. High values for $\alpha_h$ and $\beta_h$ can decrease the revenue on average compared to $\alpha_U = \beta_U = 10$, since the standard deviation is higher than in the best case. These statements are valid for all the tested settings. In general, there is a difference of about 1% in revenue between the worst case and the best case. According to van Ryzin and Vulcano (2008), this is already a significant delta. The volatility of the revenue can increase up to 40% between the best case (here usually $\alpha_U = \beta_U = 10$) and the worst case ($\alpha_U = \beta_U = 20$). A countermeasure for avoiding volatility for high bounds is to increase the population size and the evolution steps to achieve better values on average. Then, the probability of finding appropriate values is higher, but the runtime increases as well (see Section 4.4.1).

Providers in some domains change prices frequently. They are forced to do this due to internal (e.g. increasing cost) or external (e.g. competition) factors. However, price variation has a great impact on the decision policy and the revenue. It is important to understand the dependency between prices and other factors. In the previous section, it was shown that small price changes already lead to significant revenue gain or loss. A first step is to incrementally vary the prices for each service and to monitor when the revenue significantly drops. The scenario presented in Table 4.15 builds the basis for the analysis by fixing the service-resource mapping and defining certain prices for the services. The data was created randomly according to
Table 4.15: Service-resource mapping and price in the basic scenario

<table>
<thead>
<tr>
<th></th>
<th>i=1</th>
<th>i=2</th>
<th>i=3</th>
<th>i=4</th>
</tr>
</thead>
<tbody>
<tr>
<td>h=1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>h=2</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>h=3</td>
<td>4</td>
<td>9</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>h=4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>Price</td>
<td>16.2</td>
<td>18.9</td>
<td>20.5</td>
<td>33</td>
</tr>
</tbody>
</table>

Section 4.4.2. One of these prices is slightly increased or decreased, while the others are kept fixed. This approach enables to explicitly analyze one price change for one service at a time and isolates other influential parameters.

Table 4.16 gives an overview on the price changes. Note that this table represents 28 variations, since only one price is changed at a time to determine the effects of changes accurately. The prices are changed in small steps to understand the dependency of the price setting and the prices of each service do not overlap with the other services. The critical cases are shown in bold in the table. In these cases, there is a significant jump in the revenue between two selected variation. For example, the price change from 16 (variation 21) to 17 (variation 25) drops the revenue by 4.5%. With a low price for service \( i = 1 \) the revenue is not changing significantly. A lower price than the randomly chosen price 16.2 does not have an impact on the revenue difference between CBPP and CEC-S\(^{10} \). However, a higher price decreases the value by more than 4%. Here, the price for service \( i = 1 \) was increased to 17 (variation 25).

Comparing the outcome from CBPP and CEC-S the revenue of CBPP is similar in both cases. Variation 25 leads to a slightly higher outcome by 1% due to the higher price of service \( i = 1 \). CEC-S shows a significant increase in the revenue (in some settings up to 8%). Both algorithms are based on forecasts. While CBPP is relatively robust against forecast errors, CEC-S had problems to compensate this loss. In variation 21, 10% fewer requests for service \( i = 4 \) arrived than expected. Since, CEC-S has reserved capacity for the expensive service \( i = 4 \), other service requests were rejected. Especially, in the beginning of the period, more service \( i = 1 \) were rejected in variation 21 than in variation 25. A total bid price of 16.4 at the beginning resulted in declining service \( i = 1 \) requests during the first quarter of the period, when most of the requests for service \( i = 1 \) arrive. The higher price for service \( i = 1 \) in variation 25 caused better bid prices and thus a better acceptance

\(^{10} \)The comparison with DLP-S has been disregarded, since it showed a similar behavior to CEC-S for the first analysis. The analysis in the remaining part of this section is related to the CBPP algorithm and does not depend on the performance of CEC-S or DLP-S.
rate. While in variation 21 the scarce resource was $h = 1$, in variation 25 resource $h = 4$ was the bottleneck (Table 4.17). Resource $h = 4$ mainly used by service $i = 4$ and resource $h = 1$ by service $i = 3$, which reflects the lower acceptance rate of service $i = 3$ in order to accept more service $i = 4$ requests. Both services compete for resource $h = 1$. Hence, this resource is rarely available in both cases. CBPP generally accepted less service $i = 4$ requests and focused more on service $i = 1$ and $i = 2$. Although the revenue discrepancy was not significant in variation 25, CBPP yielded a higher revenue in both cases than CEC-S\textsuperscript{11}. For variation 3 and 7 similar interpretations apply.

Table 4.17: Capacity occupation for specific scenarios in variation 21 and 25 at the end of the period

<table>
<thead>
<tr>
<th></th>
<th>Variation 21</th>
<th>Variation 25</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h = 1$</td>
<td>99.9%</td>
<td>99.7%</td>
</tr>
<tr>
<td>$h = 2$</td>
<td>75.5%</td>
<td>84.6%</td>
</tr>
<tr>
<td>$h = 3$</td>
<td>85.4%</td>
<td>81.1%</td>
</tr>
<tr>
<td>$h = 4$</td>
<td>91.2%</td>
<td>99.9%</td>
</tr>
<tr>
<td>average</td>
<td>88.8%</td>
<td>91.3%</td>
</tr>
</tbody>
</table>

The case of service $i = 2$ outlines another important aspect of CBPP. Variation 14 and 18 are distinguished by the prices for service $i = 2$ with a discrepancy of 0.5. This small change leads to an average decrease of revenue of more than 4% (Table 4.16).

\textsuperscript{11}Although the analyzed scenarios for comparing both cases were selected randomly, it was considered to have similar request scenarios and forecasts, if available, to isolate the scenario from other effects.
Analyzing several runs, a typical pattern recurs. Figure 4.6 depicts the development of the bid prices for each resource in the 4x4 setting for CBPP. The resource $h = 2$ plays a crucial role for the outcome of CBPP. It is the most important resource for service $i = 1$ with a resource consumption of 7 (Table 4.15). Although service $i = 2$ needs more capacity from resource $h = 3$, it still requires the second highest amount of resource $h = 2$. The price of service $i = 2$ in variation 14 is closer to the price of service $i = 1$ than in variation 18. To accept service $i = 2$ the bid prices on the resource level have to be adapted appropriately. In variation 18 the bid prices are set almost equally and behave in a similar way over time (Figure 4.6b). Variation 14 shows a difference in the curve progression. The bid price for resource $h = 2$ decreases continuously, since service $i = 2$ needs to be accepted, while other bid prices increase (Figure 4.6a). This indicates a low $\alpha$ and a high $\beta$ for resource $h = 2$, while the others have a slightly higher $\alpha$ than $\beta$. Hence, more service $i = 2$ requests can be accepted. However, due to the proximity of the prices for service $i = 1$ and $i = 2$, more service $i = 1$ requests are accepted in variation 14 than in variation 18. Consequently, less capacity is available for service $i = 3$ and $i = 4$. A decrease in the price for service $i = 1$ from 16.2 to 15 and keeping the other prices as in variation 14 increases the revenue by 2%. Thus, prices should not be set too close to each other in order to improve the ability of the genetic algorithm to find appropriate bid prices for the resources. This is a disadvantage of the linear dependency of the bid prices. They cannot be adapted flexibly, since they depend on the incoming request and the decision of the previous time slots.

![Resource bid prices of variation 14 with price for i = 2: 18](a) Resource bid prices of variation 14 with price for i = 2: 18

![Resource bid prices of variation 18 with price for i = 2: 18.5](b) Resource bid prices of variation 18 with price for i = 2: 18.5

Figure 4.6: Bid price development over time for each resource (4x4 setting).

### 4.5.3 Implication

Providers can implement CBPP to manage revenue and resource utilization more efficiently, when bid prices cannot be updated between two or more incoming requests. Usually, the service-resource mapping is relatively fixed for their settings.
They have a portfolio of standard services. Thus, changes in the service-resource mapping is only useful, when providers often renew their portfolio by introducing new innovative services. The results above have proved that CBPP can outperform standard algorithms by up to 6% on average (RQ 2.4). However, it highly depends on the applied scenario. First of all, the provider has to be aware of the dependencies between services and resources. They must be able to technically map services to the consumed resources. The service-resource mapping has a great impact on the revenue. There is no general policy for which service-resource mapping CBPP performs best, since it depends on the price and the incoming demand.

The analysis of runtime in Section 4.4.1 provides a worst case scenario, where the algorithm is executed on a single machine. Genetic algorithms are capable of generating parallel threads to improve the runtime significantly. Hence, the runtime of CBPP will be much better, if the algorithm is executed in a cluster or Cloud. Furthermore, the revenue can be improved by selecting a higher population size and evolution steps, since the runtime can be reduced due to parallelization.

Cloud service prices are set by providers. They have to consider the current market prices and the willingness to pay of the consumers for their services. Changes in prices will change the bid price for every resource as well and thus influence the accept/reject decision of the provider. In some cases, CEC-S can outperform CBPP, if the prices are set too close. Providers can adjust the prices or the resource consumption of the services to avoid this issue. Service prices can also help to calculate the optimal reservation prices, if services are auctioned. For example, Amazon has three different pricing models. By defining the service price internally as reservation price, Amazon can calculate how many services may be offered as Spot instances, Reservation instances or On-Demand instances.

Demand is often a reaction on the offered Cloud services, the necessity for these services and their prices. In the simulation, it was assumed that the demand follows a Non Homogeneous Poisson Process (NHPP) and expensive services are likely to be requested later in time than inexpensive services. The provider has to analyze the incoming requests and model the forecasts accurately. Since service-resource mapping often cannot be changed instantly and demand can only be affected indirectly, other parameters play a more important role. Capacity for Cloud services is usually relatively fixed (see discussion in Section 2.3.1). Providers can virtually limit the capacity for certain services to guarantee a promised service level. This approach allows them to calculate the risk of accepting a predefined amount of service and still fulfill the SLA. Obviously, the virtual limit can be extended based on previous experience or if providers are risk takers. The DCR depends on the demand and the capacity. By setting different virtual lim-
its, this parameter can limit the resource usage to make it scarce, which will have an impact on the service and thus its price, because accept/reject policies change.
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Chapter 5

Conclusion and Outlook

In a Long Tail economy, it’s more expensive to evaluate than to release.

[Chris Anderson, 2004]

The thesis is divided into two self-contained chapters with their contributions.

The results in these chapters are summarized in Section 5.1 and their interrelation are explained to understand the integrated view and their impact in general (Section 5.2). There are still questions and opportunities left for future work. These are outlined in Section 5.3.

5.1 Summary of Contributions

Cloud Computing is a paradigm of providing infrastructure, platform and software as services over the Internet. Instant service request from consumers can be satisfied on-demand and the service are highly scalable. The provision of such services challenge Cloud service providers to manage their computing resources efficiently and also to price their services appropriately. Both aspects are best handled by Revenue Management methods and tools.

The objective of this thesis is to analyze the interrelation of Revenue Management and Cloud Computing. At first, the properties of Revenue Management methods and Cloud Computing were outlined and compared with each other (Chapter 2). Eight characteristics are relevant for Revenue Management. The offered Cloud services possess inherent Revenue Management characteristics such as perishability and inflexibility (Section 2.3.1). Cloud service providers use IT hardware to provide these services. On the one hand, they have to manage the utilization of these resources and, on the other hand, they have to fulfill the promised service levels. In case of scarce resources and uncertain demand, overbooking strategies
enable the increase of the resource utilization. From the consumers’ perspective, Cloud Computing promises high flexibility by outsourcing IT resources and their maintenance. This, however can lead to volatile demand and uncertain consumer behavior for a Cloud service provider. Furthermore, consumers have different kinds of demands. Some may prefer a guaranteed service while others focus on low-price services. Hence, the heterogenic consumers and the problem of uncertainty can be addressed by introducing advance reservation or price segmentation for Cloud services.

All these characteristics fit to the Cloud Computing paradigm, however, consumers’ preferences have not been analyzed in the Cloud context from a Revenue Management perspective. Thus, a survey was conducted in this thesis to identify how consumers would react to the introduction of typical Revenue Management methods like advance reservation (Chapter 3). This survey comprised of three parts. At first, general questions like frequency of Cloud service usage were asked to classify the participants into different user categories. In a second step, more specific questions were necessary to analyze whether Revenue Management methods are accepted by consumers. The theoretical motivation for these questions stems from the Revenue Management literature about customer choice theory. The relevant papers were categorized to identify similar research questions. Then, important questions were derived and embedded in the survey. The third part analyzed the consumer preferences via a conjoint analysis. This research method enables the derivation of the utility of a service for every customer from the evaluation of the customers’ perception for different combinations of the predefined service attributes.

Three research questions have been answered by this survey. Initially, the applicability of certain provider policies were examined (Research Question 2.1). Consumers were asked how they would react to advance reservation and price discrimination. Furthermore, the dependency on their usage frequency of IaaS was analyzed. The answers were quite positive. Consumers are open to price discrimination, when the offered services have different characteristics. Even advance reservation was appreciated by the survey participants. Thus, Revenue Management methods are applicable to Cloud services.

Price discrimination plays an important role in Revenue Management, since customer segmentation and different service characteristics enable the increase of revenue through different prices. Different survey questions were analyzed via a Chi-square test for the Research Question 2.2. Consumers’ profit from different prices according to the service levels. They are ready to buy services with lower or no guaranteed service level for a lower price. However, there were no significant results between price discrimination and booking in advance. Hence, it is not obvious whether a service with an advance reservation option should have a different price to an on-demand service. Maybe consumers would buy both services for the
same price or even pay a higher price for the advance reservation. For example, the provider for rendering software RenderRocket asks a higher price for advance reservation services with a guaranteed service level.

The conjoint analysis revealed the preferences of the consumers to answer Research Question 2.3, which attributes are most important for the consumers. The operating system is an essential part in the IaaS offer when consumers decide between various offers. Both Windows and Linux should be available. Linux is more attractive than Windows. The operating system is followed by the price. Obviously, a lower price is preferred to a higher price. Furthermore, the consumers benefit from a good support level with direct contact to the help desk via phone. This support makes them feel that they have more control by directly influencing the recovery process in the case of failure. The survey from Avanade also substantiates the fact that loss of control is the biggest fear of the Cloud users (Leipold et al., 2009).

An IaaS provider will increase revenue by introducing price discrimination and various service offers for heterogeneous customers. Operating systems and price have a great impact on the provider selection process of the consumer. Thus, offering various Linux or Windows versions (or even other operating systems) can result in a higher market share. However, a provider should consider other additional services like phone support as well to distinguish the offered services from the competitors’ offers.

After knowing the consumer preferences, the provider has to design the Cloud services accordingly. These services are offered to a variety of consumers with certain service level conditions. To fulfill these service levels, systems are often run redundantly. The provider faces the problem of utilizing the hardware resources and to meet the SLA. In case of scarce resources the provider has to decide when to accept or reject certain service requests. In another way of interpretation, he can compare different scenarios with different prices assuming to have almost perfect knowledge about the demand. When requests for these Cloud services appear rapidly, the provider has to decide in an automated way when to accept or reject the requests.

Chapter 4 suggests an automated update of bid prices called Customized Bid-Price Policy (CBPP) as a heuristic to efficiently make these decisions. It performs better than well-known algorithms, if an update of the bid prices in not possible after every incoming request or in every timeslot, respectively. While the alternative algorithms are calculated online, CBPP estimates the price decision for every timeslot offline and then uses an additive approach to determine the bid price during the incoming requests. The revenue of CBPP is, in most of the scenarios, better than standard algorithm with a less frequent update. It can increase the revenue by up to 20%, but it can also perform 10% worse than other algorithms. Several parameters affect the revenue outcome, which have not been scrutinized in the literature before.
The impact of price changes were analyzed to understand its effect on the bid price. A small difference between the prices for each service can lead to substantially bad results for CBPP compared to the quasi-static CEC-S algorithm. However, the results for CBPP are stable, while price changes may influence the CEC-S outcome. Small price differences are less error-prone and thus increase the revenue of CEC-S. One assumption is to have a Non Homogeneous Poisson Process (NHPP) to model the demand. Another aspect is the Demand-to-Capacity ratio (DCR) value, which is assumed to be between one and two. The service-resource mapping was modeled by a random distribution. It can be concluded that an offline algorithm with an additive function for the online update can increase the revenue under the above mentioned conditions (Research Question 2.4).

5.2 Integrated View of the Results

Revenue Management encompasses many aspects of a service providers’ decision process how and when to allocate a service to a certain consumer. This thesis covered two aspects of the entire process discussed in Chapter 3 and 4. Cloud services have to be consumed electronically over a network. Cloud consumers can accept a posted price offer or participate in an auction. Some companies like 3Tera allow only a direct negotiation without a posted-price offer. Consumers have different demand characteristics and ask for various additional services from a simple phone support to complex pre-configured several virtual machines with workflow management application. By identifying the consumers’ preferences, a provider can efficiently design basic and complex services to satisfy the demand. The preference analysis can be done via survey (Chapter 3) or by analyzing historical customer data (if available). Historical data and current demand can also help to accurately forecast the demand for certain services at certain points in time. An accurate forecast will lead to higher revenue, since the (hardware) resources can be utilized efficiently. Moreover, both consumer preferences and forecasting are necessary to provide the price optimization engine with the right information at the right time. Current prices are based on the market situation, the demand, the resource availability and strategic decisions of the provider. For example, it is common practice in the travel industries that the prices increase over time, while in the field of fashion, the retailing prices decrease (Su, 2007). Amazon.com is currently the most dominant Cloud service provider and they seem to be open to various pricing policies. Their portfolio comprises posted-price offers, subscription models and dynamic pricing. It is likely that Cloud services offers will have many facets.

From a provider’s perspective, these aspects have to be taken into consideration in order to efficiently price the offered services. Capacity control algorithms like
CBPP enable to determine different demand scenarios and calculate the appropriate price according to the demand. This, however, assumes that each provider has profound knowledge about the price sensitivity of the customers, i.e. the provider knows how the customers will react, if prices are increased or decreased by a certain percentage. Often, the provider has imperfect information and thus has to approximate the optimal decision supported by historical data and experience. Revenue Management provide tools and methods to achieve a near optimum solution. Though, it is often based on various assumptions (see Chapter 2). A Cloud service provider has to conceive these assumptions to apply these methods efficiently in practice.

5.3 Future Work

The current developments in the market for Cloud Computing services have not led to a mature stage yet. Technical and economical challenges remain to be solved. Several surveys have already emphasized the fear of Cloud customers to loose control of the hardware management and thus to be unable to react quickly in emergencies. Even the data management and the access to the data is convoluted, since a consumer does not know who has access to the data. This is in line with the security concerns, when data transfer and data storage are not 100% secured by encryption methods. Currently, there is no guarantee of who is responsible, if data security is violated. SLAs often do not take this aspect into consideration. Gens (2008) identified that security, performance and availability are the biggest challenges. Developing reliable security mechanisms for Cloud services will help to reduce the fear of the consumers. This approach can be enhanced by establishing international laws to enforce minimum requirements for Cloud service SLAs.

Comments from the respondents of the conducted survey also corroborate what other surveys pointed out: changing providers is very complex, and missing standards make it hard to transfer operations from one provider to the other. Sunk cost at one provider lead to a lock-in effect for the consumer (Varian et al., 2004). Although prices influence the first choice decision, migrating operations to another provider for a better price is only an option for non-critical operations and significantly lower prices (at least 25%) according to the conducted survey in this thesis. The initiative “Open Cloud Manifesto” comprises currently over 175 companies including major companies like IBM and SAP amongst others. Though, Amazon and Google as the current big players in the Cloud are, however, missing. It indicates that these companies, which are already successfully offering Cloud services, are not interested in abolishing the lock-in effect. Consumers will definitely benefit from such an initiative, if they agree on standards. One step towards lowering
the switching costs is enabled by the company CloudSwitch\textsuperscript{1}. They offer a service to migrate virtual machines created with VMWare\textsuperscript{2} to Amazon EC2. This service saves the time of configuring an EC2 instance from scratch.

The tools from Revenue Management described in this thesis are only applicable, if a service-resource mapping is possible. Providers have to at least estimate the resource consumption of each service. Virtualization technologies help to allocate a certain amount of resource for certain virtual instance on the IaaS layer. An in-depth control of the service consumption will help to manage the hardware resources efficiently, which has to be analyzed technically.

From an economic point of view, price determination and Cloud service design need a profound knowledge about the consumer preferences. The conducted survey was a first step towards understanding these preferences. However, each parameter analyzed in this survey has to be examined more closely. Detailed knowledge on how changes in the availability rate may have an impact on the customer’s choice is valuable information for the providers. They can calculate their revenue better by considering the outages, the willingness of a customer to take a certain outage rate into account and to derive the penalty rates for their SLA violation. Cloud Computing is currently in an evolving stage. The survey in this thesis provides a snapshot from the consumer preferences in 2009. More continuous surveys are necessary to evaluate the historical and dynamical development of the service offers. Furthermore, finite price changes over time as proposed by Bitran and Mondschein (1997) are interesting approaches to understand how often prices are allowed to vary. Since the Cloud Computing market is still in its infancy, there is no common price structure or pricing policy. Pay-as-you-go, subscription model and capacity pricing are common and widely used on all layers (infrastructure, platform and software as a service). Another interesting aspect is to analyze consumer preferences on other layers beside the infrastructure level as well. A first approach on SaaS was done by Köhler et al. (2010).

The proposed heuristic CBPP is based on an additive function to calculate the bid prices. The disadvantage of the additive function is its dependency on the bid prices in each timeslot, which makes the function less flexible. Perhaps non-linear function may approximate the bid prices more accurately. For example, some resources may have a higher impact on the service value than other resources. An adaptive non-linear function can put a heavier weight on selected resources to approximate the bid prices in a better way.

Moreover, this approach defines the time horizon as finite. The provider limits his view to a certain time period. If CBPP is applied for reservation and the usage will start at the end of the time horizon, this approach is appropriate. An interesting

\textsuperscript{1}http://www.cloudswitch.com
\textsuperscript{2}http://www.vmware.com
extension would be a continuous usage case. CBPP can be applied to the continuous case with certain limitation, i.e. the customer instantly using this service will use it until the end of the time horizon. Though, the used resources will not be released for further offers. An extension would take the duration of usage of a Cloud service into account, which provides a more realistic scenario.
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Customer Choice Survey

A.1 Questionnaire
Dear Participant,

The aim of this survey is to define customers’ valuation of price, performance, support, ease of use, availability, and other inexpensive cloud computing options, as well as the performance of your chosen platforms and services. Our goal is to explore how customers make their decisions when choosing cloud services. We will ask customers performing competitive offers or strategically delaying their purchases in expectation of better prices in the future. Thus, we define cloud computing as a collective term for “Infrastructure as a Service” (e.g., Amazon Web Services), “Platform as a Service” (e.g., Google App Engine), and “Software as a Service” (e.g., Salesforce) offers.

The questions are divided into three groups. The first group of questions deals with valuation and choice criteria. You will be asked for your willingness-to-pay for, for example, in the second part of the survey, you will be asked whether you would choose to buy them or not. Next, there are some general questions about your work behavior for a proper classification of the gathered data. The processing of this survey takes approximately 30 minutes (29 questions).

To provide you with some background information: The survey was conducted as part of our research work at the Institute of Information, Systems, and Management (IISM) at the University of Technology. Currently, we do research related to customer decision models in cloud computing. This means analyzing service consumption, usage, and management under customer choice behavior to cloud computing services.

Please note that neither we are affiliated to any type of company nor does the result of this survey contain any identifying information about you, unless you enter your contact details. In case of questions, comments, any problems or interest in the outcome of this survey, feel free to contact Philipp@IISM.com.

Please use the comments box at the end of this survey. Thank you for your input.

IISM
Identifying Customers’ Preferences in Cloud Computing

Figure A.1: Websurvey Questionnaire Part 1
**Figure A.2: Websurvey Questionnaire Part 2**

**Q1:** What price is appropriate for using the following standard computing instance for one hour?

We define a standard computing instance as follows:
- 2 standard cores CPU (4GB) with 3.0GHz
- 24 - 32 GB of memory
- 500 GB of instance storage
- 64-bit platform

Please enter your *true valuation* in US-

**Q2:** What price is appropriate for using the following standard computing instance for one month?

We define a standard computing instance as follows:
- 2 standard cores CPU (4GB) with 3.0GHz
- 24 - 32 GB of memory
- 500 GB of instance storage
- 64-bit platform

Please enter your *true valuation* in US-

**Q3:** Do you prefer to customize services according to your needs or do you prefer services offered as bundles?

A customized service allows you to pick exactly the characteristics you need but the configuration is more complex (e.g., Amazon Web Services). Bundles have the advantage of simpler configuration but you may purchase service characteristics you do not need (e.g., flat rate).

Choose one of the following answers:
- I prefer to **customize** products and services.
- I prefer products and services offered as **bundles**.

**Q4:** Can you predict your usage behavior for cloud computing services?

Choose one of the following answers:
- Yes, I can predict it at least half a day before usage.
- Yes, I can predict it at least one day before usage.
- Yes, I can predict it at least two days before usage.
- Yes, I can predict it at least one week before usage.
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Figure A.3: Websurvey Questionnaire Part 3

No, I cannot predict my usage behavior.

**Q5:** To receive significant price reductions, would you accept a lower performance level? (This means you get a best effort but no guaranteed service.)

☐ Yes
☐ No

**Q6:** To receive significant price reductions, would you book a defined time slot in advance? (This means you have a specific time (e.g., 09:00am – 03:00pm) in which you can use the cloud computing service.)

☐ Yes
☐ No

**Q7:** Do you compare offerings from different providers when you need to use cloud computing services?

<table>
<thead>
<tr>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computing services</td>
<td></td>
</tr>
<tr>
<td>Storage solutions</td>
<td></td>
</tr>
<tr>
<td>Web hosting</td>
<td></td>
</tr>
<tr>
<td>Content delivery</td>
<td></td>
</tr>
<tr>
<td>Web applications</td>
<td></td>
</tr>
</tbody>
</table>

**Q8:** Have you changed your cloud computing provider, if yes for what reason?

Check any that apply

☐ Yes, for the reason of better prices.
☐ Yes, for the reason of a better fitting service.
☐ Yes, for the reason of better performance.
☐ Yes, for the reason of better interoperability.
☐ Yes, for another reason.
☐ No, I haven’t changed my cloud computing provider.

**Q9:** Would you change your service provider if a competitor is offering a better price? (Everything else remains the same.)

Choose one of the following answers

☐ Yes, in any case.
☐ Yes, if the price is at least 10 percent below my current rates.
☐ Yes, if the price is at least 25 percent below my current rates.
☐ Yes, if the price is at least 50 percent below my current rates.
☐ No, the price is less important to me.
**Q10:** What developments in cloud computing do you expect within the next years?  
(Choose one of the following answers:  
- Increase of price and in quality of service  
- Increase of price and decrease in quality of service  
- Decrease of price and decrease in quality of service  
- Decrease of price and increase in quality of service)

**Q11:** Would you endorse the introduction of...  

i) tiered/ differential pricing for cloud computing?  
(An example for differential pricing is Apple’s iTunes store where they sell music downloads at three prices: 69 cents (non-forgotten songs), 99 cents and $1.29 (hot new track). In other cloud computing means the price might vary between peak and off-peak periods.)

ii) complementary cloud computing services for your subscription?  
(This means for example that you receive promotions from Google Maps when using your Flickr account.)

iii) a loyalty program like in airlines offer?  
(This means you would be rewarded with higher performance of your calculations, free support or discounts on existing services for your loyalty.)

iv) a monitoring systems showing the utilization of the resources running your job, application?  
(This could be a light green for low utilization, yellow for moderate utilization and red for high utilization.)

v) a subscription model?  
(During a subscription model you book a certain number of server instances permanently at a lower price, and have the right to book additional instances later depending on workload.)

<table>
<thead>
<tr>
<th>Tiered/differential pricing</th>
<th>Agree</th>
<th>Neither agree nor disagree</th>
<th>Disagree</th>
<th>Strongly disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complementary offerings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loyalty program</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System utilization monitor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subscription model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[Exit and clear survey]  
Resume later  
<< Previous  
Next >>
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**Q18:** What do you consider yourself primarily?
- Choose one of the following answers
  - Developer
  - Enterprise user
  - Small and medium-sized enterprise user
  - Scientific user
  - End user (focusing private interests)

**Q19:** How often do you use cloud computing services?
- Choose one of the following answers
  - Daily
  - Weekly
  - Monthly
  - Less than monthly
  - Never
  - No answer

**Q20:** Which cloud computing "layer" is most important for your projects?
- Software as a Service
- Platform as a Service
- Infrastructure as a Service
- No answer

From our perspective there are three different layers in cloud computing at the moment:
- Software as a Service (SaaS) meaning applications offered on-demand over the Internet like Salesforce.
- Platform as a Service (PaaS) meaning developer platform with built-in services like Google App Engine or Microsoft Azure.
- Infrastructure as a Service (IaaS) meaning basic storage and compute capabilities offered as a service like Amazon Web Services or Microsoft.

**Q21:** Which is your central domain for cloud computing?
- Check all that apply
  - Application hosting/SaaS
  - High performance computing
  - Backup and storage
  - Content delivery
  - Web hosting
  - Social networking
  - Search engines
  - E-commerce
  - Other

Figure A.5: Websurvey Questionnaire Part 5
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Figure A.6: Websurvey Questionnaire Part 6

A.2 Profile Cards
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### Product Samples
The product samples consist of seven characteristics. Those characteristics and their respective specifications are described below.

1. **Prices**: For the following sample products there are three different prices ($0.70, $1.10, and $2.00). The prices are on an hourly basis and include CPU (2.0 GHz CPU – 4 virtual cores), memory (15 GB), data transfer (max. 10 GB), storage (1500 GB) and the subsequently presented characteristics.

2. **Performance**: Within this survey we distinguish between guaranteed performance and best-effort service types. Guaranteed performance means a guaranteed high service level and thereby high performance. A best-effort service has a lower priority and jobs may have to wait before being executed.

3. **Support Levels**: Products offer different levels of support (phone, email and documentation). Support via phone means you can contact support staff by phone. If the product offers only email support, the implied support staff can only be contacted via email. Documentation is provided on the website if products include documentation.

4. **Start-up Times**: Start-up Time defines the period between booking/registering and set-up of an instance. This survey distinguishes between instant start-up which means within minutes the instance is ready for calculations and prolonged start-up. In this case there is a significant interval between booking and set-up.

5. **Operating System**: Within this survey we distinguish between instances provided with Windows or Linux only and an environment where you can choose between both operating systems during set-up.

6. **Availability**: There are three different availability levels:
   - 99.95% equals less than 45 hours downtime per year
   - 99.25% equals less than 22 hours downtime per year
   - 99.50% equals less than 44 hours downtime per year

7. **Value-added Services**: Value-added services can be a Firewall, Load Balancing or none at all.

**Q12**: Please rate the following products according your preferences:

<table>
<thead>
<tr>
<th>Price</th>
<th>Performance</th>
<th>Support Level</th>
<th>Start-up Time</th>
<th>Operating System</th>
<th>Availability</th>
<th>Value-added Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.70</td>
<td>Guaranteed</td>
<td>Phone</td>
<td>Instant</td>
<td>Both</td>
<td>99.95%</td>
<td>None</td>
</tr>
<tr>
<td>$1.10</td>
<td>Guaranteed</td>
<td>Email</td>
<td>Instant</td>
<td>Linux</td>
<td>99.50%</td>
<td>None</td>
</tr>
<tr>
<td>$2.00</td>
<td>Guaranteed</td>
<td>Documentation</td>
<td>Instant</td>
<td>Linux</td>
<td>99.95%</td>
<td>Load Balancing</td>
</tr>
<tr>
<td>$0.70</td>
<td>Guaranteed</td>
<td>Documentation</td>
<td>Prolongated</td>
<td>Windows</td>
<td>99.50%</td>
<td>Firewall</td>
</tr>
</tbody>
</table>

**Q13**: Please rate the following products according your preferences:

<table>
<thead>
<tr>
<th>Price</th>
<th>Performance</th>
<th>Support Level</th>
<th>Start-up Time</th>
<th>Operating System</th>
<th>Availability</th>
<th>Value-added Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2.00</td>
<td>Guaranteed</td>
<td>Documentation</td>
<td>Prolongated</td>
<td>Both</td>
<td>99.95%</td>
<td>None</td>
</tr>
</tbody>
</table>

Figure A.7: Websurvey Conjoint Analysis Part 1
A.2. PROFILE CARDS

Identifying Customers' Preferences in Cloud Computing: Product S...


<table>
<thead>
<tr>
<th>Product</th>
<th>Price</th>
<th>Performance</th>
<th>Support Level</th>
<th>Start-up Time</th>
<th>Operating System</th>
<th>Availability</th>
<th>Value-added Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product 6</td>
<td>$2.00</td>
<td>Best Effort</td>
<td>Prolongated</td>
<td>Windows</td>
<td>99.75%</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Product 7</td>
<td>$1.10</td>
<td>Guaranteed</td>
<td>Prolongated</td>
<td>Linux</td>
<td>99.95%</td>
<td>Load Balancing</td>
<td></td>
</tr>
<tr>
<td>Product 8</td>
<td>$0.70</td>
<td>Best Effort</td>
<td>Phone</td>
<td>Prolongated</td>
<td>99.75%</td>
<td>Firewall</td>
<td></td>
</tr>
</tbody>
</table>

**Q14**: Please rate the following products according your preferences:

<table>
<thead>
<tr>
<th>Product</th>
<th>Price</th>
<th>Performance</th>
<th>Support Level</th>
<th>Start-up Time</th>
<th>Operating System</th>
<th>Availability</th>
<th>Value-added Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product 9</td>
<td>$1.10</td>
<td>Best Effort</td>
<td>Documentation</td>
<td>Instant</td>
<td>Both</td>
<td>99.75%</td>
<td>Firewall</td>
</tr>
<tr>
<td>Product 10</td>
<td>$2.00</td>
<td>Guaranteed</td>
<td>Phone</td>
<td>Instant</td>
<td>Both</td>
<td>99.95%</td>
<td>Firewall</td>
</tr>
<tr>
<td>Product 11</td>
<td>$0.70</td>
<td>Best Effort</td>
<td>Email</td>
<td>Instant</td>
<td>Both</td>
<td>99.50%</td>
<td>Load Balancing</td>
</tr>
<tr>
<td>Product 12</td>
<td>$1.10</td>
<td>Guaranteed</td>
<td>Email</td>
<td>Instant</td>
<td>Windows</td>
<td>99.50%</td>
<td>Firewall</td>
</tr>
</tbody>
</table>

**Q15**: Please rate the following products according your preferences:

<table>
<thead>
<tr>
<th>Product</th>
<th>Price</th>
<th>Performance</th>
<th>Support Level</th>
<th>Start-up Time</th>
<th>Operating System</th>
<th>Availability</th>
<th>Value-added Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product 13</td>
<td>$0.70</td>
<td>Guaranteed</td>
<td>Phone</td>
<td>Instant</td>
<td>Linux</td>
<td>99.75%</td>
<td>None</td>
</tr>
<tr>
<td>Product 14</td>
<td>$2.00</td>
<td>Best Effort</td>
<td>Phone</td>
<td>Instant</td>
<td>Windows</td>
<td>99.95%</td>
<td>Load Balancing</td>
</tr>
<tr>
<td>Product 15</td>
<td>$0.70</td>
<td>Guaranteed</td>
<td>Documentation</td>
<td>Instant</td>
<td>Windows</td>
<td>99.75%</td>
<td>Load Balancing</td>
</tr>
<tr>
<td>Product 16</td>
<td>$1.10</td>
<td>Guaranteed</td>
<td>Phone</td>
<td>Instant</td>
<td>Windows</td>
<td>99.50%</td>
<td>None</td>
</tr>
</tbody>
</table>

**Q16**: Please rate the following products according your preferences:

<table>
<thead>
<tr>
<th>Product</th>
<th>Price</th>
<th>Performance</th>
<th>Support Level</th>
<th>Start-up Time</th>
<th>Operating System</th>
<th>Availability</th>
<th>Value-added Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product 13</td>
<td>$0.70</td>
<td>Guaranteed</td>
<td>Phone</td>
<td>Instant</td>
<td>Linux</td>
<td>99.75%</td>
<td>None</td>
</tr>
<tr>
<td>Product 14</td>
<td>$2.00</td>
<td>Best Effort</td>
<td>Phone</td>
<td>Instant</td>
<td>Windows</td>
<td>99.95%</td>
<td>Load Balancing</td>
</tr>
<tr>
<td>Product 15</td>
<td>$0.70</td>
<td>Guaranteed</td>
<td>Documentation</td>
<td>Instant</td>
<td>Windows</td>
<td>99.75%</td>
<td>Load Balancing</td>
</tr>
<tr>
<td>Product 16</td>
<td>$1.10</td>
<td>Guaranteed</td>
<td>Phone</td>
<td>Instant</td>
<td>Windows</td>
<td>99.50%</td>
<td>None</td>
</tr>
</tbody>
</table>

Figure A.8: Websurvey Conjoint Analysis Part 2
**APPENDIX A. CUSTOMER CHOICE SURVEY**
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**Figure A.9:** Websurvey Conjoint Analysis Part 3

<table>
<thead>
<tr>
<th>Product 17</th>
<th>Price</th>
<th>Performance</th>
<th>Support Level</th>
<th>Start-up Time</th>
<th>Operating System</th>
<th>Availability</th>
<th>Value-added Services</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$1.10</td>
<td>Guaranteed</td>
<td>Phone</td>
<td>Prolongated</td>
<td>Both</td>
<td>99.95%</td>
<td>Load Balancing</td>
</tr>
<tr>
<td>Product 18</td>
<td>$2.00</td>
<td>Guaranteed</td>
<td>Email</td>
<td>Instant</td>
<td>Linux</td>
<td>99.95%</td>
<td>Firewall</td>
</tr>
<tr>
<td>Product 19</td>
<td>$0.70</td>
<td>Guaranteed</td>
<td>Email</td>
<td>Prolongated</td>
<td>Linux</td>
<td>99.50%</td>
<td>Firewall</td>
</tr>
<tr>
<td>Product 20</td>
<td>$2.00</td>
<td>Best Effort</td>
<td>Phone</td>
<td>Prolongated</td>
<td>Linux</td>
<td>99.05%</td>
<td>None</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Product 17</th>
<th>7 - I would definitely buy this product</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1 - I would definitely not buy this product</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product 17</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Product 18</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Product 19</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Product 20</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
</tbody>
</table>

**Q17:** Please rate the following products according your preferences:

<table>
<thead>
<tr>
<th>Product 21</th>
<th>Price</th>
<th>Performance</th>
<th>Support Level</th>
<th>Start-up Time</th>
<th>Operating System</th>
<th>Availability</th>
<th>Value-added Services</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$0.70</td>
<td>Best Effort</td>
<td>Email</td>
<td>Prolongated</td>
<td>Linux</td>
<td>99.75%</td>
<td>Load Balancing</td>
</tr>
<tr>
<td>Product 22</td>
<td>$2.00</td>
<td>Guaranteed</td>
<td>Email</td>
<td>Prolongated</td>
<td>Windows</td>
<td>99.50%</td>
<td>Firewall</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Product 21</th>
<th>7 - I would definitely buy this product</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1 - I would definitely not buy this product</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product 21</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
<tr>
<td>Product 22</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td>o</td>
<td></td>
</tr>
</tbody>
</table>

---
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see next two pages
<table>
<thead>
<tr>
<th>Clusters</th>
<th>Types of Customers</th>
<th>Policy</th>
<th>Description</th>
<th>Outcome</th>
<th>Focus</th>
<th>Conditions under Which Discounts are Offered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic Pricing</td>
<td>Strategic-high-type; Strategic-low-type; Myopic-high-type; Myopic-low-type</td>
<td>Increasing prices optimal with strategic-high-type and myopic-low-type customers</td>
<td>Revenue management problem where vendor has to determine optimal sequence of discounts</td>
<td>Increase in revenue</td>
<td>Increase in discount frequency</td>
<td>Customers know their willingness to pay</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>where optimal prices are derived by simulation-based techniques to find optimal prices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Optimization of strategic customers' revenue</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>when changing offers does not affect future expectations of strategic customers and myopic customers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>When strategic and myopic customers are the only customers, single price policy is optimal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>The optimal strategy is to offer last-minute discounts when customers are uncertain and firms offer a single price</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>The optimal strategy is to offer last-minute discounts when customers are uncertain and firms offer a single price</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>The optimal strategy is to offer last-minute discounts when customers are uncertain and firms offer a single price</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Types of Customers</th>
<th>Policy</th>
<th>Description</th>
<th>Outcome</th>
<th>Focus</th>
<th>Conditions under Which Discounts are Offered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic Pricing</td>
<td>Strategic-high-type; Strategic-low-type; Myopic-high-type; Myopic-low-type</td>
<td>Increasing prices optimal with strategic-high-type and myopic-low-type customers</td>
<td>Revenue management problem where vendor has to determine optimal sequence of discounts</td>
<td>Increase in revenue</td>
<td>Increase in discount frequency</td>
<td>Customers know their willingness to pay</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>where optimal prices are derived by simulation-based techniques to find optimal prices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Optimization of strategic customers' revenue</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>when changing offers does not affect future expectations of strategic customers and myopic customers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>When strategic and myopic customers are the only customers, single price policy is optimal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>The optimal strategy is to offer last-minute discounts when customers are uncertain and firms offer a single price</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>The optimal strategy is to offer last-minute discounts when customers are uncertain and firms offer a single price</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>The optimal strategy is to offer last-minute discounts when customers are uncertain and firms offer a single price</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table A1: Overview of the Related Customer Choice Models from Revenue Management (Part I/2)**
### Table A.2: Overview of the related customer choice models from Revenue Management (part 2/2)

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Description</th>
<th>Types of customers</th>
<th>Focus</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer response to dynamic pricing</td>
<td>Anderson and Wilson (2003)</td>
<td>Strategic customers</td>
<td>Customers are able to understand the revenue approach by firms and act strategically to counter the price and quantity decisions</td>
<td>Customers may decide to wait in case low fare classes are closed; this may have serious revenue implications particularly for low demand flights</td>
</tr>
<tr>
<td></td>
<td>Zhou et al. (2005)</td>
<td>Customers follow a price-sensitive Poisson process</td>
<td>Study of the threshold purchasing policy for the strategic customer</td>
<td>Both customer and firm can benefit from strategic customer behavior in practice by adopting a target price purchasing system</td>
</tr>
<tr>
<td>Choice from a set of products</td>
<td>Talluri and van Ryzin (2004)</td>
<td>Customers follow an independent demand model</td>
<td>Decision with subset of products to offer at each point in time</td>
<td>The more capacity available the further the optimal set is along the sequence</td>
</tr>
<tr>
<td></td>
<td>Zhang and Cooper (2005, 2009)</td>
<td>Customers choose dynamically according to a random choice model</td>
<td>Parallel flights with separate inventories</td>
<td>Separable bounds are equal if different flights have equal or different fares</td>
</tr>
<tr>
<td>Substitution and complements andanties</td>
<td>Netessine et al. (2006)</td>
<td>One customer per period</td>
<td>Cross-selling in the dynamic setting as an opportunity complementary to single-product revenue management</td>
<td>Most effective when product inventory is approximately equal to expected demand</td>
</tr>
<tr>
<td></td>
<td>Aydin and Ziya (2007)</td>
<td>Target and non-target customers</td>
<td>Promotional product that needs to be sold after a certain deadline</td>
<td>Under dynamic pricing, up-selling decision does not depend on inventory level or remaining time</td>
</tr>
</tbody>
</table>
## Appendix B

### Genetic Algorithm

Table B.1: Analysis of upper bound settings on outcome of CBPP

<table>
<thead>
<tr>
<th></th>
<th>( \alpha_U = 2 )</th>
<th>( \alpha_U = 3 )</th>
<th>( \alpha_U = 5 )</th>
<th>( \alpha_U = 8 )</th>
<th>( \alpha_U = 10 )</th>
<th>( \alpha_U = 15 )</th>
<th>( \alpha_U = 20 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>19192</td>
<td>19239</td>
<td>19255</td>
<td>19288</td>
<td>19334</td>
<td>19306</td>
<td>19275</td>
</tr>
<tr>
<td>std dev</td>
<td>619</td>
<td>633</td>
<td>642</td>
<td>605</td>
<td>499</td>
<td>676</td>
<td>712</td>
</tr>
<tr>
<td>rev diff</td>
<td>1.7%</td>
<td>1.9%</td>
<td>2.0%</td>
<td>2.2%</td>
<td>2.4%</td>
<td>2.3%</td>
<td>2.1%</td>
</tr>
<tr>
<td>3x3</td>
<td>avg</td>
<td>18735</td>
<td>18794</td>
<td>18869</td>
<td>18884</td>
<td>18937</td>
<td>18896</td>
</tr>
<tr>
<td>std dev</td>
<td>658</td>
<td>678</td>
<td>696</td>
<td>649</td>
<td>565</td>
<td>704</td>
<td>748</td>
</tr>
<tr>
<td>rev diff</td>
<td>3.8%</td>
<td>4.2%</td>
<td>4.6%</td>
<td>4.7%</td>
<td>5.0%</td>
<td>4.7%</td>
<td>4.4%</td>
</tr>
<tr>
<td>4x4</td>
<td>avg</td>
<td>23692</td>
<td>23735</td>
<td>23804</td>
<td>23840</td>
<td>23908</td>
<td>23876</td>
</tr>
<tr>
<td>std dev</td>
<td>628</td>
<td>665</td>
<td>689</td>
<td>625</td>
<td>537</td>
<td>688</td>
<td>734</td>
</tr>
<tr>
<td>rev diff</td>
<td>4.8%</td>
<td>5.0%</td>
<td>5.3%</td>
<td>5.5%</td>
<td>5.8%</td>
<td>5.6%</td>
<td>5.5%</td>
</tr>
<tr>
<td>4x5</td>
<td>avg</td>
<td>26116</td>
<td>26175</td>
<td>26221</td>
<td>26354</td>
<td>26429</td>
<td>26401</td>
</tr>
<tr>
<td>std dev</td>
<td>318</td>
<td>321</td>
<td>375</td>
<td>287</td>
<td>245</td>
<td>354</td>
<td>394</td>
</tr>
<tr>
<td>rev diff</td>
<td>5.7%</td>
<td>5.9%</td>
<td>6.1%</td>
<td>6.6%</td>
<td>7.0%</td>
<td>6.8%</td>
<td>6.7%</td>
</tr>
<tr>
<td>4x7</td>
<td>avg</td>
<td>21489</td>
<td>21510</td>
<td>21577</td>
<td>21625</td>
<td>21683</td>
<td>21611</td>
</tr>
<tr>
<td>std dev</td>
<td>315</td>
<td>316</td>
<td>332</td>
<td>267</td>
<td>232</td>
<td>327</td>
<td>368</td>
</tr>
<tr>
<td>rev diff</td>
<td>4.1%</td>
<td>4.2%</td>
<td>4.5%</td>
<td>4.8%</td>
<td>5.1%</td>
<td>4.7%</td>
<td>4.4%</td>
</tr>
<tr>
<td>4x10</td>
<td>avg</td>
<td>22173</td>
<td>22263</td>
<td>22324</td>
<td>22409</td>
<td>22472</td>
<td>22426</td>
</tr>
<tr>
<td>std dev</td>
<td>439</td>
<td>431</td>
<td>401</td>
<td>358</td>
<td>296</td>
<td>376</td>
<td>447</td>
</tr>
<tr>
<td>rev diff</td>
<td>5.2%</td>
<td>5.6%</td>
<td>5.9%</td>
<td>6.3%</td>
<td>6.6%</td>
<td>6.4%</td>
<td>6.2%</td>
</tr>
<tr>
<td>6x8</td>
<td>avg</td>
<td>22209</td>
<td>22267</td>
<td>22312</td>
<td>22370</td>
<td>22438</td>
<td>22393</td>
</tr>
<tr>
<td>std dev</td>
<td>525</td>
<td>506</td>
<td>483</td>
<td>459</td>
<td>384</td>
<td>470</td>
<td>521</td>
</tr>
<tr>
<td>rev diff</td>
<td>3.8%</td>
<td>4.1%</td>
<td>4.3%</td>
<td>4.6%</td>
<td>4.9%</td>
<td>4.7%</td>
<td>4.6%</td>
</tr>
<tr>
<td>10x10</td>
<td>avg</td>
<td>22209</td>
<td>22267</td>
<td>22312</td>
<td>22370</td>
<td>22438</td>
<td>22393</td>
</tr>
<tr>
<td>std dev</td>
<td>525</td>
<td>506</td>
<td>483</td>
<td>459</td>
<td>384</td>
<td>470</td>
<td>521</td>
</tr>
<tr>
<td>rev diff</td>
<td>3.8%</td>
<td>4.1%</td>
<td>4.3%</td>
<td>4.6%</td>
<td>4.9%</td>
<td>4.7%</td>
<td>4.6%</td>
</tr>
</tbody>
</table>
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