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Summary
Objectives: To review the current state of the art in computational methods for the analysis of DNA microarray data.
Methods: The review considers methods of microarray data collection, transformation and representation, comparisons and predictions of gene expression from the data, their mechanistic analysis, related systems biology, and the application of clustering techniques.
Results: Functional genomics approaches have greatly increased the rate at which data on biological systems is generated, leading to corresponding challenges in analyzing the data through advanced computational techniques. The paper compares and contrasts the application of computational clustering for discovery, comparison, and prediction of gene expression classes, together with their evaluation and relation to mechanistic analyses of biological systems.
Conclusion: Methods for assaying gene expression levels by DNA microarray experiments produce considerably more data than other techniques, and require a wide variety of computational techniques for identifying patterns of expression that may be biologically significant. These will have to be verified and validated by comparison to results from other methods, integrated with other systems data, and provide the feedback for further experimentation for testing mechanistic or other biological hypotheses.
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Overview
The genome project has fundamentally changed the way in which we approach questions in biology, but not in the manner that many of us had envisioned. While genome sequences and preliminary gene catalogues have been useful, they have not revolutionized our understanding, for example, of the link between genotype and phenotype or the mechanisms governing an organism’s growth and development. It has been the technology that the genome project has enabled, rather than the data it has produced, that has the most profound impact on our conduct of biological research. In particular, functional genomics approaches, such as DNA microarrays, proteomics, and metabolomics have greatly increased the rate at which we can generate data on biological systems, allowing us for the first time to begin to observe on a molecular level the holistic response of an organism to a particular stimulus.

As microarrays and other technologies have become more commonplace, the challenges associated with collecting, managing, and analyzing the data from each experiment have increased substantially. Increasingly robust laboratory protocols, falling prices for commercial platforms, and an improved understanding of the intricacies of experimental design all have combined to drive the field to more complex experiments, generating enormous amounts of data. Just a few years ago, microarray studies typically included on the order of 10 hybridization assays; now, studies tend to have 100 or more such assays. The goal of this chapter is to present an overview of some of the issues associated with analyzing such data to extract meaningful biological results from the data.

Microarray Data Collection, Transformation, and Representation
A DNA microarray experiment begins with the choice of an appropriate experimental platform and this dictates a good deal of how an experiment is designed and analyzed. One key element in any microarray analysis is understanding which genes are represented by the individual probes. With “complete” reference genomes, one would imagine that this is a solved problem, but in most instances, the genome sequence and its annotation is still evolving and we do not yet have a comprehensive catalogue of the genes and their variants. However, this and issues of data management are beyond the scope of what we will cover in this chapter. Instead we will assume that we have selected an array platform and extracted expression data from a series of hybridization assays representing a group of biologically interesting samples. The starting point for understanding how one uses DNA microarrays for
classification is to understand how the data are collected and represented. The underlying technology is relatively straightforward. Gene-specific probes, representing thousands of individual genes, are arrayed on an inert substrate and used to assay levels of gene expression in a target biological sample. RNA is extracted from tissues of interest, labeled with a detectable marker (typically a fluorescent dye), and allowed to hybridize to the arrays with individual messages hybridizing to their complementary gene-specific probes on the array. Stoichiometry dictates that the relative quantity of nucleic acid bound to any probe should be a function of concentration. A more intense signal is caused by a higher degree of hybridization which, in turn, implies higher expression levels. Following hybridization and washing, the arrays are imaged using a confocal laser scanner and the relative fluorescence intensity for each gene-specific probe is extracted as a measure of the expression level for that gene. The actual value reported depends on the microarray technology platform used and the experimental design. For Affymetrix GeneChips™, where each sample is hybridized to an individual array, expression for each gene is measured as an “Average Difference” that represents an estimated expression level, less nonspecific background. For two-color arrays, such as cDNA and Agilent arrays, assays typically compare paired samples and report expression as the logarithm of the ratio of a query sample to a control (the log-ratio). Regardless of the approach or technology, the fundamental data used in all subsequent analyses are the expression measures for each gene in each experiment.

This expression data is typically represented as an “expression matrix” in which each row represents a particular gene and each column represents a specific biological sample. In this representation, each row is a “gene expression vector” where the individual entries are its expression levels in the samples assayed and each column is a “sample expression vector” that records the expression of all genes in that sample. While we will focus on classification using DNA microarray data, it should be noted that any data which can be placed into this “genes by samples” expression matrix format (for example, “proteins by samples”) can be analyzed using exactly the same techniques.

Following collection, the data are generally normalized to facilitate comparison between individual hybridization assays to compensate for differences in labeling, hybridization, and detection efficiencies. There are a number of approaches to data normalization, and again the approaches used depend on platform and the assumptions made regarding the biases in the data [1, 2, 3, 4, 5]. Further, a number of filtering transformations are often applied to the data using a variety of statistical approaches that, for example, eliminate genes that have minimal variance across the collection of samples or those that fail to provide data in a majority of the experiments. The value of these filtering transformations is that they reduce the complexity of the dataset by eliminating those genes that are not likely to contribute to either class discovery or classification.

It is important to note, however, that the choice of normalization and filtering transformations can have a profound effect on the results that are obtained [6]. Normalization adjusts the fluorescence intensities on each array and can therefore change the relative difference observed between samples – the fold change. While some normalization is generally necessary to compensate for systematic errors that are introduced during the measurement process, over-normalizing the data can distort the final results. Similarly, the manner in which the data are filtered can produce very different results. All statistical tests that are applied rely on assumptions regarding the nature of the variance in the measurements. Different statistical tests applied to the very same data set can often produce different (but generally overlapping) sets of significant genes and the appropriate means of dealing with these “high dimensional” datasets in which there are often more measurements (genes) than samples is an area of active research and debate. DNA microarray experiments can be broadly placed into four primary groups: class discovery, class comparison, mechanistic studies, and class prediction. Each generally has a very different final goal that can affect the experimental design and analysis, although any one experiment may yield novel insights into all four areas and the most useful newly discovered classes are those with a clear mechanism associated with them that can then be used to classify future samples.

Once the data have been collected, normalized, and filtered in some way, the real analysis begins. There are many possible experimental designs and many approaches to data analysis that build on trying to answer the fundamental questions posed in each experiment. Table 1 summarizes the broad classes of experiments that one might perform and some of the software tools that are useful for such analyses; a more detailed discussion of these data mining approaches follows immediately below.

Class Discovery

Class discovery analysis is generally the first step in any genomics experiment
Class Discovery analyses rely on unsupervised data analysis or clustering methods to explore expression patterns that exist in the data and these are often among the first techniques used in the analysis of any microarray dataset. The question we are asking in a class discovery experiment is “Are there unexpected but biologically interesting patterns that exist in the data?” Unsupervised methods do not use the sample classification as input – they do not take into account, for example, whether the samples come from ALL or AML patients. They simply group samples together based on some measure of similarity between them. Two of the most widely used unsupervised approaches are hierarchical clustering [7, 8, 9] and k-means clustering [10].

Fundamentally, each of these uses some feature of the data and a rule for determining relationships to group genes (or samples) that share similar patterns of expression. In the context of disease analysis, all of these can be extremely useful for identifying new subclasses in the data – provided that the classes are reproducible and that they can be related to other clinical data. All of these algorithms will divide data into clusters, but whether the clusters are meaningful requires expert input and analysis. Critical assessment of the results is essential. There are anecdotal reports of clusters being found that separate data based on the hospital in which the sample was collected, the technician who ran the microarray assay, or the day of the week on which the array was run. Clearly arrays can be very sensitive; one just has to work to minimize unnecessary variability and then to filter the biological signal from the noise. However, recent reports have suggested that adherence to good, standard laboratory practices and careful analysis of data can lead to high quality, reproducible results where the biology of the system under study drives the expression profiles that are observed [18, 19, 20, 21]. While clustering approaches can be useful in such studies, in general the classification of new samples based on their expression profiles generally relies on the application of class comparison methods followed by the development of robust and reliable classification algorithms.

Table 1: A wide range of algorithms have been developed to facilitate analysis of genomic expression datasets. Although most approaches have been applied in the context of gene expression microarray data, the algorithms themselves are generally applicable to any expression-based data.
type but through different mechanisms) in order to discover the genes and their expression patterns that best distinguish the groups. The starting point in such an experiment is the assumption that one knows the classes that are represented in the data, a logical approach to data analysis is to use the information about the various classes in a supervised fashion to identify those genes (or proteins or metabolites) that can be used to distinguish the various groups. One starts by assigning samples to particular biological classes based on some objective criteria. For example, the data may represent samples treated with two different drugs known to elicit different responses or disease and normal tissues. The first question to be asked is: “Which genes best distinguish the various classes in the data?” The goal at this stage is to find those genes that are most informative for distinguishing the samples based on class.

Fortunately, there are a wide variety of statistical tools that can be brought to bear on this question, including t-tests (for two classes) and analysis of variance (ANOVA; for three or more classes) that assign p-values to genes based on their ability to distinguish between groups. One concern with these statistical approaches is the problem of multiple testing. Simply put, in an array with 10,000 genes, applying a 95% confidence limit on gene selection \( p = 0.05 \) means that, by chance, one would expect to find 500 genes as significant. Clearly, we need to be more stringent in our gene selection to avoid potential problems with these. However, the important thing to remember is that what these methods provide are a means for prioritizing genes for further analysis. It should be noted that there are other widely used approaches, such as Significance Analysis of Microarrays (SAM) [22], which uses an adjusted t-statistic (or F-statistic), modified to correct for overestimates arising from small values in the denominator, along with permutation testing to estimate the False Discovery Rate (FDR) in any selected significant gene set.

Ultimately, the result of such an analysis is a collection of genes that are deemed significant for distinguishing the biological groups being compared in the analysis. The challenge at this point is generally to place these genes into a biological context. This in many ways is the key unsolved problem for functional genomics: if we knew what each of the individual genes, proteins, and metabolites did, as well as how genetic variation and other factors play a role in producing a particular outcome, there would be no need to use functional genomic approaches. Rather, one could simply focus on those key elements that are causally involved in any process and use those to determine whether a particular compound is likely to produce a specific response.

Having selected a set of genes whose expression patterns are useful for distinguishing two or more classes of samples, such as individuals who develop a particular disease and matched controls who do not, one can either use them as a starting point for mechanistic studies or attempt to classify new samples based on their expression profiles.

Class Prediction

Class prediction experiments attempt to go beyond the simple clustering approaches used in class discovery experiments to use catalogued expression profiles as a means of predicting to which group a new sample belongs based on its unique profile. The question we ask in such an experiment is “Can I find a particular pattern of expression and an appropriate mathematical rule that allows me to predict what group my sample belongs to?” Typically one starts out with a well characterized set of samples and their associated phenotypes and through a careful comparison of the expression profiles finds genes whose expression patterns can be used to distinguish the various phenotypic groups under analysis. Class prediction approaches then attempt to use such a set of “significant” genes to develop a mathematical rule (or computational algorithm) that can use the expression profiling data and take any one sample and assign it to its particular group. The goal, however, is not to merely separate the samples, but to create a rule (or algorithm) that can serve to predict the phenotype based on expression profiling data alone.

When developing a classification approach, the mathematical rules for analyzing new samples are encoded in a classification algorithm, and there are a wide range of algorithms that have been used for this purpose, including weighted voting [23], artificial neural networks (ANNs) [24, 25], discriminant analysis [26, 27, 28, 29], classification and regression trees (CART) [30], support vector machines (SVM) [31, 32], and k-nearest neighbors (kNN) [33], as well as a host of others. Essentially each of these uses an original set of samples, or training set, to develop a rule that takes a new test sample from a test set and uses its expression vector sample, trimmed to a previously identified set of classification genes, to place this test sample into the context of the original sample set, thus identifying its class.

There is great interest in classification approaches and one example is in its application to toxicology. While current toxicological assays rely on large
exposures and analysis of specific tissues, one could envision developing a large enough database of a broad enough array of compounds that signatures indicative of specific responses could be identified at lower doses and even, potentially in tissue culture models, providing a testable starting hypothesis for target tissues or putative modes of action for a particular toxic compound. This could have wide-ranging implications for toxicological screening identifying potential unwanted side effects at an early stage in drug development, suggesting new potential uses for failed compounds (as some toxic effects can have therapeutic benefits – for example, in cancer treatment), and identifying environmental compounds that may have some toxic properties so that these can be further evaluated and verified.

**Mechanistic Analysis**

While class prediction analysis may tell us what group a particular sample belongs to, it does not necessarily shed light on the mechanism underlying a particular response. Moving from predictive signatures to mechanistic understanding often relies on additional work using standard methods to translate functional genomics-based hypotheses to validated findings. Bioinformatics often plays a key role in developing those hypotheses with additional data that can be used in its interpretation, including gene ontology terms (which assign gene products – proteins – to one or more molecular functions, biological processes, and cellular locations), databases of known pathways, genetic mapping data, structure activity relationships, dose response curves, phenotypic or clinical information, the genome sequence and its annotation, and the published literature, among others. A number of software tools have been developed to facilitate this analysis, including MAPPFinder [34], GOMiner [35] and EASE [36], although these only provide hints as to possible mechanisms that might be involved in producing any particular expression profile. At present, reconstructing putative networks requires a good deal of user interaction as there is no universal way to connect the expression of genes, proteins, or metabolites to functionally relevant pathways leading to selected outcomes.

Recently, there have been attempts to predict networks based on observed expression profiles and using a range of techniques, including Boolean Networks [37, 38, 39], Probabilistic Boolean Networks [40, 41, 42, 43], and Bayesian Networks [38, 44, 45, 46, 47], with variations on all of these approaches. These models treat individual objects, such as genes or proteins, as “nodes” in a graph, with edges connecting them representing their interactions and a set of rules for each edge that determines the strength of the interaction and whether a particular response will be induced. To date, these approaches have met with some success, but a great deal of work is necessary to convert these models from descriptive to predictive. In metabolic profiling, techniques that use monitoring of metabolic flux and its modeling [48, 49] also hold hope of providing predictive models.

**From Genes to Systems**

The advent of global functional genomics technologies, and the data they provide, has opened the possibility of creating quantitative, predictive models of biological systems. This approach, dubbed “Systems Biology,” attempts to bring together data from many different domains, such as DNA microarray gene expression data and metabolic flux analysis, and to synthesize these to produce a more complete understanding of the biological response of a cell, organ, or individual to a particular stimulus. Ultimately, this systems-level understanding of organismal response and its relationship with the development of a particular phenotype is the goal of functional genomics. However, the best efforts to date have allowed the prediction of “networks” of potentially interacting genes that have little relation to the biochemical or signal transduction pathways we understand at the cellular level. Attempts to model metabolic flux, even in simpler organisms like yeast and E. coli, can, at best, provide only rough approximations of the real responses and then only under carefully controlled conditions. However, progress in these areas is promising and additional research will continue to advance the field and its applications.

**Mechanistic Versus Non-Mechanistic Studies**

The most common question in genomic expression studies is whether a technology will allow us to predict potential outcomes from exposure to a particular substance. When addressing this question, classification methods are most commonly applied. However, the genes, proteins, or metabolites that are identified as the most significant for distinguishing classes of treatment are often not easily interpreted causally or mechanistically with respect to the underlying phenotype or mode of action.
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Ultimately, finding predictive elements that can be functionally linked to outcome may provide insight into possible therapeutic interventions. However, the failure to provide a biological interpretation does not diminish the potential predictive utility of well-established biomarkers. It should be noted that there are many clinical examples of biomarkers of unknown function, such as PSA or CEA, that are extremely useful as diagnostic or prognostic markers for various diseases. It may be more useful to consider gene lists emerging from class prediction experiments as nothing more that sets of biomarkers with clinical applications; if they have a biological interpretation, this is simply a bonus.

Having laid out the basics of microarray experiments, it is worthwhile to look at some examples of techniques used to analyzing gene expression data.

**Expression Vectors**

The ultimate goal of a microarray experiment is to compare patterns of expression across multiple samples hybridized to a particular array. One is typically looking for patterns of gene expression that correlate with the biological states of the system being analyzed or searching for genes that have “similar” patterns of expression across multiple samples. For each gene, the process begins by defining an “expression vector” that represents its location in “expression space.” In this view of gene expression, each hybridization represents a separate distinct axis in space, and the expression value measured for that gene in that particular hybridization represents its geometric coordinate.

For example, for three hybridizations on a two-color array, the log₂(ratio) in hybridization 2 is its y coordinate, and the log₂(ratio) in hybridization 3 its z coordinate. In this way, all of the information about this gene can be represented by a point in xyz expression space. A second gene, with nearly the same log₂(ratio) values for each hybridization will be represented by a (spatially) nearby point in expression space; a gene with a very different pattern of expression will be far from our original gene. The generalization to a greater number of hybridizations is straightforward, although harder to draw; the dimensionality of expression space grows to be equal to the number of hybridizations. In this way, expression data can be represented in m-dimensional expression space, where m is the number of hybridizations, and where each gene expression vector is represented as a single point in that space. It should be noted that one can use a similar approach to representing each hybridization assay using a “sample vector” consisting of the expression values for each gene; these define a “sample space” whose dimension is equal to the number of genes assayed in each array.

**Identifying Differentially Expressed Genes – the t-test**

A common goal in DNA microarray experiments is to search for genes that distinguish the various biological classes in any experiment. Even if data mining analysis is going to be performed using one or more of the widely-used clustering methods [7, 9, 11], it is still extremely useful to reduce the dataset to those genes that are best distinguish between the sample classes. The earliest microarray papers used a simple “fold change” approach to find differences, using the assumption that changes above some threshold, typically two-fold, were biologically significant. A simple yet more sophisticated and widely-used approach to the two class experiment is to use Student’s t test to assess whether a gene is differentially expressed between biological conditions. The basis of this test is the t statistic, which is an assessment of signal-to-noise ratio for the particular gene in question, comparing its expression measure for the two conditions under study. Consider two conditions, A and B. If we use $X^A_i$ to denote the log₂(ratio) that we measure in assay i in condition A, then its average value across $N_A$ measurements is simply

$$\langle X_A \rangle = \frac{1}{N_A} \sum_{i=1}^{N_A} X_{A,i}$$

and the standard deviation of the mean is

$$\sigma_A = \sqrt{\frac{\sum_{i=1}^{N_A} [X_{A,i} - \langle X_A \rangle]^2}{N_A}}$$

With these definitions, one can define the t statistic as

$$t = \frac{\text{signal difference between groups}}{\text{variability of groups}} = \frac{\langle X_A \rangle - \langle X_B \rangle}{\sqrt{\sigma_A^2 + \sigma_B^2}}$$

Clearly, a large value for the t statistic indicates that the populations representing measurements of a gene for conditions A and B are well separated and, consequently, that the gene is differentially expressed between those conditions. The converse is true for a small value of t. But what actually is meant by “large” and “small,” and can t be used to estimate how likely that a gene is differentially expressed between conditions?

There are a number of approaches to addressing these questions. The first is...
to use well-established properties of the \( t \) distribution for normally distributed random variables. This allows for the calculation of a probability, or \( p \) value that the two distributions of the expression measures for a gene under conditions \( A \) and \( B \) overlap for a given value of \( t \). Although the \( t \) statistic is based on the assumption that variability in these measurements follows a normal distribution and there is evidence to suggest that this is not necessarily the case for gene expression, the \( t \) test is well known to be quite robust to violations of the assumption of normality. The second approach is to use the properties of the expression measures themselves to estimate the significance of a given value of \( t \) by performing a permutation test. Permutation testing randomly swaps expression level measurements between groups \( A \) and \( B \), up to the total number of unique permutations that can be made. Each time, a value for \( t \) is calculated. One then asks how often, by chance, a value for \( t \) occurs that is equal to or more than that measured for the real data, which allows an estimate to be made of the probability that our dataset shows a significant separation between the classes. In biological studies, it is common to use a \( p \) value cutoff of \( p \leq 0.05 \), which means that there is a 95% or more chance that a gene’s expression levels can distinguish between groups. Although this seems like a reasonable approach, there can be problems with using strict \( p \) value cutoffs. In most biological experiments, one measures a small number of parameters across a relatively large number of samples. However, in most microarray experiments, one is measuring thousands of parameters (the expression levels of the genes) across a relatively small number of samples, and this can lead to the misidentification of genes being differentially expressed even when they are not—the problem of false positives. As an example of this phenomenon, known as the multiple testing problem, consider the case where 10,000 distinct gene-specific probes are on a given array. If a cutoff for differential expression of \( p \leq 0.05 \) (95% confidence) is used, one would expect, by chance, that 5% of the genes represented on the array, or 500 of them, would be identified as being significant. There are a number of approaches to dealing with this problem, but it remains an area of active research. For more complex experiments with multiple classes, the use of Analysis of Variance (ANOVA) techniques is now standard. Having identified a significant set of genes that correlate with biological phenomena, there are a variety of approaches that can be used to mine the data, including hierarchical and \( k \)-means clustering, Self Organizing Maps, Self Organizing Trees, and others. There are also a range of applications, including the classification of biological samples using a range of computational tools such as Artificial Neural Networks, \( k \) nearest neighbors, regression analysis, decision trees, support vector machines, and others. Very often the greatest challenge in any of these approaches is the biological interpretation of the data and the validation of the method. Many classification approaches face the problem of overfitting brought on by the relatively large number of genes, the small number of samples, and the unknown biological noise that must be dealt with. Although many questions remain to be answered, this remains an area of active research and one that continues to be exciting and challenging. Finally, although this presentation focuses on microarrays, the same techniques can be used in a wide array of applications in proteomics, metabolomics, and other fields.

Clustering Approaches

A useful first approach to the analysis of microarray data is to use an unsupervised method to explore expression patterns of that exist in the data. Three of the most widely used methods are hierarchical clustering, \( k \)-means clustering, and self-organizing maps. Although each of these approaches will work with any dataset, in practice they often do not work well for large datasets where many of the genes do not vary between samples. Consequently, it is useful to first apply a statistical filter to the data to exclude genes which simply are not varying between experimental classes. If there are no pre-determined classes in the data, a useful alternative is simply to eliminate those genes that have minimal variance across the collection of samples as those genes are not changing significantly in the dataset and are therefore the least likely to shed any light on subclasses that exist in the sample collection.

Hierarchical Clustering

Hierarchical clustering has become one of the most widely-used techniques for the analysis of gene expression data; it has the advantage that it is simple and the result can be easily visualized [7, 9, 50]. Initially, one starts with \( N \) clusters, where \( N \) is the number of genes (or samples) to be in the target dataset. Hierarchical clustering is an agglomerative approach in which single expression profiles are joined to form nodes, which are further joined until the process has been carried to completion, forming a single hierarchical tree. The algorithm proceeds in a straightforward manner:

1. Calculate the pairwise distance matrix for all of the genes to be clustered.
2. Search the distance matrix for the two most similar genes or clusters; initially each cluster consists of a single gene. This is the true first stage in the “clustering” process. If several pairs share the same degree of similarity, a predetermined rule is used to decide between alternatives.

3. The two selected clusters are merged to produce a new cluster that now contains at two or more objects.

4. The distances are calculated between this new cluster and all other clusters. There is no need to calculate all distances since only those involving the new cluster have changed.

5. Steps 2-4 are repeated until all objects are in one cluster.

There are a number of variants of hierarchical clustering that reflect different approaches to calculating distances between the newly defined clusters and the other genes or clusters:

- **Single linkage** clustering uses the shortest distance between one cluster and any other,
- **complete linkage** clustering takes the largest distance between any two clusters, and
- **average linkage** clustering uses the average distance between two clusters.

Typically, the relationship between samples is represented using a dendrogram, where branches in the tree are built based on the connections determined between clusters as the algorithm progresses. In order to visualize the relationships between samples, the dendrogram is used to rearrange the rows (or columns as appropriate) in the expression matrix to visualize patterns in the dataset.

Hierarchical clustering is often misused to partition data into some number of clusters without the application of any objective criterion. Fortunately, there are a number of approaches that can be used to identify subgroups in the clustering dendograms. One method is to simply use the distances calculated in building the clusters as a measure of the connectivity of the individual clusters. As one moves up the dendrogram from the individual elements, the distance between clusters increases. Consequently, as one increases the distance threshold, the effective number of clusters decreases. An alternative approach is to use bootstrapping or jack-knifing techniques to measure the stability of relationships in the dendrogram, using this stability as a measure of the number of clusters represented. In bootstrapping, there are a number of approaches that can be used, but the simplest is to use sampling of the dataset with replacement, each time calculating a new hierarchical clustering dendrogram and simply counting how often each branch in the dendrogram is recovered; a percentage cutoff on the dendrogram sets the number of clusters. In making a bootstrap estimate for gene cluster stability, it is appropriate to resample the collection of biological samples while in estimating the number of clusters in the biological samples, one bootstraps the gene expression vectors. Jack-knifing is similar, but instead of resampling, the appropriate vectors are sequentially left out as new dendrograms are calculated until all vectors have been considered. Once again, the stability of each cluster is estimated based on how often a given relationship in the dendrogram is recovered.

One potential problem with many hierarchical clustering methods is that, as clusters grow in size, the expression vector that represents the cluster when calculating distance may no longer represent any of the genes within the cluster. Consequently, as clustering progresses, the actual expression patterns of the genes themselves become less relevant. Furthermore, if a bad assignment is made early in the process, it cannot be corrected. An alternative, which can avoid these artifacts, is to use a divisive clustering approach, such as k-means, to partition data (either genes or samples) into groups having similar expression patterns.

### k-means Clustering

If there is advance knowledge regarding the number of clusters that should be represented in the data, k-means clustering is a good alternative to hierarchical methods [10, 51]. In k-means, objects are partitioned into a fixed number \( k \) of clusters such that the clusters are internally similar but externally dissimilar. No dendrograms are produced, but one could use hierarchical techniques on each of the data partitions after they are constructed. The process involved in k-means clustering is conceptually simple, but can be computationally intensive:

1. All initial objects are randomly assigned to one of \( k \) clusters (where \( k \) is specified by the user).
2. An average expression vector is then calculated for each cluster and this is used to compute the distances between clusters.
3. Using an iterative method, objects are moved between clusters and intra- and inter-cluster distances are measured with each move. Objects are allowed to remain in the new cluster only if they are closer to it than to their previous cluster.
4. Following each move, the expression vectors for each cluster are recalculated.
5. The shuffling proceeds until moving any more objects would make the clusters more variable, increasing intra-cluster distances and decreasing inter-cluster dissimilarity.

Some implementations of k-means clustering allow not only the number of
clusters to be specified, but also seed cases for each cluster. This has the potential to allow one to use prior knowledge of the system to help define the cluster output, such as a typical profile for a few key genes known to distinguish classes of patients. Of course, the “means” in k-means refers to the use of a mean expression vector for each emerging cluster. As one might imagine, there are variations that also use other measures, such as k-medians clustering.

Self Organizing Maps

A self-organizing map (SOM) is a neural network-based divisive clustering approach [11, 12, 13]. A SOM assigns genes to a series of partitions based on the similarity of their expression vectors to reference vectors that are defined for each partition. It is the process of defining these reference vectors that distinguishes SOMs from k-means clustering. Prior to initiating the analysis, the user defines a geometric configuration for the partitions, typically a two-dimensional rectangular or hexagonal grid. Random vectors are generated for each partition, but before genes can be assigned to partitions, the vectors are first “trained” using an iterative process that continues until convergence so that the data are most effectively separated:

1. Random vectors are constructed and assigned to each partition.
2. A gene is picked at random and, using a selected distance metric, the reference vector that is closest to the gene is identified.
3. The reference vector is then adjusted so that it is more similar to the randomly picked gene. The reference vectors that are nearby on the two-dimensional grid are also adjusted so that they too are more similar to the randomly selected gene.
4. Steps 2 and 3 are iterated several thousand times, decreasing the amount by which the reference vectors are adjusted and increasing the stringency used to define closeness in each step. As the process continues, the reference vectors converge to fixed values.
5. Finally, the genes are mapped to the relevant partitions depending on the reference vector to which they are most similar.

In choosing the geometric configuration for the clusters, the user is effectively specifying the number of partitions into which the data are to be divided. As with k-means clustering, the user must rely on some other sources of information, such as principal component analysis (PCA), to determine the number of clusters that best represents the available data. There are many other approaches to partitioning the data as noted in the class discovery section above.

Beyond Statistical Significance and Clustering

Many analyses of microarray data reach the stage where some collection of genes that share similar patterns of expression has been identified. The challenge at this stage is to attach some biological meaning to the gene sets identified through this process. Some approaches use relationships identified by linking genes to PubMed abstracts or associated MeSH terms [34, 35, 52, 53, 54]. Others use constraints from the biological system under analysis, such as using genetic linkage or quantitative trait locus (QTL) maps to narrow down the set of significant genes to those mapping to regions of the genome associated with appropriate trait [55, 56, 57, 58]. In solid tumor studies, one might look for correlations with genome deletions or amplifications as determined by comparative genomic hybridization on arrays (array CGH; [59, 60]. Finally, in developmental imprinting studies, gene expression may be compared to patterns of methylation [61, 62].

Another very attractive approach is to use the properties of the data and the construction of the array to look for significant functional associations. Recall that one of the key elements in establishing an array platform is the annotation of the arrayed probe elements. For example, imagine that 20% of the genes on the array are annotated as belonging to gene ontology (GO) categories representing energy metabolism. If this is the case, randomly selecting a collection of “significant” genes would most likely yield about 20% of its elements as belonging to the same energy metabolism class. In fact, it would not be surprising to find that 30% of the genes in the “significant” set were energy metabolism genes; however, if the fraction were 80%, it might suggest that the experiment affected energy metabolism with a much higher frequency than would be expected by chance. Such insight may indeed provide clues as to the mechanisms at work in the biological system under study.

An obvious question is whether the probability that a given functional class is over-represented in our significant gene set can be estimated. This can be done using the Fisher Exact Test, and the mathematics behind the approach are described in Box 16.3.

The Classification Problem

As mentioned earlier, some microarray experiments do not focus on identifying function, but rather on finding genes that can be used to group samples into biologically or clinically relevant classes and supervised approaches to data analysis are particularly useful for these
studies. One typically begins with *a priori* knowledge of the groups represented in the data, although any hypothesis along these lines can be further explored using clustering techniques and other information. With those groups, one then asks whether there are genes that can be used to separate the relevant classes. For two groups of samples, a t-test or unpaired two-class SAM are useful tools while, for a larger number of classes, ANOVA or multi-class SAM are appropriate. Having identified a set of genes that show significant differences, one then builds a classification algorithm that can be used to assign a new sample to one of the classes.

There are a wide range of algorithms that have been used for classification, including weighted voting [11], artificial neural networks [24, 25], discriminant analysis [26, 27, 28, 29], classification and regression trees [30], support vector machines [32, 63], *k*-nearest neighbors [33], and a host of others. Essentially, each of these uses an original set of samples – a training set – to develop a rule that takes a new test sample from a test set and uses its expression vector sample, trimmed to a previously identified set of classification genes, to place this test sample into the context of the original sample set, thus identifying its class.

In many ways, kNN is the simplest approach to doing classification. First, one must assemble a collection of expression vectors for our samples and assign the samples to various experimental classes. We will refer to these samples, about which we have prior knowledge, as our training set. Next, genes are selected that separate the various classes using an appropriate statistical test to identify good classification candidate genes, thus reducing the size of the sample classification vectors. This represents a first-pass collection of classification genes. The next step is to identify and eliminate samples that appear to be outliers. These may be important because they possibly represent new subclasses in our original sample classification set; alternatively, they may just represent poor-quality data. The outlying samples are identified by applying a correlation filter to the reduced sample expression vectors, as follows:

1. The Pearson correlation coefficient \( r \) is computed between a given vector and each member of the training set; the maximum \( r \) identified is called the \( r_{\text{max}} \) for that vector.
   
2. The vector is randomized a user-specified number of times. Each time, an \( r_{\text{max}} \) is calculated using the randomized vector (called \( r^{*}_{\text{max}} \)), just as in Step 1.
   
3. If the \( p \)-value for a vector is less than a user-specified threshold (meaning it is well-correlated with other samples), that vector is retained for further analysis. Otherwise, it is discarded.

Steps 1-4 are repeated for every sample vector in the set.

At this point, the training set has led to the generation of a collection of sample vectors that represent prior knowledge regarding the biological classes represented in the data. The next step in the analysis involves assigning new samples from the test set to classes, based on their expression vectors.

For each sample in the test set, its expression vector is reduced to include only those genes previously identified as being significant for classification. The distance between this reduced expression vector and the reduced expression vectors is then computed for each and every sample in the training set. As the name kNN implies, some number \( k \) of nearest neighbors is chosen from the training set – those \( k \) vectors that have the smallest distances from the test sample. The new test vector is then assigned to the class most highly represented in its \( k \) nearest neighbors. If there is a tie, the new sample remains unclassified.

A Few Closing Thoughts

During the past few years, there have been many discussions in the literature on “noise” in microarray assays: disparate results arising from the use of different platforms, questions regarding the validity of microarray results, and the need to validate the findings. If one closely examines the underlying issues, it is clear that microarrays are no different than any other approach to assaying levels of gene expression – each method has its own biases and limitations. Microarrays simply provide much more data than do techniques such as quantitative RT-PCR or Northern blots, and the likelihood of false positives and false negatives increases as the number of genes assayed increases – a manifestation of the multiple testing problem. What is underlying all of these issues is trying to understand what can be done with the data that emerges. Although there are no absolute answers, there are some overarching generalizations that can be made that will help guide the follow-on experiments.

First, whether one is doing a mechanistic study or trying to identify genes that can be used for sample classification, what microarray assays generally give us are lists of genes that can be significantly correlated with some classes in our experiments. These should be treated not as truths, but as hypotheses that can be tested. Second, statistical significance is fine, but biological significance is better. Statistics provides very powerful tools for identifying candidate genes, for prioritizing them in the lack of any other evidence, and in helping to re-
solve features in the data. For example, if 30 of the top 50 genes in a list are “energy metabolism” genes, a likely working hypothesis is that the experimental system under study involves changes in energy metabolism, regardless where these 30 fall in the list.

Third, it is very important to note that any change in how one does the analysis is likely to change what is identified as significant in any experiment. This obviously includes changing microarray platform, but even subtle changes in the analysis performed on a single platform can change what is identified as significant. Starting from the laboratory protocols to parameters for slide scanning, image processing, data normalization, and the choice of the analysis tools all contribute significantly to outcome of any analysis. One way to approach this problem is to apply multiple approaches and then look for a common set of “high confidence” genes. Another way that may be more useful is to look at pathways and functional classes in order to identify common biological themes that overlie all of the analyses. It is these functional classes and pathways that we are ultimately interested in.

Fourth, in confirming any microarray result is often useful to use an alternative technique to assay gene expression levels. At this stage, it is useful to define two approaches – verification and validation. Verification involves using another technique with the same RNA samples used for array profiling. What verification does is to confirm the observed patterns of expression in the sample set under analysis and addresses questions related to the bias in the technique. Validation, on the other hand, uses independent RNA sources to assay the individual genes and their patterns of expression. This can confirm the results independent of biases in the sample selection and in the choice of a particular technique. Validation also includes LKOCV and LOOCV approaches to classification algorithms. Validation is a much more powerful statement than verification.

Finally, all microarrays provide are correlations between a particular pattern of expression and some biological class. The real biology is not on the array, but back in the laboratory. Microarray experiments can be powerful tools for developing testable hypotheses, and can even play a significant role in conducting such tests. The value of functional genomics experiments is that they provide unbiased surveys of large numbers of genes and this can be extremely powerful for discovering potential new mechanisms and new subgroups within classes. Ultimately, microarrays remain a tool for discovery, and bioinformatics is simply a filter that can increase the power of any array experiment.

The one relevant question we might ask is when, if ever, microarrays will have an impact on the practice of medicine. The truth is that their applications, particularly in the realm of disease classification, are already starting to be seen. One important example comes from the Netherlands breast cancer study [64], which sought to distinguish between patients with the same stage of disease but different response to treatment and overall outcome. The study was motivated by the observation that the best clinical predictors for metastasis, including lymph node status and histological grade, did not provide adequate prediction of clinical outcome.

As a result many patients receive chemotherapy or hormonal therapy regardless of whether they are likely to benefit from this additional treatment. The goal of their analysis was to identify signatures that would allow for individually tailored therapeutic strategies. By profiling tumors from 117 young patients and looking for correlations with clinical outcome, they were able to identify a “poor prognosis” signature comprised of 70 genes that was predictive of a short interval to distant metastasis in lymph node negative patients. Their analysis demonstrated that microarray-based signatures could outperform any clinically-based predictions of outcome in identifying those patients who would benefit most from adjuvant therapy. The success of this initial study motivated a more extensive independent follow-up study involving 295 patients, 12 of whom showed that the 70-gene classification profile was a more powerful predictor of the outcome of disease in young patients with breast cancer than standard systems based on clinical and histological criteria. The success of these two studies has led to a nation-wide clinical trial in the Netherlands in which gene expression profiles for these 70 classifier genes are being collected on all breast cancer patients and used as an adjunct to classical clinical staging. Although we are still eagerly awaiting the outcome of this study, it is clear that the use of expression profiles as biomarkers to predict disease prognosis and outcome is coming of age and other applications are sure to follow.
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