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the success of natural systems must be due to general properties and laws on how object images transformunder natural conditions.Our system has an important core of structure which reects the fact that the images of coherent objectstend to translate, scale, rotate, and deform in the image plane. Our basic object representation is thelabeled graph; edges are labeled with distance information and nodes are labeled with wavelet responseslocally bundled in jets. Stored model graphs can be matched to new images to generate image graphs, whichcan then be incorporated into a gallery and become model graphs. Wavelets as we use them are robust tomoderate lighting changes and small shifts and deformations. Model graphs can easily be translated, scaled,oriented, or deformed during the matching process, thus compensating for a large part of the variance ofthe images. Unfortunately, having only one image for each person in the galleries does not provide su�cientinformation to handle rotation in depth analogously. However, we present results on recognition acrossdi�erent poses.This general structure is useful for handling any kind of coherent object and may be su�cient for dis-criminating between structurally di�erent object types. However, for in-class discrimination of objects, ofwhich face recognition is an example, it is necessary to have information speci�c to the structure commonto all objects in the class. This is crucial for the extraction of those structural traits from the image whichare important for discrimination (\to know where to look and what to pay attention to"). In our system,class-speci�c information has the form of bunch graphs, one for each pose, which are stacks of a moderatenumber (70 in our experiments) of di�erent faces, jet-sampled in an appropriate set of �ducial points (placedover eyes, mouth, contour, etc.). Bunch graphs are treated as combinatorial entities in which, for each�ducial point, a jet from a di�erent sample face can be selected, thus creating a highly adaptable model.This model is matched to new facial images to reliably �nd the �ducial points in the image. Jets at thesepoints and their relative positions are extracted and are combined into an image graph, a representation ofthe face which has no remaining variation due to size, position (or in-plane orientation, not implementedhere).A bunch graph is created in two stages. Its qualitative structure as a graph (a set of nodes plus edges) aswell as the assignment of corresponding labels (jets and distances) for one initial image is designer-provided,whereas the bulk of the bunch graph is extracted semi-automatically from sample images by matching theembryonic bunch graph to them, less and less often intervening to correct incorrectly identi�ed �ducial points.Image graphs are rather robust to small in-depth rotations of the head. Larger rotation angles, i.e. di�erentposes, are handled with the help of bunch graphs with a di�erent graph structure and designer-providedcorrespondences between nodes in di�erent poses.After these preparations our system can extract from single images concise invariant face descriptions inthe form of image graphs (called model graphs when in a gallery). They contain all information relevantfor the face discrimination task. For the purpose of recognition, image graphs can be compared with modelgraphs at small computing cost by evaluating the mean jet similarity.In summary, our system is based to a maximumon a general data structure | graphs labeled with waveletresponses | and general transformation properties. These are designer-provided, but due to their generalityand simplicity the necessary e�ort is minimal. As described here our system makes use of hand-craftedobject-speci�c graph structures and a moderately labor-intensive procedure to generate bunch-graphs. Weplan to eliminate this need for human intervention and guess-work with the help of statistical estimationmethods (cf.Maurer & von der Malsburg, 1996;Kr�uger et al., 1998). Our system comes close to thenatural model by needing only a small number of examples to handle the complex task of face recognition.This work has been described in short form in (Wiskott et al., 1997), from which portions have beenadopted for this text. In the discussion we will compare our system to others and to our own previous work.2 The System2.1 Preprocessing with Gabor WaveletsThe representation of local features is based on the Gabor wavelet transform; see Figure 1. Gabor waveletsare biologically motivated convolution kernels in the shape of plane waves restricted by a Gaussian envelopefunction (Daugman, 1988). The set of convolution coe�cients for kernels of di�erent orientations and2



frequencies at one image pixel is called a jet. In this section we de�ne jets, di�erent similarity functionsbetween jets, and our procedure for precise localization of jets in an image.2.1.1 JetsA jet describes a small patch of grey values in an image I(~x) around a given pixel ~x = (x; y). It is based ona wavelet transform, de�ned as a convolutionJj(~x) = Z I(~x0) j(~x� ~x0)d2~x0 (1)with a family of Gabor kernels j(~x) = k2j�2 exp �k2jx22�2 !�exp(i~kj~x) � exp���22 �� (2)in the shape of plane waves with wave vector ~kj, restricted by a Gaussian envelope function. We employ adiscrete set of 5 di�erent frequencies, index � = 0; :::; 4, and 8 orientations, index � = 0; :::; 7,~kj = �kjxkjy� = �k� cos'�k� sin'��; k� = 2� �+22 �; '� = ��8 ; (3)with index j = � + 8�. This sampling evenly covers a band in frequency space. The width �=k of theGaussian is controlled by the parameter � = 2�. The second term in the bracket of Eq. (2) makes thekernels DC-free, i.e. the integral R  j(~x)d2~x vanishes. This is known as a wavelet transform because thefamily of kernels is self-similar, all kernels being generated from one mother wavelet by dilation and rotation.
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Figure 1: The graph representation of a face is based on the Gabor wavelet transform, a convolution with aset of wavelet kernels. These have the shape of plane waves restricted by a Gaussian envelope function. Wecompute 40 coe�cients (5 frequencies � 8 orientations). Coe�cient phase varies approximately with waveletfrequency (see imaginary part), magnitude varies slowly. The set of 40 coe�cients obtained for one imagepoint is referred to as a jet (for clarity, only 3 frequencies and 4 orientations are represented in the �gure).A sparse collection of such jets together with some information about their relative location constitutes animage graph, used to represent an object, such as a face.A jet J is de�ned as the set fJjg of 40 complex coe�cients obtained for one image point. It can bewritten as Jj = aj exp(i�j) (4)with magnitudes aj(~x), which slowly vary with position, and phases �j(~x), which rotate at a rate approxi-mately determined by the spatial frequency or wave vector ~kj of the kernels; see Figure 1.3



Gabor wavelets were chosen for their robustness as a data format and for their biological relevance.Since they are DC-free, they provide robustness against varying brightness in the image. Robustness againstvarying contrast can be obtained by normalizing the jets. The limited localization in space and frequencyyields a certain amount of robustness against translation, distortion, rotation, and scaling. Only the phasechanges drastically with translation. This phase variation can be either ignored, or it can be used forestimating displacement, as will be shown later. A disadvantage of the large kernels is their sensitivity tobackground variations. It has been shown, however, that if the object contour is known the inuence of thebackground can be suppressed (P�otzsch et al., 1996). Finally, the Gabor wavelets have a similar shapeas the receptive �elds of simple cells found in the visual cortex of vertebrate animals (Pollen & Ronner,1981; Jones & Palmer, 1987; DeValois & DeValois, 1988) and can be statistically derived from imagesof natural scenes, at least qualitatively (Olshausen & Field, 1996; Bell & Sejnowski, 1997).2.1.2 Comparing JetsDue to phase rotation, jets taken from image points only a few pixels apart from each other have verydi�erent coe�cients, although representing almost the same local feature. This can cause severe problemsfor matching. We therefore either ignore the phase or compensate for its variation explicitly. The similarityfunction Sa(J ;J 0) = Pj aja0jrPj a2jPj a02j ; (5)already used in (Lades et al., 1993), ignores phase. With a jet J taken at a �xed image position and jetsJ 0 = J 0(~x) taken at variable position ~x, Sa(J ;J 0(~x)) is a smooth function with local optima forming largeattractor basins (see Figure 2a), leading to rapid and reliable convergence with simple search methods suchas stochastic gradient descent.Using phase has two potential advantages. Firstly, phase information is required to discriminate betweenpatterns with similarmagnitudes, should they occur, and secondly, since phase varies so quickly with location,it provides a means for accurate jet localization in an image. Assuming that two jets J and J 0 refer toobject locations with small relative displacement ~d, the phase shifts can be approximately compensated forby the terms ~d~kj, leading to a phase-sensitive similarity functionS�(J ;J 0) = Pj aja0j cos(�j � �0j � ~d~kj)rPj a2jPj a02j : (6)To compute it, the displacement ~d has to be estimated. This can be done by maximizing S� in its Taylorexpansion, as explained in the following section. It is actually a great advantage of this second similarityfunction that it yields this displacement information. Pro�les of similarities and estimated displacementsare shown in Figure 2.2.1.3 Displacement EstimationTo estimate the displacement vector ~d = (dx; dy), we have adopted a method used for disparity estimation(Fleet & Jepson, 1990; Theimer & Mallot, 1994). The idea is to maximize the similarity S� in itsTaylor expansion: S�(J ;J 0) � Pj aja0j[1� 0:5(�j � �0j � ~d~kj)2]rPj a2jPj a02j : (7)Setting @@dxS� = @@dy S� = 0 and solving for ~d leads to~d(J ;J 0) = � dxdy � = 1�xx�yy � �xy�yx �� �yy ��yx��xy �xx �� �x�y � ; (8)4
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if �xx�yy � �xy�yx 6= 0, with �x = Xj aja0jkjx(�j � �0j);�xy = Xj aja0jkjxkjy;and �y;�xx;�yx;�yy de�ned correspondingly. In addition, the phase di�erences may have to be correctedby �2� to put them in the range of ��.This equation yields a straightforward method for estimating the displacement or disparity between twojets taken from object locations close enough that their Gabor kernels are highly overlapping. Withoutfurther modi�cations, this equation can determine displacements up to half the wavelength of the highestfrequency kernel, which would be two pixels for k0 = �=2. The range can be increased by using low frequencykernels only. For the largest kernels, the estimated displacement may be 8 pixels. One can then proceed withthe next higher frequency level and re�ne the result. When stepping to the next higher frequency, the phasesof the higher frequency coe�cients have to be corrected by multiples of 2� to match as closely as possiblethe expected phase di�erences inferred from the displacement estimated on the lower frequency level. Thiscorrection may lead to absolute phase di�erences larger than �. We refer to the number of frequency levelsused for the �rst displacement estimation as focus. A focus of 1 indicates that only the lowest frequencylevel is used and that the estimated displacement may be up to 8 pixels. A focus of 5 indicates that all �velevels are used, and the disparity may only be up to 2 pixels. In any case, all �ve levels are eventually usedin the iterative re�nement process described above.If one has access to the whole image of jets, one can also work iteratively. Assume a jet J is to beaccurately positioned in the neighborhood of point ~x0 in an image. Comparing J with the jet J0 = J (~x0)yields an estimated displacement of ~d0 = ~d(J ;J (~x0)). Then a jet J1 is taken from position ~x1 = ~x0 + ~d0and the displacement is estimated again. But since the new location is closer to the correct position, thenew displacement ~d1 will be smaller and can be estimated more accurately with a higher focus, convergingeventually to subpixel accuracy. We have used this iterative scheme in the matching process described inSection 2.3.2.2 Face Representation2.2.1 Individual FacesFor faces, we have de�ned a set of �ducial points, e.g. the pupils, the corners of the mouth, the tip of thenose, the top and bottom of the ears, etc. A labeled graph G representing a face consists of N nodes on these�ducial points at positions ~xn; n = 1; :::; N and E edges between them. The nodes are labeled with jets Jn.The edges are labeled with distances �~xe = ~xn � ~xn0; e = 1; :::; E, where edge e connects node n0 with n.Hence the edge labels are two-dimensional vectors. (When referring to the geometrical structure of a graph,unlabeled by jets, we call it a grid.) This face graph is object-adapted, since the nodes are selected fromface-speci�c points (�ducial points); see Figure 4.Graphs for di�erent head pose di�er in geometry and local features. Although the �ducial points referto corresponding object locations, some may be occluded, and jets as well as distances vary due to rotationin depth. To be able to compare graphs for di�erent poses, we have manually de�ned pointers to associatecorresponding nodes in the di�erent graphs.2.2.2 Face Bunch GraphsTo �nd �ducial points in new faces, one needs a general representation rather than models of individualfaces. This representation should cover a wide range of possible variations in the appearance of faces, suchas di�erently shaped eyes, mouths, or noses, di�erent types of beards, variations due to sex, age, race, etc. Itis obvious that it would be too expensive to cover each feature combination by a separate graph. We insteadcombine a representative set of individual model graphs into a stack-like structure, called a face bunch graph(FBG); see Figure 3. Each model has the same grid structure and the nodes refer to identical �ducial points.A set of jets referring to one �ducial point is called a bunch. An eye bunch, for instance, may include jetsfrom closed, open, female, and male eyes, etc., to cover these local variations. During the location of �ducial6



points in a face not seen before, the procedure described in the next section selects the best �tting jet, calledthe local expert, from the bunch dedicated to each �ducial point. Thus, the full combination of jets in thebunch graph is available, covering a much larger range of facial variation than represented in the constitutingmodel graphs themselves. A similar data structure based on templates has been developed independentlyby Beymer (1994).Assume for a particular pose that there are M model graphs GBm (m = 1; :::;M ) of identical structure,taken from di�erent model faces. The corresponding FBG B is then given the same structure, its nodes arelabeled with bunches of jets J Bmn and its edges are labeled with the averaged distances �~xBe =Pm�~xBme =M .
face bunch graphFigure 3: The Face Bunch Graph (FBG) serves as a representation of faces in general. It is designed tocover all possible variations in the appearance of faces. The FBG combines information from a number offace graphs. Its nodes are labeled with sets of jets, called bunches, and its edges are labeled with averagesof distance vectors. During comparison to an image, the best �tting jet in each bunch, indicated by greyshading, is selected independently.How large should an FBG be and which models should be included? This depends �rst of all on thevariability of faces one wants to represent. If the faces are of many di�erent races, facial expression, age,etc., the FBG must contain many di�erent models to cope with this variability. The required FBG size alsoincreases with the desired matching accuracy for �nding the �ducial points in a new face. The accuracy canbe estimated by matching the FBG to face images for which the �ducial points have been veri�ed manually;cf. Section 3.2.3. FBG size does not depend on gallery size. In general, the models in the FBG should beas di�erent as possible to reduce redundancy and maximize variability. Here we used FBGs with 30 modelsfor the normalization stage and 70 models for the �nal graph extraction stage; cf. Section 2.3.4. These sizesseemed to give su�cient matching accuracy and reliability. We selected the models arbitrarily and did notoptimize for maximal variability.2.3 Generating Face Representations by Elastic Bunch Graph MatchingSo far we have only described how individual faces and general knowledge about faces are represented bylabeled graphs and the FBG, respectively. We are now going to explain how these graphs are generated. Thesimplest method is to do so manually. We have used this method to generate initial graphs for the system,one graph for each pose, together with pointers to indicate which pairs of nodes in graphs for di�erent posescorrespond to each other. Once the system has an FBG (possibly consisting of only one manually de�nedmodel), graphs for new images can be generated automatically by Elastic Bunch Graph Matching. Initially,7



when the FBG contains only a few faces, it is necessary to review and correct the resulting matches, butonce the FBG is rich enough (approximately 70 graphs) one can rely on the matching and generate largegalleries of model graphs automatically.2.3.1 Manual De�nition of GraphsManual de�nition of graphs is done in three steps. First, we mark a set of �ducial points for a given image.Most of these are positioned at well-de�ned features which are easy to locate, such as left and right pupil,the corners of the mouth, the tip of the nose, the top and bottom of the ears, the top of the head, andthe tip of the chin. These points were selected to make manual positioning easy and reliable. Additional�ducial points are positioned at the center of gravity of certain easy-to-locate �ducial points. This allowsautomatic selection of �ducial points in regions where well-de�ned features are missing, e.g. at the cheeks orthe forehead. Then, edges are drawn between �ducial points and edge labels are automatically computed asthe di�erences between node positions. Finally, the Gabor wavelet transform provides the jets for the nodes.In general, the set of �ducial points should cover the face evenly. But depending on the task, it maybe appropriate to emphasize certain regions by additional nodes. For face �nding, for example, we placemore nodes on the outline, because with homogeneous background the contour is a good cue for �ndingfaces. For face recognition, on the other hand, we place more nodes in the interior of the faces, because ofits importance for recognition. A more systematic way of selecting nodes from a dense set is presented in(Kr�uger, 1997; Kr�uger et al., 1997). More nodes tend to yield better results, because more informationis used, but this e�ect saturates if the nodes are too close and the corresponding Gabor coe�cients becomehighly correlated due to overlap between the kernels. On the other hand, the computational e�ort increaseslinearly with the number of nodes. The optimal number of nodes will therefore be a compromise betweenrecognition performance and speed.2.3.2 The Graph Similarity FunctionA key role in Elastic Bunch Graph Matching is played by a function evaluating the graph similarity betweenan image graph and the FBG of identical pose. It depends on the jet similarities and the distortion of theimage grid relative to the FBG grid. For an image graph GI with nodes n = 1; :::; N and edges e = 1; :::; Eand an FBG B with model graphs m = 1; :::;M the similarity is de�ned asSB(GI ;B) = 1N Xn maxm �S�(J In ;J Bmn )�� �EXe (�~xIe ��~xBe )2(�~xBe )2 ; (9)where � determines the relative importance of jets and metric structure. Jn are the jets at nodes n, and�~xe are the distance vectors used as labels at edges e. Since the FBG provides several jets for each �ducialpoint, the best one is selected and used for comparison. These best �tting jets serve as local experts for theimage face.2.3.3 Matching ProcedureThe goal of Elastic Bunch Graph Matching on a probe image is to �nd the �ducial points and thus to extractfrom the image a graph which maximizes the similarity with the FBG as de�ned in Eq. (9). In practice,one has to apply a heuristic algorithm to come close to the optimum within a reasonable time. We use acoarse to �ne approach in which we introduce the degrees of freedom of the FBG progressively: translation,scale, aspect ratio, and �nally local distortions. We similarly introduce phase information and increase thefocus of displacement estimation: no phase, phase with focus 1, and then phase with focus 1 up to 5. Thematching schedule described here assumes faces of known pose and approximately standard size, so thatonly one FBG is required. The more general case of varying size is sketched in the next section.Step 1: Find approximate face position. Condense the FGB into an average graph by taking the averagemagnitudes of the jets in each bunch of the FBG (or, alternatively, select one arbitrary graph as arepresentative). Use this as a rigid model (� =1) and evaluate its similarity at each location of asquare lattice with a spacing of 4 pixels. At this step the similarity function Sa without phase is8



used instead of S�. Repeat the scanning around the best �tting position with a spacing of 1 pixel.The best �tting position �nally serves as the starting point for the next step.Step 2: Re�ne position and size. Now the FBG is used without averaging, varying it in position and size.Check the four di�erent positions (�3;�3) pixels displaced from the position found in Step 1, and ateach position check two di�erent sizes which have the same center position, a factor of 1:18 smalleror larger than the FBG average size. This is without e�ect on the metric similarity, since the vectors~xBe are transformed accordingly. We still keep � = 1. For each of these eight variations, the best�tting jet for each node is selected and its displacement according to Eq. (8) is computed. This isdone with a focus of 1, i.e., the displacements may be of a magnitude up to eight pixels. The gridsare then rescaled and repositioned to minimize the square sum over the displacements. Keep thebest of the eight variations as the starting point for the next step.Step 3: Re�ne size and �nd aspect ratio. A similar relaxation process as described for Step 2 is applied,but relaxing the x- and y-dimensions independently. In addition, the focus is increased successivelyfrom 1 to 5.Step 4: Local distortion. In a pseudo-random sequence the position of each individual image node is variedto further increase the similarity to the FBG. Now the metric similarity is taken into account bysetting � = 2 and using the vectors ~xBe as obtained in Step 3. In this step only those positions areconsidered for which the estimated displacement vector is small (d < 1, see Eq. (8)). For this localdistortion the focus again increases from 1 to 5.The resulting graph is called the image graph and is stored as a representation of the individual face ofthe image.
grids for face finding

grids for face recognitionFigure 4: Object-adapted grids for di�erent poses. The nodes are positioned automatically by elastic graphmatching against the corresponding face bunch graphs. The two images on the left show originals with widelydi�ering size and grids, as used for the normalization stage with many nodes on the outline for reliable face�nding. The images on the right are already rescaled to normal size. Their grids have more nodes on theface, which is more appropriate for recognition (The grids used in Section 3.2 had about 14 additional nodes,which, for simplicity, are not shown here). One can see that, in general, the matching �nds the �ducialpoints quite accurately. But mismatches occurred, for example, for the bearded man. The chin was notfound accurately; the leftmost node and the node below it should be at the top and the bottom of the earrespectively. 9



2.3.4 Schedule of Graph ExtractionTo minimize computing e�ort and to optimize reliability, we extract a face representation in two stages,each of which uses a matching procedure as described in the previous section. The �rst stage, called thenormalization stage and described in greater detail in (Kr�uger et al., 1997), has the purpose of estimatingthe position and size of the face in the original image, so that the image can be scaled and cut to standardsize. The second stage takes this image as input and extracts a precise image graph appropriate for facerecognition purposes. The two stages di�er in emphasis. The �rst one has to deal with greater uncertaintyabout size and position of the head and has to optimize the reliability with which it �nds the face, butthere is no need to �nd �ducial points with any precision or extract data important for face recognition.The second stage can start with little uncertainty about position and size of the head, but has to extract adetailed face graph with high precision.In the experiments on the FERET database described below, original images had a format of 256�384pixels, and the faces varied in size by a factor of three; see Figure 4. The poses were given and did notneed to be determined. The normalization stage used three FBGs of appropriate pose which di�ered in facesize. We somewhat arbitrarily picked approximately 30 images to form each FBG. More careful selection ofimages to cover a wider range of variations can only improve system performance. The grids used in theconstruction of the FBGs put little emphasis, i.e. few nodes, on the interior of the face and have fewer nodesthan those used for the second stage; see Figure 4 for two examples. The smaller number of nodes speeds upthe process of face �nding. Using a matching scheme similar to the one described in Section 2.3.3, we matcheach of the three FBGs to the input image. We select the graph that matches best, cut a frame of appropriatesize around it from the image and resize it to 128�128 pixels. The poses could be determined analogously(Kr�uger et al., 1997), but here the poses are assumed to be known. In our experiments, normalizationtook approximately 20 seconds on a SPARCstation 10-512 with a 50 MHz processor and identi�ed faceposition and scale correctly in approximately 99% of the images.The second stage uses the matching procedure exactly as described in Section 2.3.3, starting the matchat standard size and position. The face bunch graphs used in this stage have more nodes, which we haveplaced in positions we believe are important for person identi�cation, emphasizing the interior of the face.Each of the three principal poses (frontal, half-pro�le, and pro�le; left-facing poses are ipped to right-facingposes) is matched with a di�erent grid structure and with a di�erent FBG, formed by using 70 arbitrarilychosen images. This stage took approximately 10 seconds.2.4 RecognitionAfter having extracted model graphs from the gallery images and image graphs from the probe images,recognition is possible with relatively little computational e�ort by comparing an image graph to all modelgraphs and picking the one with the highest similarityvalue. A comparison against a gallery of 250 individualstook slightly less than a second. The similarity function we use here for comparing graphs is an average overthe similarities between pairs of corresponding jets. For image and model graphs referring to di�erent pose,we compare jets according to the manually provided correspondences. If GI is the image graph, GM is themodel graph, and node nn0 in the model graph corresponds to node n0 in the image graph, we de�ne graphsimilarity as: SG(GI ;GM) = 1N 0Xn0 Sa(J In0 ;JMnn0 ); (10)where the sum runs only over the N 0 nodes in the image graph with a corresponding node in the modelgraph. We use the jet similarity function without phase here. It turned out to be more discriminative,possibly because it is more robust with respect to change in facial expression and other variations. Here weignore the jet distortions created by rotation in depth, but will take up the subject in the discussion.This graph similarity induces a ranking of the model graphs relative to an image graph. A person isrecognized correctly if the correct model yields the highest graph similarity, i.e., if it is of rank one. Acon�dence criterion on how reliably a person is recognized can easily be derived from the statistics of theranking (Lades et al., 1993). However, we have restricted our results to unquali�ed recognition rates,which already give an accurate impression of system performance.10



3 Experiments3.1 DatabasesFor the experiments we used image galleries taken from two di�erent databases. Both of them explicitlydistinguish di�erent poses, and images are labeled with pose identity.The �rst one is the ARPA/ARL FERET database provided by the US Army Research Laboratory. Theposes are: frontal, quarter view, half-pro�le right or left (rotated by about 40-70�), and pro�le right or left;see Figure 5 for examples. We disregarded quarter view images, because there were only a few of them. Formost faces there are two frontal views with di�erent facial expression. Apart from a few exceptions, thereare no disguises, variations in hair-style or in clothing. The background is always a homogeneous light orgrey, except for smoothly varying shadows. The size of the faces varies by about a factor of three (but isconstant for each individual, information which we could have used to improve recognition rates, but didn't).The format of the original images is 256�384 pixels.The second database has been collected at the Institute for Neural Computation in Bochum and has beenpartly described in (Lades et al., 1993). The poses are: frontal, 11� and 22� rotated. The 11� and 22�angles have been estimated from the distance between the eyes (Thomas Maurer, personal communication,1996). People were actually told to orient towards 15� and 30� marks on the wall, but these angles holdonly for the gaze; the heads are usually rotated less. The 11� rotated faces are referred to as 15� rotated in(Lades et al., 1993). For all faces there are two frontal views, one neutral and one with a di�erent facialexpression. The latter includes a few cases where half of the face is occluded by hair or a hand. Two frontalviews in this database generally di�er more than those in the FERET database. All images were taken withthe same set-up, so that faces varied in size only within the natural range. Our tests on this database allowdirect comparison with the preceding system (Lades et al., 1993). The description of our algorithm inSection 2 referred to the FERET database. For the Bochum database we did not use the normalizationstage, because faces varied only a little in size. For matching, the FBGs were comprised of all the availableimages except for the image onto which the FBG was matched.
profiles left and rightfrontal views A and B half-profiles left and right

Figure 5: Sample faces from the ARPA/ARL FERET database: frontal views, half-pro�les, and pro�les.Pictures for left-facing poses are ipped around a vertical axis, and all images have been rescaled to standardsize by our normalization stage (Section 2.3.4). Notice the large variation in the rotation angle of half-pro�lesand that some faces have no variation in facial expression in the two frontal views.11



3.2 Results3.2.1 FERET DatabaseWe used various model and probe galleries with faces of di�erent pose. Each model gallery contained 250faces with just one image per person. We relied on the explicitly labeled pose identity instead of using ourown pose recognition capability. Recognition results are shown in Table 1 (fromWiskott et al., 1997).Model Probe First rank First 10 ranksgallery images # % # %250 fa 250 fb 245 98 248 99250 hr 181 hl 103 57 147 81250 pr 250 pl 210 84 236 94249 fa + 1 fb 171 hl + 79 hr 44 18 111 44171 hl + 79 hr 249 fa + 1 fb 42 17 95 38170 hl + 80 hr 217 pl + 33 pr 22 9 67 27217 pl + 33 pr 170 hl + 80 hr 31 12 80 32Table 1: Recognition results for cross-runs between di�erent galleries (f: frontal views; a, b: expression aand b; h: half-pro�les; p: pro�les; l, r: left and right). Each gallery contained only one image per person;the di�erent compositions in the four bottom rows are due to the fact that not all poses were available forall people. The table shows how often the correct model was identi�ed as rank one and how often it wasamong the �rst 10 (4%).The recognition rate is very high for frontal against frontal images (�rst row). This is mainly due to thefact that in this database two frontal views show little variation, and any face recognition system shouldperform well under these circumstances, cf. Table 3. See the results on the Bochum database for a morechallenging test.Before comparing left against right poses, we ipped all left pose images over. Since human heads are tosome degree bilaterally symmetric and since our present system performs poorly on such large rotations indepth (see below), we proceeded under the expectation that it would be easier to deal with di�erences dueto facial asymmetry than with di�erences caused by substantial head rotation. This assumption is borneout at least by the high recognition rate of 84% for right pro�le against left pro�le (third row). The sharplyreduced recognition rate of 57% (second row) when comparing left and right half-pro�les could be due toinherent facial asymmetry, but the more likely reason is the poor control in rotation angle in the database| inspection of images shows that right and left rotation angles di�er by up to 30�, cf. Figure 5.When comparing half-pro�les with either frontal views or pro�les, another reduction in recognition rateis observed (although even a correct recognition rate of 10% out of a gallery of 250 is still high above chancelevel, which would be 0.4%!). The results are asymmetrical, performance being better if frontal or pro�leimages serve as model gallery than if half-pro�les are used. This is due to the fact that both frontal and pro�leposes are much more standardized than half-pro�les, for which the angle varies approximately between 40�and 70�. We interpret this as being due to the fact that similarity is more sensitive to depth-rotation thanto inter-individual face di�erences. Thus, when comparing frontal probe images to a half-pro�le gallery, a40� half-pro�le gallery image of a wrong person is often favored over the correct gallery image if in the latterthe head is rotated by a larger angle. A large number of such false positives degrades the correct-recognitionrate considerably. In these experiments we also ipped all left pose images over, so that, to a large extent,the recognition was not only done across pose but also across mirror reection.3.2.2 Bochum DatabaseWe used 108 neutral frontal views as a model gallery and the other images as probe galleries. For comparisonwe also give recognition rates obtained with the preceding system (Lades et al., 1993). Recognition resultsare shown in Table 2 (from Wiskott et al., 1997).On this database, recognition rates for frontal views are lower than on the FERET database. This isdue to the fact that the frontal views in the Bochum gallery di�er in facial expression more than those in12



Preceding system This systemModel Probe First rank First rank First 4 ranksgallery images # % # % # %108 fa 108 fb 99 92 98 91 102 94108 fa 108 11� 105 97 101 94 105 97108 fa 108 22� 92 85 95 88 103 95Table 2: Recognition results for cross-runs between di�erent galleries (f: frontal views; a: neutral; b: di�erentfacial expression; 11�, 22�: rotated faces). Each gallery contained only one image per person. For matching,only face bunch graphs of frontal pose and 22� pose were used. Matching on 11� pose images was done withthe frontal pose face bunch graph. The table shows how often the correct model was identi�ed as rank oneand how often it was among the �rst 4 (4%). The results for the preceding system have been obtained withthe original software of (Lades et al., 1993). All results are from (Wiskott et al., 1997).the FERET database. This is consistent with the results for 11�-rotated but neutral faces, which are higherthan those for the frontal views. This also indicates that the variation due to facial expression is relativelylarge.Comparison with the preceding system (Lades et al., 1993) shows that both systems perform equallywell on the Bochum gallery. In comparing the results, two di�erences in the algorithms should be taken intoaccount; see Section 4.1.1 for a discussion of the algorithmic di�erences between the two systems. Firstly,the preceding system used 70 nodes while our system used only 30 nodes for the Bochum galleries. We havenoticed that taking more nodes leads to higher recognition rates. Secondly, the preceding system did notscale model grids to compensate for size variations. Since all images were taken from the same distance, faceshad natural size variation relative to the �xed grid and size could then implicitly contribute to recognition.Though our system did not resize the images themselves, the grids were averaged in size to generate theface bunch graph and matched to the size of each face individually with no cost to the similarity function(although, the jets were not scaled). Thus our system yields the same recognition performance with lessinformation.The preceding system (Lades et al., 1993) was implemented on a system with 23 transputers. TheGabor wavelet transform required less than 7 seconds. Comparing one image with a gallery of 87 modelsrequired about 25 seconds. On a SPARCstation 10-512, a single comparison of an image graph with a modelgraph would probably require about 0.2 seconds. The system presented here requires less than 30 seconds toextract the image graph once and can then compare with about 300 model graphs per second. Thus, thereis a signi�cant increase in speed of our system over the preceding system for large galleries.3.2.3 Matching AccuracyWe have introduced phase information to improve matching accuracy. Thomas Maurer (personal com-munication, 1996) has tested the accuracy on the Bochum database by matching a face bunch graph ontoimages for which all �ducial points were controlled manually. He always left the person on the image out ofthe face bunch graph, so that no information about that particular person could be used for matching. Heran the same algorithm with phase information and without phase information, i.e. all phases set to zero.Matching accuracy was calculated as the mean Euclidean distance between matching positions and manuallycontrolled reference positions. It was 1.6 with and 5.2 pixels without phase, and the histograms had theirmaximum at 1 and 4 pixels distance, respectively. The images had a size of 128�128 pixels. Notice thatsince the reference positions were set manually, one cannot expect a matching accuracy much better thanone pixel. This is because manual positioning focuses more on local high frequency information, while thematching system takes into account low frequencies as well. In addition, the manual positioning may beinaccurate itself. One can get an impression of the matching accuracy of the preceding system from Figure 6in (Lades et al., 1993). A typical e�ect without phase is that a node is positioned at the wrong side of anedge, e.g. �fth node from the top in the rightmost column.To investigate the importance of matching accuracy for recognition performance,Maurer has performedthree di�erent cross-runs of the 22� probe images against the neutral frontal view gallery. In the �rst run13



he used manually controlled node positions for the probe images, in the second run positions were obtainedby matching with phase information, and in the third run without phase information. The frontal gallerywas always the same. Numbers of correctly recognized faces in these three cases were 96 (89%) for manualpositioning, 95 (88%) with phase, and 72 (67%) without phase. This shows that the matching accuracy withphase is su�cient, while using no phase would cause a signi�cant degradation in recognition performance.Notice that the preceding system (Lades et al., 1993) achieves high recognition rates without usingphase information for the matching. Two reasons for this may be the larger number of nodes and theadvantage of using di�erent grid sizes if faces are of di�erent but reliable size, as discussed above. Anotherreason is that phase information becomes more important as more degrees of freedom are introduced. Apartfrom local distortions, the preceding system only varied the location of individual graphs while our systemalso varied grid size, aspect ratio, and the identity of the local experts during the matching. With theseadditional degrees of freedom, the matching is more likely to fail without phase information, while thepreceding algorithm was still robust.Another study on face recognition was also based on face bunch graphs (including the correct face) andGabor jets, but the matching algorithm was much simpler and constrained to a sparse grid of points in theimage (Wiskott, 1999). Matching accuracy was therefore limited by the spacing of the grid points, whichwas 8 pixels in images of 128�128 pixels. Tests on the same 108 images of the Bochum database as usedhere con�rmed that matching with phase (and recognition without phase) yields the highest recognitionrates. However, it was surprising that for frontal views with di�erent mimic expression (fb) and for 11�rotated faces such a simple matching algorithm achieved recognition rates of 92% and 94%, respectively,which is comparable to the performance of our system. It was only for the 22� rotated faces that themore sophisticated method presented here performed signi�cantly better (88%) than the simple matchingalgorithm (81%).4 DiscussionThe system presented here is general and exible. It is designed for an in-class recognition task, i.e. forrecognizing members of a known class of objects. We have applied it to face recognition, but the system isin no way specialized in faces, and we assume that it can be directly applied to other in-class recognitiontasks, such as recognizing individuals of a given animal species, given the same level of standardization ofthe images. In contrast to many neural network systems, no extensive training for new faces or new objectclasses is required. Only a moderate number of typical examples have to be inspected to build up a bunchgraph, and individuals can then be recognized after storing a single image.We tested the system with respect to rotation in depth and di�erences in facial expression. We didnot investigate robustness to other variations, such as illumination changes or structured background. Theperformance is high on faces of the same pose. We also showed robustness against rotation in depth up toabout 22�. For large rotation angles the performance degrades signi�cantly.4.1 Comparison to Other SystemsThere is a considerable literature on face recognition, and many di�erent techniques have been applied tothe task; see (Samal & Iyengar, 1992; Valentin et al., 1994; Chellappa et al., 1995) for reviews.Here we relate our system to those of others in regard to conceptual and performance aspects.4.1.1 Comparison to the Preceding SystemWe developed the system presented here based on (Lades et al., 1993), with several major modi�cations.We now utilize wavelet phase information for accurate node localization. Previously, node localization wasrather imprecise. We have introduced the potential to specialize the system for speci�c object types and tohandle di�erent poses with the help of object-adapted grids. The face bunch graph is able to represent a widevariety of faces, which allows matching on face images of previously unseen individuals. These improvementsmake it possible to extract an image graph from a new face image in one matching process. Even if theperson of the new image is not included in the FBG, the image graph reliably refers to the �ducial points.This considerably accelerates recognition from large databases, since for each probe image, correct node14



positions need to be searched only once instead of in each attempted match to a gallery image, as waspreviously necessary. The ability of the new system to refer to object-�xed �ducial points irrespective ofpose represents an advantage in itself and is essential for some interesting graph operations; cf. Section 4.2.Computational e�ciency, the ability to deal with di�erent poses explicitly, and greater potential for furtherdevelopments are the major advantages of the new system compared to the preceding one. We did notexpect and experiments do not show an immediate improvement of recognition performance on faces ofsimilar orientation.4.1.2 Recognizing Faces of the Same ViewSome face recognition systems are based on user-de�ned face-speci�c features. Yuille (1991), for example,represented eyes by a circle within an almond-shape and de�ned an energy function to optimize a total of9 model parameters for matching it to an image. The drawback of these systems is that the features aswell as the procedures to extract them must be newly de�ned and programmed by the user for each objectclass, and the system has no means to adapt to samples for which the feature models fail. For example,the eye models mentioned above may fail for faces with sunglasses or have problems if the eyes are closed.In these cases the user has to design new features and new algorithms to extract them. With this typeof approach, the system can never be weaned from designer intervention. Our system, in contrast, can betaught exceptional cases, such as sunglasses or beards, or entirely new object classes, by the presentation ofexamples and incorporation into bunch graphs.An approach to face recognition also avoiding user-de�ned features is based on principal componentanalysis (PCA) (Sirovich & Kirby, 1987;Kirby & Sirovich, 1990;Turk & Pentland, 1991;O'Tooleet al., 1993). In this approach, faces are �rst aligned with each other and then treated as high-dimensionalpixel vectors from which eigenvectors, so-called eigenfaces, are computed, together with the correspondingeigenvalues. A probe face is decomposed with respect to these eigenvectors and is e�ciently represented by asmall number, say 30, of expansion coe�cients. (The necessary image alignment can be done automaticallywithin the PCA framework (Turk & Pentland, 1991; Moghaddam & Pentland, 1997)). PCA isoptimal with respect to data compression and is successful for recognition purposes.In its original, simple form, PCA treats an entire face as one vector, which causes two major problems.Firstly, because PCA is linear in the image space, it cannot deal well with variations in geometry. Consider,for example, two faces which have the mouth at a di�erent height. Any linear combination of these two imagescan only generate a mouth at either height or two superimposed mouths but never a natural-lookingmouth atan intermediate height. Linear combinations of images do not interpolate geometry. As a consequence, faceimages have to be aligned carefully before applying PCA or computing the expansion coe�cients. Usually,face images are at least scaled, rotated, and shifted to align the eyes; sometimes also the aspect ratio ischanged to also align the mouth. But then other facial features may still be misaligned. A solution to thisproblem is to factorize geometry and texture completely by warping face images to an average geometry.PCA is then applied to the warped face and to the geometrical features separately. Craw et al. (1995)have shown that this technique is advantageous for recognition. They used manually de�ned �ducial pointsfor warping. Lanitis et al. (1995) apply a graph-matching algorithm similar to ours to �nd the �ducialpoints. Even more extreme in this sense are the systems (Beymer & Poggio, 1995; Vetter & Poggio,1997; Vetter, 1998). They use an image-ow algorithm to match each pixel of a face image to a pixel in adi�erent image. The warping is correspondingly accurate. These latter systems, however, require carefullytaken images of high quality and are less robust against perturbations, such as occlusions or glasses.A second problem of the original PCA approach is its sensitivity to occlusions or other localized perturba-tions, such as variations in hair style or facial hair. In a more localized feature representation, some regionscan be explicitly treated as occluded, yielding good recognition results despite large occlusions (Wiskott& von der Malsburg, 1993). In the holistic representation of PCA, any local image perturbation willhave an e�ect on all expansion coe�cients and cannot be easily disregarded. One way this problem has beendealt with was by treating small image regions centered on �ducial points (eyes, nose, mouth) as additionalpixel vectors from which to extract more features by PCA (Moghaddam & Pentland, 1997). A moresystematic approach has been developed by Penev & Atick (1996). They explore spatial correlationswithin the set of eigenvectors found by PCA and generate a redundant set of localized kernels, one for eachpixel location. Applying these kernels is called local feature analysis. A few of the local kernel responses are15



selected to generate a sparse representation.The PCA approach with both extensions, a matching and warping stage at the beginning and PCA onlocalized regions or local feature analysis, becomes quite similar to our approach. A graph of �ducial points,labeled with example-derived feature vectors is matched to the image, and the optimally matching \grid"is used to extract a structural description from the image in the form of small sets of expansion coe�cientsin the PCA approach or jets in our approach. Recognition is then based on this. A remaining di�erencebetween the approaches lies in the nature of the underlying feature types: principal components statisticallyderived from a speci�c set of images of an object class, or Gabor-wavelets, which can be statistically derivedfrom a more general set of natural images, at least qualitatively (Olshausen & Field, 1996; Bell &Sejnowski, 1997). It remains to be seen which of the approaches has the greater potential for development.It is worth considering the system by Lanitis et al. (1995) in more detail because of its close relationshipto our system. Both systems apply a graph-matching process for �nding �ducial points and extract localfeatures for recognition. The system by Lanitis et al. (1995) in addition warps the face to average geometryand applies PCA to it. There are two di�erences we want to point out. Firstly, the matching process di�ersin the way in which distortions are treated. Our system assumes a simple spring model, which introducesa large number of degrees of freedom and also includes distortions which are unrealistic, cf. mismatchesin Figure 4. Lanitis et al. (1995), on the other hand, use PCA also to analyze distortion patterns ofsample face images, the �rst eigenvectors providing a relatively small set of plausible geometrical distortions.Allowing the matching using only these distortions signi�cantly reduces the number of degrees of freedomand leads to more reliable matchings in this respect. In addition, information about pose and shape can beinferred more easily and used for recognition. Secondly, the local features used in their system are relativelysimple compared to our bunches of jets. The features are local grey value pro�les along a line described bya few parameters. We assume that a combination of these two systems, using few geometrical distortionpatterns and bunches of jets as local features, would improve matching performance compared to eithersystem.4.1.3 Performance Comparison on the FERET DatabaseTo obtain a meaningful performance comparison between di�erent face recognition systems, the Army Re-search Laboratory has established a database of face images (ARPA/ARL FERET database) and comparedour and several other systems in a blind test. O�cial results have been published in (Phillips & Rauss,1997;Phillips et al., 1998). Here we summarize results which other groups have reported for their systemstested on the FERET database. The recognition rates are given in Table 3. It should be noted that we couldnot �nd results for the face recognition system developed by Atick et al. (1995) and Penev & Atick(1996). Their system performed well in one of the o�cial tests (Phillips et al., 1998).Gordon (1995) has developed a system which automatically selects regions around left eye, right eye,nose, and mouth for frontal views and a region covering the pro�le for pro�le views. The faces are thennormalized for scale and rotation. The recognition is based on normalized cross-correlation of these �veregions compared to reference models. Results are given for the fully automatic system, also for frontalviews only, and for a system in which the normalization points, i.e. pupil centers, nose tip, and chin tip, areselected by hand. For the combined gallery (fa + pl), there is a great di�erence between the performanceof the fully automatic system and that with manually located normalization points. This indicates that theautomatic location of the normalization points is the main weakness of this system.Gutta et al. (1995) have collected the images for the FERET database. They have tested the perfor-mance of a standard RBF (radial basis function) network and a system based on geometrical relationshipsbetween facial features, such as eyes, nose, mouth, etc. The performance of the latter was very low and isnot summarized in Table 3.Moghaddam & Pentland (1994) have presented results based on the PCA approach discussed inthe previous section. A front-end system normalized the faces with respect to translation, scale, lighting,contrast, and slight rotations in the image plane. The face images were then decomposed with respect tothe �rst eigenvectors, and the corresponding coe�cients were used for face representation and comparison.The performance on frontal views, which are highly standardized, was high and comparable to that of oursystem, but the performance on half-pro�les and pro�les was relatively low. That indicates that the globalPCA-approach is more sensitive to rotation in depth.16



FirstReference Method Model gallery Probe images rank%Gordon (1995) normalized cross-correlation on di�erent regions ina facemanually located normalization points 202 fa + pl 202 fb + pr 96fully automatic system 194 fa + pl 194 fb + pr 72194 fa 194 fb 62Gutta et al.(1995) radial basis function networkon automatically segmented face images 100 fa 100 fb 83Moghaddam &Pentland (1994) principal component analysis on the whole facefully automatic system 150 fa 150 fb 99150 hr 150 hl 38150 pr 150 pl 32Phillips & Vardi(1995) trainedmatching pursuit �lters for di�erent regionsin a facemanually located feature points 172 fa 172 fb 98fully automatic system 172 fa 172 fb 97Phillips (1996) manually located feature points 311 fa 311 fb 95fully automatic system 311 fa 311 fb 95Wiskott et al. Gabor wavelets, labeled graphs and elastic bunchgraph matching(1995) fully automatic system 300 fa 300 fb 97(1997) fully automatic system 250 fa 250 fb 98250 hr 181 hl 57250 pr 250 pl 84Table 3: Methods and performances of the di�erent systems discussed. For our system we repeat resultsfrom two di�erent publications for comparison. For some systems it was not reported whether fa or fb wasused for the model gallery; we consistently indicate the frontal model gallery by fa. When comparing theresults, notice that the �rst rank recognition rates depend on gallery size. OnlyMoghaddam & Pentland(1994) have reported results on half-pro�les and on pro�les; none of the groups has reported results acrossdi�erent poses, such as half-pro�le probe images against pro�le gallery.
17



Phillips & Vardi (1995) and Phillips (1996) have trained two sets of matching pursuit �lters forthe tasks of face location and identi�cation. The �lters focus on di�erent regions: the interior of the face,the eyes, and the nose for location; tip of the nose, bridge of the nose, left eye, right eye, and interiorof the face for identi�cation. The performance is high and comparable to that of our system. The smallperformance di�erence between the fully automatic system and the identi�cation module indicates that thelocation module works reliably.For none of the systems were results across di�erent poses reported. In the next section we will thereforesummarize systems which have been tested for rotation in depth on di�erent databases.4.1.4 Recognizing Faces Rotated in DepthWhile there is a considerable literature on face recognition in the same pose, there are few systems which dealwith large rotation in depth. It is di�cult to compare these systems in terms of performance, because theyhave been tested on di�erent galleries. Furthermore, the recognition rates are a result of complete systemsand do not necessarily reect the usefulness of a particular method to compensate for rotation in depth.However, we think it may still be useful to give an overview and to briey discuss the di�erent approaches.Results are given in Table 4. FirstReference Database and Method Model gallery Probe images rank# angle(s) # angle(s) %Moghaddam& Pentland(1997) PCA approach separately for di�erent views,no speci�c transformationinterpolation performance �23� 21 �90�, �45�, 0� 21 �68�, �23� 90extrapolation performance �23� 21 e.g. �90�, ..., +45� 21 e.g. +68� 83extrapolation performance �45� 21 e.g. �90�, ..., +45� 21 e.g. +90� 50Wiskottet al. (1997) Gabor jets, no speci�c transformationBochum database 108 0� 108 11� 94108 0� 108 22� 88FERET database 250 0� 250 45� 18250 45� 250 0� 17250 45� 250 90� 9250 90� 250 45� 12Maurer &von derMalsburg(1995) Gabor jets, learned normal vectors for geomet-rical rotation transformationBochum database, no transformation 110 0� 110 22� 88transforming 22� to 0� 110 0� 110 22� 96FERET database, no transformation 90 0� 90 45� 36transforming 45� to 0� 90 0� 90 45� 50transforming 0� to 45� 90 0� 90 45� 53Beymer &Poggio (1995) well-controlled gallery, little hair informationwarping between di�erent views 62 (�)20� 620 range �40� 82linear decomposition, no shape info. 62 (�)20� 620 range �40� 70Vetter(1998) images rendered from 3D face data, no hairinformationmapping onto 3D-model 100 0� 100 24� 100linear decomposition and synthesis 100 0� 100 24� 100linear decomposition on four subregions 100 0� 100 24� 100Table 4: Methods and performances of the di�erent systems discussed. Our results are repeated for com-parison. When comparing the results, notice that the �rst rank recognition rates depend on gallery size aswell as on the quality of the databases.The system by Moghaddam & Pentland (1997) simply applies several recognition subsystems inparallel, each of which is specialized to one view and is based on the PCA approach described above forrecognition of the same views. The subsystem which is specialized for a view closest to the view of the probeimage is usually best suited to explain the image data in terms of its eigenvectors. It therefore can be selected18



automatically to perform the recognition. This system has been tested on galleries of 21 persons in di�erentviews. The results listed in Table 4 are averages over several di�erent combinations of training and testingviews. The recognition rates are an example of how well a system can perform if it does not compensate fore�ects of rotation in depth but relies only on the robustness of the subsystem which is closest to the view ofthe probe image. Our basic system compensates for rotation in depth only in that matching is done with abunch graph of the new view and correspondences are de�ned between �ducial points of the new view and�ducial points of the standard view for which the model graphs are available. Thus, corresponding jets arecompared across di�erent views, but the jets are not modi�ed in any way to compensate for the e�ects ofrotation in depth.There are at least three di�erent approaches to compensating for the e�ects of rotation in depth moreexplicitly: transforming feature vectors, warping images of faces, and linear decomposition and synthesis offaces in di�erent views. Let us �rst consider transforming feature vectors. As an extension to our system,Maurer & von der Malsburg (1995) have applied linear vector transformations to the jets to compensatefor the e�ect of rotation in depth. The assumption was that faces can be locally treated as plane surfacesand that the texture transforms accordingly. Since the total rotation of the faces is known, only the normalof the surface at each node has to be estimated, which is done on a training set of faces available in bothviews. This results in a signi�cant improvement. Notice that transformations of feature vectors can onlybe an approximation to the true transformations of images. This is due to the �xed and limited supportof the kernels which are used to extract the features. For instance, a circular region on a plane becomesan ellipse if the plane is tilted. Feature vectors based on kernels with circular support can only represent acircular region. If this circular region needs to be transformed into an elliptic region, some information islost or incorrect information is added to obtain a circular region again. An advantage of this method is thattransformations can be performed without reference to the original image.More accurate results can be obtained if the grey-value distributions of faces are warped from one viewto another view directly on a pixel level. Vetter (1998) has done this by means of a 3D-model onto whichthe texture of a face is projected and from which it is then back-projected onto the image plane in a di�erentview. Beymer & Poggio (1995) have used a warping transformation derived from sequences of rotatingsample faces. Another interesting approach is the concept of linear object classes (Vetter & Poggio,1997). It is assumed that objects in one view can be linearly decomposed with respect to images of a setof prototype objects of the same view. When images of these prototypes are available in another view,the object can be linearly synthesized in that view with the same coe�cients as used for the decomposition.Vetter (1998) tested this method on images rendered from 3D face data. Shape and texture were processedseparately, the texture being processed as a whole or broken down into four local regions. Recognition wasbased on a simple similarity measure, e.g. Euclidean distance, applied directly to the image grey values.The recognition rates of 100% for this and the warping method described above are remarkable. Although,it has to be taken into account that the images were rendered from 3D face representations and that thegalleries were correspondingly perfect. Beymer & Poggio (1995) also used this method, but they did thedecomposition with respect to eigenfaces and did not use shape information. Their model gallery included20� rotated faces plus the mirror-reected images, and they tested on probe faces randomly drawn from arange of approximately �40� rotation angle. They also considered rotation around horizontal axes. Thissystem as well as the one by Vetter (1998) used an image-ow algorithm to �nd correspondences betweendi�erent faces. We have tested a similar method for our system on the FERET database. For a half-pro�leface image we used a half-pro�le face bunch graph to generate a phantom face (Wiskott, 1997), which wasthen transformed into a frontal pose by using corresponding jets of the same �ducial points and individualsfrom a frontal face bunch graph. The idea was that if, for instance, the noses of two persons look similarin one pose, they would look similar in another pose as well. The results were disappointing and are notreported in Table 4. It is surprising that these three systems, which are based on similar ideas, performso di�erently. A possible reason might be the di�erent quality of the databases, which was perfect for thesystem by Vetter (1998) and worst for ours.Each of these three approaches (transforming feature vectors, warping images of faces, and the conceptof linear object classes) has its own advantages and drawbacks, and none is clearly superior to the others.Warping can potentially deal well with new types of faces not seen before, e.g. of new race or age, but itcannot be applied to transform between other variations, e.g. in illumination. Linear decomposition, on theother hand, can be applied to di�erent types of variations, but it does probably not extrapolate well to new19



types of faces. Transforming features may deal well with di�erent kinds of variations as well as new types offaces, but in its current formulation it is limited because of the �xed and limited kernels. The decision forone of the approaches will also depend on how well it integrates into a particular recognition system.In the following section we discuss some methods which can potentially show or have been shown tofurther improve the performance of our system; see also (Okada et al., 1998).4.2 Further DevelopmentsThe current system can be improved in many respects. In Section 4.1 we already argued that the simplespring model used here for the grid has too many degrees of freedom, which could be considerably reduced byusing only a small number of typical distortions found by PCA on manually controlled grids (Lanitis et al.,1995). This would probably improve matching accuracy further and would provide more precise geometricalinformation which could be used to increase recognition performance. However, the matching precisionachieved in our system, as compared to the preceding version (Lades et al., 1993), is already su�cient toapply speci�c methods which require reliable �ducial points, for instance when the issue is learning aboutlocal object properties. One such local property is di�erential degree of robustness against disturbances. Inan extension of the basic system presented here, Kr�uger (1997) and Kr�uger et al. (1997) have developeda method for learning weights emphasizing the more discriminative nodes. On model galleries of size 130{150and probe images of di�erent pose, the �rst rank recognition rates have been improved by an average of 6%,from 25% without to 31% with weights. As mentioned in Section 4.1.4, another extension of our systemalso requiring reliable �ducial points has been developed by Maurer & von der Malsburg (1995) tocompensate for rotation in depth.In (Wiskott, 1997) the bunch graph technique has been used to fairly reliably determine facial attributesfrom single images, such as sex or the presence of glasses or a beard. If this technique was developed toextract independent and stable personal attributes, such as age, race, or sex, recognition from large databasescould be improved and speeded up considerably by preselecting corresponding sectors of the database.We did some preliminary experiments on images with structured background and got encouraging results.In this case more nodes in the interior of the faces were used. However, a more principled method shouldbe employed. One could use only Gabor kernels lying within the face (W�urtz, 1997) or, alternatively,transform jets from contour nodes such that the inuence of background structure is suppressed (P�otzschet al., 1996). Robustness with respect to illumination variations also has to be investigated.The manual de�nition of appropriate grid structures and the semi-autonomous process of bunch graphacquisition will have to be replaced by a fully autonomous process. Automatic reduction of an FBG to itsessential jets in the bunches has been demonstrated in (Kr�uger et al., 1997). The creation of a newbunch graph is most easily based on image sequences, which contain many cues for grouping, segmentation,and detecting correspondences. This has been demonstrated for individual graphs in (Maurer & von derMalsburg, 1996; Kr�uger et al., 1998).In the current system, one recognition against a gallery of several hundred models takes approximately30 seconds on a SPARCstation 10-512. This is too slow for most applications. However, there are manypossibilities to optimize the system with respect to speed: reducing the number of Gabor-kernels, reducingthe number of steps in the matching process, using fewer nodes, etc. The system described in (Ladeset al., 1993), which is computationally even more expensive, has been optimized in this way and has beensuccessfully turned into a commercial product for access control (Konen & Schulze-Kr�uger, 1995), whichruns on a standard PC. Our group is also currently working on a real-time face-tracking system based onthe matching process presented here. For this project a high performance parallel processor system will beemployed.AcknowledgementsWe wish to thank Irving Biederman, Ladan Shams, Michael Lyons, and Thomas Maurer for very fruitfuldiscussions and their help in evaluating the performance of the system on the FERET database. Many thanksgo to Thomas Maurer also for reviewing and optimizing the code and performing tests on the Bochum gallery.Jan Vorbr�uggen performed the tests for the preceding system, which we used for comparison. We acknowledge20
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