
Management and Control of Resources in Broadband Networkswith Quality of Service GuaranteesAurel A. Lazar and Giovanni Paci�ciDepartment of Electrical EngineeringandCenter for Telecommunications ResearchColumbia University, New York, NY 10027-6699AbstractResource sharing policies and their evaluation for broadband networks with quality of serviceguarantees are presented. The networks under consideration guarantee quality of service basedon the principle of Asynchronous Time Sharing. Scheduling, distributed scheduling and admis-sion control strategies and the relationship among them are discussed. The performance of thealgorithms is evaluated based on the schedulable and admissible load regions. Finally, a referencemodel that de�nes the main primitives of the network control architecture is presented.1. IntroductionIntegrated telecommunication networks carry tra�c of several di�erent classes, including one or morereal-time (isochronous) tra�c classes, each with its own set of tra�c characteristics and performancerequirements. Two di�erent approaches have been advanced to deal with this phenomenon. In thecircuit-switched approach (synchronous transfer mode), su�cient resources are allocated to each callto handle its maximumutilization; this guarantees that the call will get the quality of service (QOS) itrequires, but may be wasteful of system resources. In the packet-switched approach (e.g., asynchronoustransfer mode), tra�c from all sources is packetized, and statistical multiplexing techniques are usedto combine all network tra�c through a single switching fabric. This allows higher network utilization,but requires more sophisticated controls to ensure that the appropriate QOS is provided.In broadband networks, the internodal propagation delays are more signi�cant than node processingdelays. This observation has been used in the published literature to argue that dynamic, adaptivefeedback, reactive control algorithms, operating within the network, are not suitable for broadbandnetworks [1]. The argument typically states that because of high transmission speeds, by the timea downstream node detects a congestion condition and attempts to signal its neighbouring upstreamnodes to adjust their behaviours, the large number of cells in-transit could not possibly be a�ected bythe closed-loop feedback controls.Instead the advocated control algorithms have been network-edge, congestion avoidance, preven-tive algorithms. In this case, it is assumed that there is a pre-negotiated contract between the networksources (terminating entities) and the network control architecture, characterizing tra�c peak rates,average rates and the burstiness of the tra�c stream that each source is allowed to transmit. Mech-anisms are put in place in the control architecture to police the actual tra�c behaviour of a networksource to ensure that it does not exceed the limits set forth in the negotiated contract [2]. Otherproposed re�nements to tra�c ow enforcement include mechanisms that mark and discard excesstra�c in the presence of network overload and congestion [3].Not withstanding this preventive control approach, there have been published results [4] indicatingthat, whatever the degree of sophistication of the network-edge preventive algorithms, additionalreactive controls may be necessary within the network fabric to adequately handle the complex dynamicuctuations in high speed tra�c interactions. Scheduling and bu�er management are examples of such1



controls.This paper deals with the design principles of resource control algorithms, together with theirinteraction and cooperation in a wide area network environment, and presents a framework for eval-uating the overall performance of the system. We will focus in particular on two levels of control:scheduling, that mediates the low level competition for service between cells of di�erent classes, andadmission control, that regulates the acceptance or blocking of incoming tra�c on a call-by-call basis.The performance of the scheduling algorithms will be evaluated based on the schedulable region. Theinteraction between scheduling and admission control will be quanti�ed using the admission controlregion. Both the schedulable region and the admission control region are concepts that have beenrecently introduced in the literature [5, 6].The resource control algorithms are based on the Asynchronous Time-Sharing (ATS) design prin-ciple [7]. ATS is a set of resource allocation principles for the design of broadband packet-switchednetworks that guarantee QOS. ATS-based networks are similar to those based on Asynchronous Trans-fer Mode (ATM) in that all tra�c o�ered to the network is in the form of small, �xed-size cells. Theprimary distinction of ATS is that several classes of tra�c with di�erent QOS requirements are con-sidered explicitly at every level of system design, both at the edge and at the core of the network.Therefore, one of the fundamental requirements on ATS systems is that the core of the network makesa distinction between tra�c classes.These design principles have broad applicability, and can help to e�ciently provide QOS in manydi�erent network settings. They have already been used in the design of two high-speed integratednetworks: MAGNET II [8], a testbed for MAN applications, and TeraNet [9], a gigabit/s lightwavenetwork. The introduction of tra�c classes into ATM networks, although not in the ATM standard atthis time, may be accomplished in a fully compatible manner. For example, tra�c class informationcould be carried in the Virtual Channel Identi�er �eld of the cell header.This paper is organized as follows. In Section 2 the basic concepts of the ATS framework arepresented, along with an overview of an architecture for joint scheduling and admission control. Thescheduling problem is introduced in Section 3, while in Section 4 the extension to the networkingenvironment is discussed. In Section 5 the admission control problem and its interplay with schedulingis formulated. In Section 6 a reference model for broadband networks is briey presented. The emphasisin this section is on the overall network control architecture.2. Problem SettingThe generic resource allocation problem presented in this paper was originally motivated by require-ments on broadband networks with quality of service guarantees. A class networks based on theconcept of Asynchronous Time Sharing was implemented to meet these requirements. The switchingarchitecture of these networks is briey described in Section 2.1. Four tra�c classes are introduced viaquality of service constraints. Note that, in order to keep the complexity of the network manageable,the QOS for these classes is de�ned for the network as a whole, rather than for each individual call.The introduction of tra�c classes calls for the introduction of resource allocation algorithms on boththe cell and on the call level. The resource allocation problem is introduced in Section 2.2.2.1 The Architecture and Framework for ATSAt the heart of the distinction between ATS and ATM is a clear de�nition of tra�c classes based onQOS considerations; fundamental to any performance analysis is the set of modeling assumptions onwhich the analysis is based. This section describes these and other key elements of the ATS approach.We consider a class of networks that guarantee quality of service based on the AsynchronousTime Sharing principle. The basic architecture of the ATS-based switching node has been recentlyimplemented in a new prototype multihop lightwave network called TeraNet [9]. The architecture ofthe network interface units (switching nodes) is shown in Figure 1.Each network interface unit consists of three input links, three output links and a bus based non-blocking switch fabric. Congestion may arise only at the output links. The architecture supports



Figure 1: The architecture of the TeraNet network interface unitfour classes of tra�c. Tra�c arriving at an access point is transferred and stored, according to itsclass, into one of the multiple bu�ers. Each group of multiple bu�ers is connected to an output port.In Figure 1, the critical resources (bu�er space and communication links) are controlled by a LinkScheduler and a Bu�er Manager. Scheduling and bu�er management policies have hardware support.The switching nodes are interconnected in a mesh type topology.What are the tra�c classes that these networks will transport? Four classes of tra�c are supported.Three of the tra�c classes, Class I, II and III, transport user tra�c and are de�ned by a set ofperformance constraints on the cell as well on the call level. The fourth class, Class C, transportstra�c of the network management system, and is not subject to speci�c QOS constraints. In whatfollows we will �rst de�ne the cell level constraints.Class I tra�c is characterized by 0 % contention cell loss and an end-to-end time delay distributionwith a narrow support. The maximum end-to-end time delay between the source and destinationstations is denoted by SI . Class II tra�c is characterized by � % contention cell loss and an upperbound, �, on the average number of consecutively lost cells. It is also characterized by an end-to-endtime delay distribution with a larger support than Class I. The maximum end-to-end time delay isSII . Here, � and � are arbitrarily small numbers and SI � SII . For Class I and II tra�c, there isno retransmission policy for lost cells. Class III tra�c is characterized by 0 % end-to-end cell lossthat is achieved with an end-to-end retransmission policy for error correction. If requested, it is alsocharacterized by a minimum average user throughput � and a maximum average user time delay T .Finally, the call level QOS is characterized via a set of bounds �I, �II and �III , on the probabilityof call blocking for each tra�c class.2.2 The Resource Allocation ProblemIn order to satisfy the QOS constraints at the cell level, each tra�c class will require a speci�c portionof network resources (communication bandwidth and bu�er space). To e�ciently cope with statisticalvariations of the tra�c ow, scheduling and bu�er management algorithms that dynamically allocatethe network resources are present at each contention point. Scheduling a�ects the order in whichpackets are served at an output link as shown in Figure 1. The e�ect of such algorithms is, therefore,local. Note that, in a wide are network environment, with switching nodes interconnected in a meshtype topology, the delay on the communication links is one of the main limitations in congestioncontrol.



Let us assume that a link scheduler at a particular node in the network cannot meet its pre-speci�edQOS requirements. The link scheduler is then said to be in congestion or overload condition. Thenode which contains a congested link is said to be a hot spot in the network. From the graph modelof the network, one can construct a tree, called the feed-in tree, rooted at the hot spot node. Thistree consists of the sources and intermediate nodes and links whose tra�c ows contribute to the hotspot condition. An example of such a directed, rooted feed-in tree is illustrated in Figure 2. The goal

Figure 2: A directed rooted tree associated with a hot spot nodeis to remove the hot spot condition by distributed cooperation among the nodes in the feed-in tree(Section 4). The di�culty here is due to the large delays between the di�erent switching nodes. Forexample, the hot spot node cannot instantly signal its upstream neighbors that it is experiencing acongestion situation.The cell level QOS may be trivially guaranteed by any scheduling mechanism if a conservativeadmission control policy is used to limit utilization to su�ciently low levels. Guarantees of cell-levelQOS to admitted calls is not su�cient if it comes at the cost of unreasonably high rates of call blocking.There is thus a need to simultaneously guarantee a certain quality of service at the call level as well.In Section 5 an admission control policy that guarantees call and cell level QOS and maximizes theexpected system utility is presented.In the design of controls for the ATS based architecture, robust algorithms are sought, whichperform well under a wide range of cell arrival statistics corresponding to diverse real-world tra�csources. To this end, a conscious decision was made to eschew the traditional assumption of Poissoncell arrivals in favor of more complex models, such as variable bit rate and constant bit rate videosources, together with an On-O� model for voice sources [10]. At the call level, however, Poisson callarrivals and exponentially distributed holding times are assumed [6].3. Real-Time SchedulingAs discussed in the previous section, dynamic bandwidth allocation leads, in general, to higher com-plexity. Is this complexity warranted? To answer this question, from a strict performance point ofview, the concept of the schedulable region, was introduced in [5].Intuitively, the schedulable region S of a queueing system is the set of points in the space ofpossible loads for which the quality of service at the cell level is guaranteed. As such, this concept is ageneralization of the concept of the stability region. Recall that the general concept of stability calls



for �nding the region in the space of loads for which the average time delay is �nite. In our case the setof constraints that determine the schedulable region is de�ned by the QOS constraints at the cell level.Examples of constraints were given in Section 2.1 and include: hard time delay constraints, probabilityof blocking and average gap constraints, average throughput and average time delay constraints. Notethat the schedulable region might be �nite even for the case of a queueing system with �nite bu�ersize. This is because the QOS constraints at the cell level might restrict the loading on the systembefore the �nite bu�er size does.In Asynchronous Time Sharing (ATS), transmission resources are time-shared between tra�cclasses according to a cycle scheme [7]. MAGNET II Real-time Scheduling (MARS) algorithm [5]is a mechanism for adaptively setting the parameters which govern this cycle scheme, based on ob-servations of cell arrivals and departures. The scheduling algorithm is based on the intuition that inorder to achieve high throughput, each cycle should serve only the cells whose transmission cannot befurther delayed to satisfy the QOS requirements.Figure 3 depicts the schedulable region for the MARS algorithm.
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Figure 3: Schedulable region for MARS, with QOS=[2 ms, 4 ms, 0.001, 5.0, 8 ms].4. Distributed Scheduling in Broadband NetworksIn the previous section we discussed the role of resource allocation algorithms for an ATS node takenin isolation. However, to e�ciently cope with congestion in a wide area network environment, aninteraction among the di�erent resource allocation algorithms is required. The design principles ofcooperative distributed algorithms for wide area integrated networks, with substantial delays on thecommunication links, are the object of this section.With cooperative distributed algorithms the quality of service, for all the network nodes, is metthrough coordination. This coordination involves the following actions. Each node predicts the tra�cstreams of any upstream neighbours on a horizon equal to twice the propagation delay between thenode and each of its upstream neighbours. Feedback signals to upstream nodes are triggered bycomparing the quality of service parameters of estimated queueing dynamics, derived from the tra�cprediction entities, with threshold values. By using tra�c prediction a node can anticipate (local)network overload and congestion and still have ample time to send feedback signals to a�ect upstreamcell transmissions at the times when congestion is expected to occur. Whenever an upstream nodereceives an adaptive feedback signal, it discards cells of some of its tra�c classes up to the limits that



enable it to guarantee the node's pre-speci�ed QOS requirements.A cooperative distributed scheduling algorithm, called D MARS, is introduced in [11]. Figure 4

Figure 4: Block diagram representation of the D MARS functional modulespresents an overview of the D MARS functional modules at a switching node. As shown in the diagram,user tra�c cell arrivals into a bu�er group at a node are used by Tra�c Prediction modules for loadestimation on an horizon greater than twice the propagation delay between the link scheduler and itsneighbour link schedulers in the upstream nodes of the feed-in tree (Figure 2).Should an overload condition be predicted, a Class II adaptation sub-module triggers an indicationof cell dropping that must be performed by each upstream node in order to relieve the projectedcongestion. These messages are sent as adaptation clipping (feedback control) signals to upstreamnodes. Note that when a link scheduler at an upstream node receives an adaptation clipping signal, itwill discard cells only up to its own pre-speci�ed QOS limit of the fraction ". Instructions to turn on(or o�) Adaptation Clipping are signalled to upstream nodes as Class C cells. Such feedback signalsare received by the Bu�er Manager module of the upstream links. Each Bu�er Manager discards (orstops discarding) cells of the a�ected user tra�c class.In [11] the cooperative distributed scheduling algorithm D MARS has been extensively comparedagainst the non-cooperative algorithms. It has been shown that the D MARS algorithm always resultsin a non-decreasing area of the schedulable region compared to the other two schemes.5. Scheduling and Admission ControlIn this section we will focus exclusively on the interplay between scheduling and admission controlat a switching node. The tasks of these two modules, and their interrelationship, are describedin this section, and depicted in Figures 5. The scheduler, as described above, controls the high-speed ow of cells through the switch. The dynamic database temporarily stores the relevant cell-level information for use by the scheduler in making its decisions, as well as the resultant cell-levelperformance. Meanwhile, data abstraction �lters digest this vast information ow, and continuallyupdate a statistical database, which stores various time-averaged and estimated quantities for use byother network management entities. Speci�cally, the schedulable region is stored here for use by theadmission controller.The task of the admission controller is to accept or reject arriving calls so as to maximize a utilityfunction based on the weighted average throughput. It is constrained by the need for the network



Figure 5: The architecture for joint scheduling and admission controlto guarantee the required QOS at the cell level to all calls admitted into service, and by limits onthe call blocking probabilities as well. The information available to the admission controller includesthe boundaries of the schedulable region S speci�ed by the scheduler, the call arrival and departurerates associated with each type of service, and the weights used in the utility function. The admissioncontroller is thus shielded from the ood of detailed cell-level information, and is able to guaranteeQOS at the cell level by keeping the number of calls within the schedulable region. The detailed shapeof the schedulable region may have a strong impact on the choice of the admission control policy. Theadmission control problem is formally presented and solved in [6].For network service providers concerned with proper dimensioning to meet projected demands,the important question to be asked of a given system is: under what loading conditions can all QOSconstraints be satis�ed? The answer to this question may be represented for our multiclass system as aregion in the space of call arrival rates of each class. For a given schedulable region S, call holding timesand QOS bounds on the call blocking rates, the admissible load region A is de�ned by the region in thespace of call arrival rates where the admission controller guarantees the cell and call-level QOS for allclasses. The admissible load region, is highly dependent on the schedulable region of the switch, as wellas the call holding times for the various classes; it provides a very useful characterization of the jointperformance of the scheduling and admission control algorithms. It can thus play a role not only inevaluating the merits of one admission control algorithm relative to another under a given scheduler,but also in comparing scheduling algorithms in terms of their impact on �nal system performanceunder load.In [6] the optimal admission control policy for the case of a two-class system was presented, alongwith two di�erent heuristic control policies for comparison. The optimal policy was achieved byreformulating the optimization problem as a linear program.In [6] it was shown that, when the optimal policy is used, two distinct types of gain can be identi�ed:an increase in the admissible load region, allowing the system to operate at higher o�ered loads; andan increase in utility at a given o�ered load. Figure 6 shows the admissible load regions achieved bytwo heuristic policies (CS and HBO) and optimal admission control policies. The optimal admissioncontrol is seen to achieve a gain of more than 15 % over the CS policy when Class I tra�c dominates.The HBO policy does almost as well as the optimal policy in this case, but performs very poorly whenClass II tra�c dominates.In addition to exploring the boundaries of the admissible load region, in [6], the gain in utilityachieved by imposing various controls has been evaluated.
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Figure 6: Admissible load regions for the optimal, HBO, CS admission control policies, with callblocking constraints �I = �II = 0:16. The Network Control ArchitectureIn the previous sections we have discussed the design principle of scheduling and admission control,emphasizing the problem of how to distribute these resource allocation algorithms and how to ensuree�ective communication among them. In order to more formally identify the issues arising in con-gestion control of high speed networks and to show how the ideas presented here for two classes ofcontrol strategies can be generalized, an Integrated Reference Model for broadband networks is brieypresented.The network architecture contains the primitives for controls, communications and management.These are organized in the Tra�c Control, Information Transport and Management Architectures, re-spectively. The subdivision of the IRM into the TCA and ITA is based on the principle of separationbetween communications and controls [12]. The separation between the MA and TCA is primarilydue to the di�erent time scales on which these architectures operate. Note, however, that in additionto control functions management also includes other tasks such as, e.g. , fault management. TheTra�c Control and the Information Transport Architectures are logically divided into a set of verticalplanes and a number of horizontal layers and modules (see Figure 7). The purpose of this division isto facilitate the identi�cation of the main issues when implementing the network architecture. Thevertical subdivision corresponds to the main control and communications tasks. The control and com-munications tasks are originated, respectively, in the resource management and control (M)-, resourcemonitoring and management (D)-, connection management and control (C)-, and user transport (U)-planes. The �rst three planes are part of the Tra�c Control Architecture. The latter plane is partof the Information Transport Architecture. A plane is characterized by a set of entities and theirrelationships. The (M)-plane has the entities and algorithms responsible for resource managementand control. The (D)-plane contains the entities and algorithms for monitoring and management.(The data about the network is stored in a Knowledge Database.) The (C)-plane contains the entitiesand algorithms responsible for connection management and control. The (U)-plane models the usertransport of information. All entities and algorithms that support or are part of information transportare organized in this plane. The (U)-and (C)-planes are horizontally layered. The horizontal subdivi-sion corresponds to the layering concept originally introduced by the OSI RM. Recursive applicationof the OSI Service Model consisting of a service provider and multiple service users is the basis forlayering the (U)-and (C)-planes. The (D)- and (M)-planes consist of a number of objects or modules.
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