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ABSTRACT

Generic recognition systems contain language models which are
representative of abroad corpus. In actual practice, however, recog-
nitionisusually on acoherenttext covering asingletopic, suggesting
that knowledgeof the topic at hand can be used to advantage. A base
model can be augmented with information from a small sample of
domain-specific language data to significantly improve recognition
performance. Good performance may be obtained by merging in
only those n-grams that include words that are out of vocabulary
with respect to the base model.

1. Introduction

Current language modeling practice requires access to a sub-
stantial amount of text from atarget domain in order to create
a reliable language model. For the North American Busi-
ness (CSR NAB) domain, 227M words were available. Of
necessity models based on large corpora cover a diversity of
material and are fairly general in nature. In practice, agiven
sequence of input utterances (say a dictation) will stick to a
particular topic, whether it's a news story, a business|etter or
other coherent text. It is reasonable for a recognition system
to try to take advantage of thisin some fashion. A number
of techniques address thisissue. Caching [4] temporarily in-
creases the likelihood of n-grams occuring in the recent past.
Triggering [6] allows clusters of related words to have their
likelihood increased, given the occurrence of a word known
to be associated to them.

These techniques address the problem of improving recog-
nition accuracy through a process of selection: components
of an existing model best suited to the current input are se-
lectively potentiated. Such approaches presuppose that the
relevant information is aready present in the model and sim-
ply needs to be identified. Other proposals, such as varying
the weights within a mixture of broad-domain models [5]
are also selection procedures, though they operate at a much
coarser level of representation.

We are more interested in the case where necessary informa-
tion isnot already present in a model and must somehow be
added. Such asituationismost likely to arisein practical con-
texts such as dictation and appear in combination with other
problems, such as identifying and assimilating new words.
Note that difficulties arise not only because atruly new topic

was encountered but also due to practical limitationsin the
size of the language model that can be implemented. Low-
frequency topics, though present in the domain, may have
been eliminated from an on-line model. Similarly for do-
mains such as news, shifts occur in contemporary topics of
discourse which cannot be anticipated through the collection
of historical data

Techniques have been proposed for incremental expansion of
models (for example [2]) and indeed commercia dictation
systems offer the option to add words to an existing language
model. In this paper we are concerned with an intermediate
case, where users are able to offer the system some guidance,
asmall amount of text related to the topic of asubsequent dic-
tation. In many cases, this reflects the actua circumstances
of dictation. For example if | am writing a paper on speech
recognition, | should be able to provide several previous pa-
pers of my own as well as papers on the specific topic by
others. The recognition system should be able to take advan-
tage of thissampleto augment its (base) vocabul ary aswell as
milate some of the n-gram structure. We have to assume
that the language of the base and domain are sufficiently sim-
ilar such that the former can provide servicesble scaffolding
whilethelatter fillsindetails. The question at hand iswhether
such an approach isworkable.

2. Spoke 2 in the November 1994 evaluation

Spoke 2 of the ARPA CSR evaluation® provides the opportu-
nity to explore this particular paradigm. The materials pro-
vided consisted of two stories selected from the NYT wire.
The criteria for selection were that a story on a particular
topic should have an identifiable start time and that it gen-
erated sufficient followup articles to provide about 12-15k
words of text. For purposes of theinvestigation, thistext was
divided intotwo parts: approximately thefirst 10k of raw text
(to the nearest article boundary) was designated as “adapta-
tion” material; atest set was formed from the immediately
(i.e.,, chronologically) following stories on that same topic.
Once a sufficient number of story sequences were collected, it
was observed that they seemed to form two categories. Some
stories were concentrated in just a few weeks while others

1[3] describesthe design of the CSR Benchmark evaluation and defines
the nomenclature of the varioustest components.



Figure 1: OOV rate as a function of vocabulary size for the
devel opment set, in 1k increments.
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(producing alower density of stories) ran on for much longer.
One story from each category was placed in the devel opment
(and evaluation) sets.

In this paper we will mostly concentrate on description and
analysisof thedatafromthedev 1 set. Thetwo topicsinthis
set werethedeath of Jackie Onassis (Topic 1) and negotiations
with North K orea concerning their nuclear program (Topic 2).

Figure 1 shows the out-of-vocabulary (OOV) rates for these
two topics as a function of vocabulary size, measured on
the devtest data. The vocabulary is derived from the word-
frequency list based on the complete CSR NAB text corpus.
The two topics differ substantially in OOV rate, this possibly
related to the nature of the topic. We can assess the impact of
using domain-specific data by adding to the vocabulary those
words found in the 10k word adaptation sample. The Figure
showstheresulting OOV rates. We observethat oncethe base
vocabulary size begins to exceed 20k words, it appears that
(roughly) 10k of domain-specific text can be traded for 10k
or 20k of additional wordsin the vocabulary, at least in terms
of OOV rate.

3. Making use of sample domain text

The simplest way to make use of the adaptation data is to
create a language model from it (i.e., reduce it to a set of
n-grams) and combine this information with the target base
model. The experimentsdescribed in this section make use of
theofficialy distributed November 94 20k backed-off trigram
language model (generated with 2-,3-gram cutoffs of 1 and
3). Modes computed from the domain data have different

Table 1: Decoder word error using merged models

cutoffs base | topicl | topic2 | mean | gain
1.0 274 165 | 220 -

0-0 0.5 26.2 179 | 221 | -0.1
0.95 253 158 | 206 | +1.4
0.995 | 257 157 | 20.7 | +1.3

1-2 0.95 257 157 | 20.7 | +1.3

cutoffs, as noted below. A merged base/domain model was
in the form of a single backoff trigram model. Recognition
performance was assessed using a 3-pass Sphinx-11 decoder
with separate male and female models. Thetest set consisted
of two parts (Topic 1: 177 utterances, 3881 words; Topic 2:
155 utterances and 3922 words).

We first examined a simple interpolation of the base and do-
main models. Domain models with cutoffs of 0-0 and 1-2
were used. Table 1 shows recognition word error rate for a
range of interpolation weights. Using a model with cutoffs
does not seem to impact recognition performance, suggesting
that most of the useful information in the adaptation text was
contained in 1-grams and in higher n-grams of multiple oc-
currence, a reasonable interpretation if the topic remains the
same.

Somewhat anomaloudly, an equa-weight interpolation has
different effects, depending on the topic. This result is dif-
ficult to interpret without confirmation from other datasets.
Examination of the Topic 1 texts and errors suggests that in
this case the domain model may be capturing some stylistic
features of the articles. Conversely, Topic 2 isa conventional
news story on atopicthat islikely revisitedin oneform or an-
other over time. Perhaps the base model adequately captures
itslong-term stylistic characteristics.

Theabovefindingssuggest that not all of the n-graminforma-
tionin the domain model is necessarily useful. Perhaps only
those n-grams that contain OOV words actually contributeto
the improved performance seen for the merged model. We
can test this by merging in only those n-grams that include
an OOV word relative to the base vocabulary. If we do this,
wefind that comparabl e gainsin performance can be obtained
(see Table 2). Thiswould appear to be an efficient procedure,
as can be seen from the number of n-grams that are added in
each case (Table 3).

Incorporating OOV words plus the n-grams they participate
inissomewhat more effectivethan simply including the OOV
words as 1-grams, though not by much (Table 4). This out-
come likely reflects avery low hit rate on the actual n-grams
included in the merged modedl.



Table 2: Decoder word error with filtered models

| cutoffs base | topic1 | topic2 | mean | gain |

0-0 05 258 15.7 20.7 | +1.3
095 | 255 158 206 | +14
1-2 05 25.7 16.1 209 | +1.1
095 | 256 16.1 208 | +1.2

Table 3: Unique n-grams added to merged model

| cutoffs | topic1 | topic2 |

0-0 full 2-gram | 1762 792
3-gram | 6084 | 4068

filtered 2-gram | 1119 370

3-gram | 1679 575

1-2 full 2-gram 71 a7
3-gram 16 9

filtered 2-gram 63 28

3-gram 11 3

A different approach to dealing with the domain-specificity
problem would be to simply increase the vocabulary size to
achieve a desired decrease in the OOV rate. Table 5 shows
comparable performance using a decoder based on approxi-
mately the top 59k words in the CSR NAB training corpus.
Performance exceeds that of the merged-model systems; a
contributingfactor isthemuch lower OOV ratesfor thismodel
(1.2% and 0.4%).

4. The November 1994 Evaluation
4.1. Test set characteristics

Two topics were presented for evaluation: a story on trade
negotiations with China (Topic 04) and the initial stages of
the O. J. Simpson &ffair (Topic 05). Figure 2 presents the
analogue to Figure 1 for the evaluation set. The China story
came with 10641 words of adaptation text, the Simpson story
came with 11010 words. Unlike the development data, the
evaluation topics show littlereduction in OOV rate as words
from the adaptation text are added (China, 1.5% — 1.43%j;
Simpson, 1.13% — 1.03%).

Table4: Adding 1-gramsonly

| model type | topic1 | topic2 | mean | gain |
0.5 25.7 16.0 209 | +11
0.95 254 16.1 208 | +1.2

Table 5: Word error using a 59k word language model.

| topic1 | topic2 | mean |
[222 | 142 | 182 |

4.2. Results

The system used for evaluation used a base vocabulary of
59166 words, derived from the word frequency list for the
combined CSR NAB language training corpus (frequencies
of 40 or greater); suspect words were removed. Added to
thisvocabulary were 247 compounded abbreviationsand 124
common word phrases, as described in [1]. Multiple pro-
nunciations and pseudo-class items expanded thisto a 63019
wordrecognitiondictionary. For Topic 04, 45 new wordswere
added; for Topic 05, 54 were added. The decoding strategy
wasidentical to the one described in [1]. Three different ver-
sionsof the system wererun for the eval uation, corresponding
to the three S2 conditions:

PO Best possible system but without knowledge of
the test domain.

C1 The CMU H1PO system[1] on thistest set.

Cc2 Best possiblesystem, making use of the 10k word

domain adaptation sample.

Analysisof the development data suggested that the approach
takefor the H1PO system, using avocabul ary based onaword-
frequency list derived from only more recent Wall Street Jour-

Figure 2: OOV function for the evaluation set
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Table 6: November 1994 Evaluation results

word error
condition | mean || topic 04 | topic 05
pO 19.4% 17.3% 21.5%
cl 19.7% 17.5% 22.0%
c2 18.5% 17.1% 19.8%

nal data (the “decay” model) was not appropriate, as lower
out-of-vocabul ary rates were obtai ned using theentire corpus.
The decay model was aso dightly worse that vocabularies
based only on the AP wire and/or San Jose Mercury compo-
nents of thecorpus. Modelsbased on only Wall Street Journal
datadid not do as well as the non-WSJ-only vocabulary. This
vocabulary choice appears to have been the right one, as the
PO system outperformed the C1 (i.e., H1P0) system on these
data (albeit by a non-significant amount).

Table 6 shows the NIST-computed error rates from the
November 1994 evaluation. The difference between PO and
C1isnot significant; C2 has an error rate significantly lower
than PO and C1 for Topic 05, but does not differ for Topic 04.

The differences between topics, dthough their relative mag-
nitudes mirror the ones observed for the development data,
are difficult to interpret due to the inadvertent inclusion, in
the China set, of an article on Mexican museums. Unfortu-
nately, 60% of the text in this set (2481 of 4122 words) was
on the Mexican topic, making Topic 04 a poor test of the
hypothesis. Turning to Topic 05, it isinteresting to note that
substantial gainsin performance were observed even when the
base vocabulary sizetripledin comparison to the experiments
reported in section 3. Given that performance improved even
with the lack of a meaningful decrease in the OOV rate, it
would appear that the gain was due to improvementsin 2,3-
gram coverage, a result at variance with those reported for
the development data. Individua topic characteristics thus
appear to affect the effectiveness of domain adaptation.

We note that the overall performance on the S2 set (19.4%
error) is quite poor compared to the H1 set (10.9% error):
the error rate doubles. Since the same speakers were used
to record both the H1 and S2 data sets, this suggests that the
increase in error rate might be due to the distance between

Table 7: Gainsin accuracy

| condition | mean | topic04 | topic 05 |

po 103 | +02 | +05
cl - - -
c2 +12 | 404 | 422

the business news language of the training corpus and the
language of the S2 texts. If this proves to be the case, then
the need for more powerful domain-adaptation techniques (in
the absence of large training corpora) isvery clear.

5. Conclusions

The work reported in this paper is preliminary in nature and
represents an initia exploration of domain adaptation on our
part. Nevertheless, we believe that it represents a successful
paradigm for domain adaptation, given the significant im-
provements in recognition accuracy observed. We believe
that this is due to the precision afforded by the selection of
adaptation text which is known to be related to the test ma-
terial. Automatic methods of identifying relevant adaptation
text (e.g., [7]) athough promising, do not as yet provide the
same degree of precision.

Model merging is an effective technique for incorporating
domain-specific information into a language model and for
reducing the necessary vocabulary size for arecognition sys-
tem system. While knowing the identity of the new wordsin
adomain appears to be the dominant source of useful infor-
mation, structural information (n-grams incorporating these
words) also appears to be of use. We were unable to identify
an optimal technique for automatically computing the opti-
mum weights for component models. It is unclear why this
is the case, though the same problem has been reported by
others. Possibly the combination of heterogeneous models or
the small amount of dataavailable make the process unstable.
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