
Core Selection Methods for Multicast RoutingKenneth L. Calvert Ellen W. ZeguraCollege of ComputingGeorgia Institute of TechnologyAtlanta, GA 30332 Michael J. DonahooAbstractMulticast routing is an important topic of both theoretical and practical interest.Some recently-proposed multicast routing algorithms involve the designation of one ormore network nodes as the \center" of the routing tree for each multicast group address.The choice of this designated router (which we refer to as the \core") in
uences theshape of the multicast routing tree, and thus in
uences performance of the routingscheme. In this paper we investigate the relationship between the choice of core andthree performance measures. Speci�cally, we compare various methods of selecting acore with respect to their e�ect on bandwidth, delay, and tra�c concentration. Weconclude that simple methods are adequate for widely distributed groups, but that theaddition of group information can be leveraged to improve performance especially whenthe group is small or exhibits a high degree of locality. We also conclude that core choicehas a signi�cant impact on tra�c concentration, in fact tra�c concentration e�ects canbe ameliorated by appropriate core choice policies.Keywords: Multicast routing, Scalability, Network modeling1 IntroductionThere is little question that emerging networking applications will require multicast capabil-ity. From video conferencing to replicated database access, the need exists to transmit fromone or more sources to multiple destinations. Supporting multicast in local area networks isrelatively uncomplicated, particularly with broadcast technologies such as Ethernet. Sup-porting interdomain multicasting is a more signi�cant challenge, requiring a solution whichdeals with issues such as scaling along many dimensions (e.g., network size, number ofgroups), incomplete or inaccurate information, and diverse application characteristics.Shortest-path trees o�er several advantages in multicast routing. They minimize thedelay to every receiver in a multicast group. (We use the term \source" to designatean originator of multicast information and the term \receiver" to designate a recipient ofmulticast information.) Further, shortest-path trees can be constructed relatively easily ina distributed fashion, using information that is available for shortest path, unicast routing[4, 6]. Why, then, are other methods for constructing routes being considered in recent1



multicast routing schemes such as Core-Based Trees [1] and Protocol Independent Multicast[2, 3]? Among the reasons are reduction in router storage and control message overhead;both of these issues are addressed by the use of center (or core)-based trees, in which thechoice of a designated router determines the shape of the multicast routing tree. Shortestpath trees have an additional disadvantage if bandwidth is of importance. A shortest pathtree does not generally minimize bandwidth, and in some cases can lead to poor bandwidthutilization in order to achieve minimum delay. Minimizing bandwidth requires solving theNP-complete Steiner tree problem [5], and thus is probably not a practical alternative. Aswe will see later, core-based trees can sometimes o�er improvement in bandwidth utilizationover shortest path trees.Given the prominence of core-based trees in emerging multicast routing schemes, it isimportant to better understand the relationship between the choice of core router and theperformance of the routing scheme. Speci�cally, our objective is to determine how complexthe core choice method must be to ensure reasonable performance. We begin by assessingthe circumstances in which core choice is an important determinant of performance. Whenthere is little variation in performance for di�erent cores, an arbitrary choice is su�cient.When the variance is substantial, more sophisticated methods to choose the core are calledfor. We propose several more re�ned core choice methods, grouping them into three cate-gories, namely Random Choice, Topological Choice and Group-Based Choice. We analyzethe performance of various methods on multicast instances, and use the results to giverecommendations on core choice method.Previous work considering the relationship between core choice and performance hasfocused primarily on worst case bounds [7] and performance with an optimal choice of core[8, 9]. The work by Wei and Estrin [8, 9] begins to address the relationship between corechoice and performance by also considering cores chosen optimally from amongst the groupmembers. This paper is distinguished from other e�orts by the emphasis on a much richerset of core choice methods of varying complexities, and a wider range of application models.The contributions of this paper are threefold. First, we delineate the circumstancesunder which core choice has a signi�cant impact on performance metrics of interest inmulticast routing. Second, we propose a range of methods for choosing cores. Third, wehave explore the performance of these methods for a variety of multicast instances andderive rules-of-thumb about when to use particular methods.2 MethodologyThis section describes our methods in analyzing the e�ect of core choice on performance ofmulticast routing algorithms. We �rst give a brief overview of our approach; the followingsubsections describe our methods in greater detail.Based on a set of randomly-constructed graph models of networks, we de�ne a number ofdi�erent multicast routing scenarios, or instances. For each instance, and for each individualnode in the graph, we measure the performance of a simple core-based routing algorithmwhen that node was chosen as core. We then normalize these measurements to account fordi�erences among graphs and instances, and average the performance obtained for coreschosen using varying amounts of information about the instance.2



2.1 Graph Models of InternetworksWe model a network in the traditional manner as an undirected graph, in which nodesrepresent routers (switches) and edges represent links between routers.1 Because the prin-cipal advantage of a core-based routing method is its scalability, we used relatively large(400 node) graph models to compare core choice algorithms. These graph models weredesigned to re
ect some locality characteristics of actual internetworks; they consist of 20interconnected \neighborhoods", with 20 nodes per neighborhood. The neighborhoods rep-resent routing domains or autonomous systems, in which groups of routers under the sameadministration are connected via local networks and other links.These graph models are based on \semi-geometric" graphs, which are constructed asfollows: �rst, nodes are assigned random coordinates in the unit square. Then an edge isplaced between each pair of nodes with probability p�(d), where d is the Euclidean distancebetween the nodes, and � is a constant used to vary the degree of connectivity. We used afunction p� de�ned as follows:p�(d) = ( � if d � 0:3�(p2� d)=(p2� 0:3) if d > 0:3Thus, two nodes have a probability of being connected that is �xed if they are placedwithin a certain distance of each other, and decreases linearly with the distance betweenthem. If the constructed semi-geometric graph is not connected, it is discarded and theprocess iterates.To create a network graph model, �rst a semi-geometric graph of 20 nodes is constructed;this graph determines the top-level structure of the full graph. Each node of the top-levelgraph is then replaced with a \neighborhood" graph of 20 nodes. The edges incident ona node in the top-level graph are connected, one at a time, to the node in the replacingneighborhood that has the lowest degree greater than one. This ensures that the connectionprocess preserves leaves, which is important because real internetworks typically have manyleaf nodes. Figure 1 shows one of the graphs used in our analysis. In the graph models usedin this paper, all edges have unit weight; our methods are also valid if edge weights vary.2.2 Multicast Routing ScenariosWe use the term instance to refer to the input given to a multicast routing algorithm.An instance represents the multicast distribution requirements of a particular set of usersfor a particular application. An example of such an application would be a videocon-ference among a small set of participants, or distribution of a lecture series to a large,widely distributed group of students. An instance is characterized by a subset of the graphnodes designated as the multicast receivers, and another subset designated as sources; thesetwo sets may or may not intersect. (More precisely, the graph nodes represent \last-hop"routers, which are directly connected to the hosts that are the actual sources and receiversof multicast data.)To evaluate the e�ect of core choice methods, we consider instances of three di�erenttypes or scenarios, re
ecting di�erent distributions and numbers of sources and receivers.1In an actual internetwork a link may connect more than two routers; we model this situation by a cliqueof nodes. 3



Figure 1: Example network graph
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All Receivers Sources. Each receiver is also a source; the number of receivers rangesfrom �ve to 15 by ones. Receivers are distributed randomly throughout the network.This scenario models, for example, a videoconference application.Single Source, Distributed Receivers. Receivers and a single source are distributedrandomly in the network, with the number of receivers ranging from ten to 100, bytens. This scenario can model a video broadcast of a lecture or meeting.Localized Receivers. In this scenario there are 20 receivers, all constrained to be withinthe same neighborhood. The sources are distributed randomly throughout the net-work; the number of sources ranges from �ve to 50 by �ves. An example of an ap-plication with these characteristics might be a distributed database: database clients(sources) submit transaction requests to servers (receivers) via multicast, with eachresponse being unicast from a server back to its originator.2.3 Multicast RoutingFor a given graph and instance, a multicast routing algorithm de�nes a distribution tree,which determines the path followed by each packet sent by a source on its way to all thereceivers. Each distribution tree is derived from the shortest-path trees provided by theunderlying internetwork (unicast) routing protocol.In the core-based routing algorithm we consider, the tree for each source consists of twoparts. One part is the same for all sources and forms a tree, namely the shortest-path treefrom the core to all the receivers. The other part, which may di�er from source to source, isthat portion of the shortest path from the source to the core that is distinct from the core'sshortest-path tree. In cases where a source node is on the shortest path from the core tosome receiver, this part is empty.Figure 2 shows an example multicast routing tree. In this instance there are two sources(marked \S1" and \S2") and six receivers (marked \R"); the core node is marked \C". Theshortest-path tree from the core to all receivers is indicated by the darker edges. The linkstraversed by packets sent by S1 are marked by dotted arrows; the path followed by packetssent from S2 are marked by solid arrows. A packet need not travel all the way to the corebefore being routed toward receivers; as soon as the packet encounters a node in the core'sshortest-path tree, thereafter it follows the shortest route in the tree to each receiver. Notethat in general, a packet does not follow the shortest path from its source to each receiver;this is evident in the �gure for the path followed by packets from S1 to the lower-left-mostreceiver.The routing subgraph comprises the distribution trees for all sources. The form of therouting subgraph depends not only on the instance, but also on the location of the nodedesignated as core; this is the motivation for our investigation.2.4 Performance MeasuresThe routing subgraph (computed as described above) determines three quantities of interestin characterizing the algorithms' performance:5
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Figure 2: Multicast routing subgraph for two source nodes, S1 and S2. The node marked\C" is the core, nodes marked \R" are receivers.� The maximum number of links traversed by any packet in traveling from a source toa receiver. This gives an upper bound on the delay experienced by multicast packetsin an unloaded network (no queueing in switches). For a given routing subgraph,we measure the length (in hops) of the longest shortest path between a source anda receiver; throughout this paper the term \delay" refers to this �xed componentof the actual delay. (We consider maximum source-receiver path length, as opposedto average source-receiver path length, because many multicast applications have areal-time 
avor, and are therefore interested in bounds on delay.)� The total number of packet transmissions required to deliver a packet from eachsource node to all receiver nodes. This gives an indication of the resources used bythe algorithm, in particular bandwidth. For a given routing subgraph, we computethe sum, over all sources, of the total number of edges traversed by a packet sentfrom that source to all receivers, and call that sum the \bandwidth" measure of thealgorithm.� The number of packets transmitted across each link in the network when each sourcesends to all receivers. This gives an indication of the tra�c concentration e�ect ofthe multicast routing algorithm. Tra�c concentration is an indicator of potentialdelays due to queueing; thus we consider the two directions of transmission of anedge separately. For a given instance and core, we compute, for each edge in thesubgraph and each direction, the number of source distribution trees that includethat edge-direction. 6



For each graph and instance, we perform the following computation: for each node inthe graph, compute the routing tree with that node as core, and compute (and record)bandwidth and delay as described above. This is repeated for each combination of instanceand number of receivers, for each of 10 di�erent graphs of 400 nodes each. Analysis ofthis collected data gives an idea of the magnitude of the e�ect of the core location onperformance. Figure 3 shows the distribution of bandwidth and delay measures across allpossible cores for one example instance.
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DelayFigure 3: Distribution of bandwidth and delay performance across all possible cores.In order to compare performance across graphs and instances, we also we also computedbandwidth and delay measures for a di�erent routing approach, namely shortest-path rout-ing, in which each packet travels along the shortest path from its source to each receiver.The results presented later are given in terms of the average ratio (over di�erent sets ofcores) between performance achieved with core-based routing and with shortest-path rout-ing. Among other advantages, this allows direct comparison of the e�ect of core choice onthe di�erent performance measures. 7



2.5 Core Choice MethodsThe information collected as described above can be used to evaluate the e�ects that variousmethods of choosing a core have on multicast routing performance. The next several sectionspresent our analysis for �ve di�erent classes of core selection methods, which span a rangeof complexity. They are:Arbitrary. We investigate the limits of the negative e�ects of core choice on performance.In other words, this section answers the question, \If the worst possible core is chosen,how bad can it be?" This gives a bound on performance when a core is chosen in thecomplete absence of other information.Random. With this method, a core is selected randomly from among all the nodes of thegraph. We examine the performance obtained by averaging over all possible cores.We show that this method, which requires very little information about the networkor instance, also has advantages from the standpoint of tra�c concentration.Topology-Based. These methods make use of information about the topology of the net-work. In particular, we analyze the relationship between performance and nearnessof the core to a topological center of the network.Group-Based. These methods make use of information about both the network topologyand the location of the nodes (sources and receivers) that make up the group. Theavailability of such information can potentially enhance the attainable performance.3 Arbitrary Core ChoiceWe begin by examining the performance of a core chosen arbitrarily. This method of choos-ing a core is the least complex of the methods we consider, requiring no knowledge of thegroup, the network topology, or previously chosen cores. This method will be appropriateonly when core choice does not signi�cantly a�ect the performance of the core-based tree.To determine the practicality of an arbitrary core choice, we consider the performance ofthe worst core. The rationale for looking at the worst core is that an arbitrary choice mayselect this node as core. Since the selection is arbitrary, this method o�ers no guarantee ofchoosing a core that is better than the worst possible.Figure 4 shows the bandwidth (delay) performance of the core with the highest band-width (delay). As described in Section 2, the performance is shown as a ratio to the perfor-mance in a shortest-path routing. The x-axis is the percentage of receivers from the rangespeci�ed for the scenario (e.g. for All Receivers Sources the number of receivers ranges from5 to 15 so 50% on the x-axis represents 10 group members for that scenario). Observe thatfor delay, all three scenarios performed approximately 2.5 times worse than the shortest-path routing, demonstrating that an arbitrary core choice can result in signi�cantly highermaximum delays. For bandwidth, the performance is sensitive to scenario, but for the AllReceivers Sources and Localized Receivers scenarios, the performance is signi�cantly worsethan shortest-path routing (Note that while a shortest-path routing does optimize delay, itdoes not, in general, optimize bandwidth. Thus, ratios lower than 1.0 for bandwidth are8



possible). The Single Source scenario performs better than the other scenarios for band-width because it has a large number of well distributed receivers so the placement of thecore does not a�ect performance as much as it does for the other scenarios.
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Figure 4: Bandwidth and Delay for Worst Core ChoiceWhile arbitrary core choice is easy to perform, it should be clear from the preceedingdiscussion that there are many scenarios in which an arbitrary core does not perform well.Indeed, it is easy to construct pathological cases in which an arbitrary core is even worsethan the performance measured in these scenarios. (e.g. a group with highly localizedsources and receivers, and a core that is far removed from the rest of the group). Further,an arbitrary core choice may repeatedly select a node with poor performance. The nextmethod uses a small amount of information about the network to ensure that bad cores arenot chosen repeatedly.4 Random Core ChoiceThe random core choice method requires knowledge of the nodes in the network, in order toselect a core at random from all nodes. This method allows some hedging against outliersthat perform poorly; if only a few nodes make poor cores, the average performance maystill be reasonable. Random core choice requires no knowledge of the scenario for which thecore is selected.To determine the feasibility of random core choice, we average the core performancein each scenario. Figure 5 shows the average bandwidth and delay ratios of a randomcore choice to the shortest-path routing. Observe that the �gure looks very similar toFigure 4 except that the range of y-axis is reduced by almost 40%; as noted earlier, the9



delay performance is similar across the three scenarios, while the bandwidth performancevaries somewhat more across the scenarios. In all cases, the random core choice methodperforms better than the arbitrary core choice method. To further explore random corechoice, consider the variance of core performance (See Figure 6 - The Single Source Scenariocannot be seen due to the range of the y-axis). The high variability of the random core choicemethod for the Localized Receivers and particularly the All Receivers Sources scenariosimplies that some applications may experience a wide range of bandwidth performanceacross instances, possibly making a random core choice unacceptable (Users may �nd itunacceptable to be given guarantees that apply only to the average performance acrossmultiple instances, rather than a guarantee about performance of their particular instance).
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Figure 5: Bandwidth and Delay for Random Core Choice5 Topology-Based Core ChoiceDespite the improvement we get from random over arbitrary, a random core still results inaverage delay that is 60-70% worse than the shortest-path routing delay. While the band-width approaches the shortest-path routing bandwidth, the variance is quite high for somescenarios. We now move to methods that use additional information about the topologyof the network to make better core choices. These methods will require more knowledgethan a random choice, but this is knowledge of the gross topological characteristics that donot change as quickly as the �ner details of internetwork structure. Consequently, the timescale for recalculation of the topology measure used in the topology-base choice methodis very coarse (e.g. once a week) relative to the time scale for a group-based choice. Inaddition, choosing a core based only on topology is attractive, as it requires no knowledge10
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Figure 6: Variance for Bandwidth with Random Core Choiceof the group members or sources. A core that performs well irrespective of group locationwill be robust to changes in the group.We de�ne a single method that chooses a core according to the depth of the shortest-path routing from each node. Formally, let d:u denote the depth of the shortest-path routerooted at u (The depth of a tree rooted at u is the maximum length from u to any leaf inthe tree). A center of a network is any node, c, that minimizes d:c. Our method takes aparameter t and selects a core, u, at random from those satisfying d:u � d:c+ t. In e�ectt speci�es a tolerance (in excess of the minimum achieved by a center) on the depth of theshortest-path routing. By varying the parameter t, we get a family of methods betweenthe extreme of choosing a center (t = 0) and choosing a node at random. We will let Tol-tdenote this method with parameter t. The intuition is that nodes at or near the centershould have, on average, better performance than nodes chosen at random.We �rst consider the performance for Tol-0 (network centers). Figure 7 shows thebandwidth and delay ratios of the core-based tree to the shortest-path routing for the threescenarios. Again, the graph looks similar to the graphs for arbitrary and random choice, butwith a reduction in the range of the y-axis by 25% from the random choice. Note that thee�ectiveness of this core choice method is more sensitive to scenario. For both bandwidthand delay, the Single Source scenario has the best performance relative to the shortest-pathrouting. With just one source, it is easier for a core-based tree to be competitive with ashortest-path routing.There are at least two reasons to consider the performance of a topological core choiceas the tolerance t is increased. First, since the graph center would likely be determined ona coarse time scale, we need to examine the e�ects of imperfect center information on core11
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Figure 7: Bandwidth and Delay Performance Ratios for Tol-0performance. Second, to distribute the network load, we might want to select cores from alarger set than the set of network centers (This particular issue of network load is examinedfurther in Section 7.Consider the performance when t is increased. Intuitively, we would expect the delay toincrease as the tolerance increases. Figures 8 and 9 show the ratio of delay for core-basedtrees to delay for shortest-path routing for the All Receivers Sources and Single SourceScenarios, respectively (The graph for Localized Receivers is very similar but is excludedfor brevity). An increase in delay as the tolerance increases is consistent across all groupsizes, with a signi�cant di�erence between choosing from a center (Tol-0) and choosing atrandom. It is interesting that the shapes of the curves for a particular scenario remainsimilar across all tolerances.The e�ect of increasing the tolerance is less pronounced for bandwidth performance,particularly for the All Receivers Sources and Single Source Scenarios. As shown in Figure 10increasing the tolerance by a moderate amount actually improves bandwidth performancefor smaller groups in these scenarios. For the Localized Receiver Scenario, bandwidthincreases with the tolerance, but for tolerances above one the increase is negligible. Note thatsince the position of the core determines the root of a shorest-path routing, the relationshipbetween core choice and performance is far less direct when considering bandwidth thandelay. In other words, we can directly control delay by core placement, but we cannotdirectly control bandwidth. These results re
ect that indirect relationship.12
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Figure 8: Impact of Core Choice Tolerance on Delay for the All Receivers Sources Scenario
1.15

1.2

1.25

1.3

1.35

1.4

0 20 40 60 80 100
Percentage of Participants in Scenario

Impact of Core Choice Tolerance on Delay

One-src-dist-rcvrs-Tol-0
One-src-dist-rcvrs-Tol-1
One-src-dist-rcvrs-Tol-2

Figure 9: Impact of Core Choice Tolerance on Delay for the Single Source Scenario13
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Figure 10: Impact of Core Choice Tolerance on Bandwidth6 Group-Based Core Choice MethodsFor arbitrary, random, and topologically based core choice methods, the localized receiverscenario is consistently the worst with respect to bandwidth. This leads us to considerseveral core choice methods that make use of information about the locations of the receiversand/or sources. Note that the group-based core choice requires the most complex knowledgeof the methods we consider; the characteristics must be determined per group rather thanper network. The practical application of these methods depends not only on the availabilityof information about the receivers (group members) and their locations, but may also requiree�cient and reliable methods of changing the core when the participant distribution changes.For comparison we also consider performance-based core choice methods: these selectfrom a set of nodes (receivers, sources, or all nodes) the node with the best value of someweighted combination of bandwidth and delay. Such a method requires even more informa-tion than group-based methods, because the performance of all nodes in the subset mustbe known (or estimated) to make the choice.We consider the following methods of choosing a core:Random Receiver One of the receivers is selected as core. Results reported representthe ratio of average bandwidth (delay) over all receivers to the shortest-path routingbandwidth (delay).Center of Receivers A core is chosen from among the topological centers of the sub-graph induced by the receivers. This is only possible when the induced subgraph isconnected, which is only guaranteed in the Localized Receivers scenario. Reported14



results represent the ratio of the average over all centers of the induced subgraph tothe shortest-path routing.Best Receiver The bandwidth and delay for the given con�guration is measured with eachreceiver as core, and then the best is chosen according to a weighted combination ofbandwidth and delay. Results reported for this metric are either strongly weightedtowards delay or bandwidth, and represent the ratio of that core's measures to theshortest-path routing.We compare the group-based methods, along with the Tol-0 topological choice, foreach of the three scenarios. As a point of reference, we also include the performance ofoptimal core choices, with curves labeled Best-BW and Best-DL. These curves indicatethe bandwidth (delay) required by the best core for a heavily weighted towards bandwidth(delay) combination of bandwidth and delay. Best-BW-Rcvr (Best-DL-Rcvr) indicates thebandwidth (delay) of the core among the receivers with the best value of the same metric.Intuitively, group based core choice methods should improve performance over topologically-based methods at the least for applications with localized participants, because the corewill be placed near the participants. Consider the Localized Receivers scenario where theknowledge of localization can be used to improve both bandwidth and delay (see Figure 11).Choosing the topological center of the subgraph induced by the receivers or just choosinga receiver at random results in bandwidth and delay performance which is better thanthe performance of a graph center. In fact, the bandwidths of the receiver center and therandom receiver are almost as good as the bandwidth performance of the optimum corefor bandwidth. Observe that while the receiver center provides the best performance forlocalized participants, if �nding the center is computationally unacceptable, selection of arandom participant e�ectively gives a comparable bandwidth performance and less than10% increase in delay.Group information does not necessarily improve performance. In fact, use of group-basedmethods may actually hurt performance relative to topology-only methods, if the receiversand sources are widely distributed. Figures 12 and 13 show this for the All ReceiversSources and Single Source scenarios. In both scenarios, little change in bandwidth resultsin changing from a random graph center to a random receiver, while the change results ina signi�cant increase in delay.To highlight the di�erences in core performance along the two performance dimensions(bandwidth and delay), we present in Figure 14 a representative scatter plot showing theabsolute (bandwidth, delay) measure for each of the 400 nodes in one graph under theAll Receivers Sources scenario. Receivers (\Group Members") and the three centers ofthe graph are marked di�erently; the shortest-path routing value is shown with a plus.There are fewer than 400 points in the scatter plot since multiple nodes can have the same(bandwidth, delay) measure. Nodes closest to the origin represent good performance alongboth dimensions; note that several of these nodes are neither centers nor receiver/sourcesindicating the capability for further improvement.15
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Link LoadFigure 15: Tra�c Concentration in Shortest-path Trees7 Tra�c ConcentrationOne of the purported drawbacks of core-based trees is their tendency to concentrate tra�con certain links of the network, due to the sharing of the core-based routing tree by allsources in a group [2, 9]. We demonstrate that tra�c concentration is not inherent in thecore-based tree approach; rather it is sensitive to core choice and can be virtually eliminated(if desired) by choosing cores at random.To measure tra�c concentration, we model a large number of connections in the samenetwork. For each connection, we determine the routes for shortest-path and core-basedtrees, and determine the tra�c concentration on each link. The results presented here arefor a 49 node graph with 300 groups and 10 members per group, with each group an AllReceivers Sources scenario. Figure 15 shows the histogram of link load for shortest-pathtrees. Most links carry a load of under 1000 
ows; the average load per link is 440. Atthe extremes, there is one link which carries over 2000 
ows; the minimum number of 
owscarried by any link is eight.We now consider core-based trees with the core for each group chosen from one of thetwo topological centers of this particular graph. Figure 16 shows the link load histogram forthis method of core choice. Considerably more links carry load over 1000 
ows; the averageload per link is 580. The most signi�cant tra�c concentration occurs on a cluster of linkswith load around 2000 
ows, due to the use of only two cores by all of the groups. There are50 links which carry no tra�c whatsoever and are not included on this plot. These resultsare qualitatively similar to the tra�c concentration reported by other authors [9].To demonstrate that tra�c concentration is in
uenced (and can be alleviated) by core18
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Figure 16: Tra�c Concentration in Core-based Trees - Center Core Choice
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Figure 17: Tra�c Concentration in Core-based Trees - Random Core Choice19



choice, we also compute the link load when the core for each group is chosen at random fromall nodes in the graph. Figure 17 shows this result. In marked contrast to the center corechoice, this method of core choice does an excellent job of distributing the tra�c. In fact,the average load per link is 420 and the maximum is just under 2000 | both improvementson the shortest-path tree measures!Just as delay and bandwidth are a�ected by core choice, so too is tra�c concentration.The key to avoiding overloaded links in core-based trees is to choose cores from a reasonablylarge set of routers.8 Summary and ConclusionOur results yield no single best core choice method; instead, they suggest points of consid-eration when making a core choice and demonstrate the potential consequences. To selectfrom our core choice methods, an administrator must consider the tradeo�s between perfor-mance and required information. At one extreme, no information about network topologyis required for the arbitrary core choice. In fact, an administrator may designate one corefor use by all multicast groups. The advantage is simplicity, but bad core performanceand increased tra�c concentration may result. At the other extreme, the administrator ac-quires information about network topology and group distribution (e.g. whether receiversare localized) to designate a core that o�ers good performance for that particular instance.In this case, the core choice method uses the application semantics to decide between atopological or group based core choice. These tradeo�s are important because in general,information about the network and group topology is not trivial to come by.For each scenario and each of the four core choice methods, Tables 1 and 2 show band-width and delay performance measures, respectively, for the smallest group instance of eachscenario. The improvement of bandwidth and delay performance for random core choiceover arbitrary is approximately 30% for both bandwidth and delay. In addition, movingfrom arbitrary to random core choice also reduces the chance for core clustering which re-sults in tra�c concentration. In choosing between arbitrary and random, the administratormust decide if insuring random core placement is worth avoiding the performance extremesof the arbitrary core choice.Observe the improvement in using the topology-based core choice instead of the randomcore choice. While bandwidth performance has almost negligible improvement for the Lo-calized Receivers and All Receivers Sources Scenarios, the delay decreases by approximately20%. If delay is important and several groups will use the topological center of the networkbefore it is recalculated, choosing the topology-based core choice makes sense. Finally, forgroup-based choice, note that the administrator needs to know the application semanticsbecause the performance of the group-based choice is scenario dependent. If the scenariohas highly localized participants, then the group-based choice o�ers a 22% improvement inbandwidth over the topology-based choice and loses nothing in delay performance. How-ever, if the participants are not localized, bandwidth performance improves nominally butdelay increases by approximately 25% from the topology-based choice. In this case, theadministrator should use a method other than group-based to place the core.We have considered scenarios representative of a few multicast applications, using arelatively simple graph model. Future work will make use of improved application and20
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