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Abstract In this paper, we consider a different approach, namely,
geocasting. A geocast [13, 19] is delivered to the set of

This paper addresses the problem of geocasting in mo-nodes within a specified geographical area. Unlike the4radi
bile ad hoc network (MANET) environments. Geocast- tional multicast schemes, here, the multicast group (of geo
ing is a variant of the conventional multicasting problem. cast group) is implicitly defined as the set of nodes within
For multicasting, conventional protocols define a multicas a specified area. We will refer to the specified area as the
group as a collection of hosts which register to a multicast “multicast region”, and the set of nodes in the multicast re-
group address. However, for geocasting, the group consistsgion as thdocation-based multicast group If a host re-
of the set of all nodes within a specified geographical re- sides within the multicast region at a given time, it will au-
gion. Hosts within the specified region at a given time form tomatically become a member of the corresponding multi-
the geocast group at that time. We present two different al- cast group at that time. A location-based multicast group
gorithms for delivering packets to such a group, and presentmay be used for sending a message that is likely to be of
simulation results. interest to everyone in a specified area.

In wireless ad hoc environments, two approaches can be
used for multicastingmulticast floodingor multicast tree-
based approach Existing multicast protocols [5, 10, 11,
21], mainly based on the latter approach, may not work well
in mobile ad hoc networks as dynamic movement of group

When an application must send the same information members can cause the frequent tree reconfiguration with
to more than one destination, multicasting is often used, excessive channel overhead and loss of datagrams [7, 8].
because it is much more advantageous than multiple uni-Since the task of keeping the tree structure up-to-date in
casts in terms of the communication costs. Cost considerthe multicast tree-based approach is nontrivial, sometjme
ations are all the more important for a mobile ad hoc net- mylticast flooding may be considered as an alternative ap-
work (MANET) consisting of mobile hosts that communi- proach for multicasting in MANET [20]. In this paper, we
cate with each other over wireless links, in the absence of apropose twdocation-based multicasichemes to decrease
fixed infrastructure [2]. In MANET environments, the mul-  delivery overhead of geocasting packets, as compared to
ticast problem is more complex because topology changemulticast flooding. The schemes in this paper attempt to
of the network is extremely dynamic and relatively unpre- reduce the forwarding space for multicast packets. Limit-
dictable. ing the forwarding space results in fewer geocast messages,

To do multicasting, some way is needed to define mul- while maintaining “accuracy” of data delivery comparable
ticast groups. In conventional multicasting algorithms, a with multicast flooding [16].
multicast group is considered as a collection of hosts which  This paper is organized as follows. The next section dis-
register to that group. It means that, if a host wants to re- cusses some related work. Section 3 describes proposed ap-
ceive a multicast message, it has to join a particular groupproach for location-based multicasting in MANET. Perfor-
first. When any hosts want to send a message to such @nance evaluation of our algorithms is presented in Section
group, they simply multicast it to the address of that group. 4. In Section 5, several optimizations to our basic approach
All the group members then receive the message. are suggested. Finally, Section 6 presents conclusions and

1 Introduction

*Research reported is supported in part by Texas Advanceétdéngy IWe use the termsgeocast and location-based multicast
Program grant 010115-248. interchangeably.



future work. paring the location of packet’s destination with the loca-
tion of the node currently holding the packet. Recently, an-

2 Related Work other way of using location information for routing protdco
has been proposed in [6]. Their protocol, named DREAM,
maintains location information of each node in routing ta-

Multicasting in mobile ad hoc networks is a relatively bles and sends data messages in a direction computed based
unexplored research area, when compared to the area of uni-

+ routing for MANET 1221, H " I on these routing (location) tables. To maintain the locatio
cast routing for v . [ ; ] However, recently, several - aple accurately, each node periodically broadcasts aaont
protocols for multicasting in MANET environments have

ket containing it dinates, withthe f r
been proposed [8, 7, 14, 23]. Reference [8] adapts fixedpac et comaining s own coordinazes, wi © requertcy o

) dissemination computed as a function of the node’s mobility
network multicast approaches (PIM Sparc_e Mode) to the and the distance separating two nodes (called the distance
MANET and proposes the Shared-Tree Wireless Network effect).

Multicast (ST-WIM) protocol. Adhoc Multicast Routing

(AMRoute) protocol [7] and Lightweight Adaptive Mul- . .

ticast (LAM) protocol [14] are some other protocols for 3 ~Location-Based Multicast Protocols

MANET multicast routing. Both algorithms may be cat-

egorized as tree-based approaches, as a group-shared for- Two approaches may be used to implement location-

warding tree is created and maintained in LAM and user- based multicast:

multicast trees are exploited in AMRoute with dynamic o ) o

cores. In the Ad Hoc Multicast Routing protocol utilizing ~ ® Maintain a multicast tree, such that all nodes within

Increasing id-numbers (AMRIS)[23], a shared delivery tree the multicast region at any time belong to the multi-

rooted at a special node is constructed and maintained. cast tree. The tree would need to be updated whenever
The closest work to ours is GeoCast by Navas and nodes enter or leave the multicast region.

Imielinski [13, 19]. In their scheme also, multicast group

members are (implicitly) defined as all nodes within a

certain region. To support location-dependent services

such as geographically-targeted advertising, they sugdes

three methods: geo-routing with location aware routers,

geo-multicasting modifying IP multicast, and an applica-

tion layer solution using extended Domain Name Service

(DNS). This paper considers geocasting in mobile ad hoc o ) i )
networks. Flooding is probably the simplest multicast routing al-

The algorithms proposed in this paper are based upongorithm [12]. The ro_od_ing algorit_hm can be use(_j to deliver
a multicast flooding approach and the basic idea of the al-Packets to nodes within a location-based multicast group.

gorithms is derived from protocols we previously proposed The multicast flooding algorithm can be implemented as
for routing in mobile ad hoc networks [15]. In [15], we follows_: _Assurr_]e that a_node S_ neeqls t(_) send a packet to
presented an approach to utilize location information te jm & SPecific multicast region, a circle in Figure 1. Node S
prove performance of routing protocols in MANET. To de- broadcasts the_mult|cast packet to all its neighberkere-
crease overhead of route discovery by limiting the search &fter, node S will be referred to as thenderand nodes D,
space for a desired route, the schemes use physical locatiofr @1d G as thenulticast group member@ote that in Fig-
information for mobile hosts, which may be obtained using Ure 1 all nodes presentin the specified multicast region are,
the global positioning system (GPS) [1]. Similar ideas have Y definition, multicast group members). A node, say B or
been applied to develogelective pagingor cellular PCS C, on receiving the packet, compares the specified region’s
(Personal Communication Service) networks [3]. In selec- coordinates with its own location. (We assume that all hosts
tive paging, the system pages a selected subsefisfclose are a_ble to de_terr_nine their own _Iocation_using G_PS.) If the
to the last reported location of a mobile host. This allows location of B is within the specified multicast region, node
the location tracking cost to be decreased. B will accept the packet. Node B will also broadcast the
Metricom is another example of packet radio systems us_p_acket to its neighbors, i_f it has not rece_ived the packe_~t pre
ing location information for the routing purpose [18]. In Viously (repeated reception of a packet is detected using se
the Metricom network infrastructure, location of fixed base duence numbers). If node B is located outside the multicast
stations is determined using a GPS receiver at the time of/€9i0n and the packet was not received previously, it just
installation. Metricom uses a geographically based rgutin Proadcasts the packet to its neighbors. In Figure 1, when
TSCheme to deliver packets bem’een base S_tati(?ns- A packet 2y nodes are said to be neighbors if they can communicateasith
is forwarded one hop closer to its final destination by com- other over a wireless link.

« Do not maintain a multicast tree. In this case, the mul-
ticast may be performed using some sort of “flood-
ing” scheme. As elaborated below, this is the approach
taken in this paper.

3.1 Multicast Flooding




node X receives the packet from B, it forwards the packet that the mobile nodes are moving in a two-dimensional
to its neighbors. However, when node X receives the sameplane.) In reality, position information provided by GPS
packet from C, node X simply discards the packet. Sim- includes some amount efror, which is the difference be-
ilarly, when node D receives a multicast packet from X, tween GPS-calculated coordinates and the real coordinates.
it forwards the packet to its neighbors after accepting the For instance, NAVSTAR Global Positioning System has po-
packet. sitional accuracy of about 50-100 meters and Differential
GPS offers accuracies of a few meters [1]. In our discus-
C x”"."“\ sion, we assume that each host knows its current location
F precisely(i.e., no error). However, our algorithms can be
A easily extended to take location error into account, simila
X l \\ , to the routing algorithms in [15].

/. P . . .
o .G Multicast Region and Forwarding Zone

Multicast Region: Consider a node S that needs to multi-
cast a message to all nodes that are currently located within
a certain geographical region. We call this specific area as
“Multicast Region”. The multicast region would be repre-
sented by some closed polygon such as a circle or a rect-
angle (see Figure 2). Assume that node S multicasts a data
packet at time&o, and three nodes (X, Y, and Z in Figure 2)
are located within the multicast region at that time. Then,
the multicast group, from the viewpoint of node S at time
to, would have three members that are expected to receive
Cthe multicast data packet sent by node S. Accuracy of multi-
tcast delivery can be defined as ratio of the number of group

message. It Is possible that some group members will not members that actually receive the multicast packet, and the
receive the packet (for instance, when they are unreachablt]a]umber of group members which were in the multicast re-

from the sender, or multicast messages are lost due to transglon at the time when the multicast is initiated. For exam-
mission errors).

This alaorith d b ol d robust but ple, if only node X among three members of the multicast
IS a‘gorithm woulld be very simpie and robust bu group in Figure 2 actually gets a multicast packet, accuracy
would not be very efficient. When using the above algo-

. . o of delivery for the multicast packet will be 33.3%.
rithm, observe that in the absence of transmission erroes, t y P °
multicast packet would reach all nodes reachable from the

_—

multicast data packe

Figure 1. Illustration of multicast flooding

Using the above flooding algorithm, provided that the
intended multicast group members are reachable from the

sender S, not just the nodes in the multicast region. Using Multicast Region
location information of the source and the specified mul-
ticast region, we attempt to reduce the number of nodes,
outside the multicast region, to whom a multicast packet is | ®
propagated.
[ ]
I . J
3.2 Preliminaries . ‘L
° K
Location Information S
The proposed approach is termedation-based multicast Network Space

as it makes use of location-based multicast groups and uti-
lizes location information to reduce multicast deliveneov
head. Location information used in our protocol may be
provided by the global positioning system (GPS) [1]. With Figure 2. Multicast Region
the availability of GPS, it is possible for a mobile host to

know its physical locatioh (In this paper, we assume

3 Current GPS provides accurate three-dimensional posftaiitude, Forwardlng Zone: Again, consider node S that needs

longitude, and altitude), velocity, and precise time tetle to Coordinated 1O ml_JlticaSt paCketS_ to a mUlt_icaSt region. The propoged
Universal Time(UTC) [1] location-based multicast algorithms use multicast flogdin



with one modification. Node S defines (implicitly or explic- 3.3 Determining Membership of the Forwarding

itly) a “Forwarding Zone” for the multicast data packet. A Zone

node forwards the multicast packatly if it belongs to the

forwarding zone (unlike the multicast flooding algorithmin ~ As noted above, the proposed location-based multicast

Section 3.1). Forwarding zone defined here for multicasting algorithms are essentially identical to multicast flooding

is similar to that defined for unicast routing in [15]. with the modification that a node which is not in the for-
To increase the probability that a data packet will reach warding zone does not forward a multicast packet to its

all members in the multicast group, the forwarding zone neighbors. Thus, implementing location-based multicast

should include thenulticast region(described above). Ad- schemes requires that a node be able to determine if it is

ditionally, the forwarding zone may also include other ar- in the forwarding zone for a particular multicast packet —

eas around the multicast region. When the multicast regiontwo algorithms presented here differ in the manner in which

does not include the source node S, a path from S to mul-this determination is made. These algorithms are based on

ticast group members must include hosts outside the multi-similar algorithms proposed in [15] for unicast routing.

cast region. Therefore, additional region must be included

inthe forwarding zone, so that node S and other nodes in thel_ocation-Based Multicast Scheme 1

multicast region both belong to the forwarding zone (for in-

stance, as shown in Figure 3(a)). To be a useful multicast  OQur first scheme uses a forwarding zone that is rectangu-
protocol, it is necessary to achieve an acceptable accuracyar in shape (refer to Figure 4). In our location-based mul-
of multicast delivery. Note that accuracy of the protocol ticast algorithm 1, we define the forwarding zone to be the
can be increased by increasing the size of the forwardingsmallest rectangle that includes current location of seBde
zone (for instance, see Figure 3(b)). However, data deliv- and the multicast region (the closed polygon region defined
ery overhead also increases with the size of the forwardingpreviously), such that the sides of the rectangle are rall
zone. Thus, there exists a trade-off between accuracy ofto the X(horizontal) and Y(vertical) axes. In Figure 4(a),
multicast delivery and the overhead of multicast delivery.  the multicast region is the rectangle whose corners are O,

P, B and Q, and the forwarding zone is the rectangle whose

corners are S, A, B and C. Whereas in Figure 4(b), the for-
Qorwarding W_arqling zone is identical _to the multicast region, as S is
Zone within the rectangular multicast region.

The sender node S can thus determine the four corners of
the forwarding zone. Node S includes their coordinates in
a multicast packet transmitted when initiating the mukica
delivery. When a node receives the multicast packet, it sim-
ply discards the packet if the node is not within the rectangl

S specified by the four corners included in the packet. For in-
stance, in Figure 4(a), if node | receives the multicast data
(@) packet from another node, node | forwards the packet to its
neighbors, because | determines that it is within the rectan
Multicast ——————, gular forwarding zone. However, when node J receives the
Region™ ™ : multicast data packet, node J discards the packet, as J is not
‘K ~ - Larger within the forwarding zone.

Multicast
Region

Forwarding Zone

Size of the forwarding zone: Note that the size of a rect-

3 angular forwarding zone above is dependent on (i) size of
the multicast region and (ii) location of the sender. To pro-
vide additional control on the size of the forwarding zone,
we define a paramet@r, which can be used to extend the
forwarding zone. Whe# is positive, the rectangular for-

(b) warding zone is extended in positive and negative X and
Y directions byd (thus each side increases 23). For in-
stance, let us consider the case in Figure 4(b). Let us assume

Figure 3. Forwarding Zone: An edge between a 300 unit x 300 unit square multicast region, such that the

two nodes means that they are neighbors sender S is within the multicast region. In this case, the for

warding zone is identical to the multicast region, wldes




set to 0. However, when we uée 100 units, the size of the (X¢, Ye) will be denoted adDIST, in the rest of this
forwarding zone will be larger (500 unit x 500 unit square discussion.
region). In our simulations, for the purpose of performance

evaluation, we usé in the range of 0 to 150 units. e The coordinates of sender §., Y,).

When a node | receives the multicast packet from node S, |
determines if it belongs to the multicast region. If node | is
in multicast region, it accepts the multicast paékefthen,
node | calculates its distance from locatifk., Y;), de-
noted asDIST;, and:

A

e For some parametér, if DIST, + é > DIST;, then

3 node | forwards the packet to its neighbors. Before
. . forwarding the multicast packet, node | replaces the
(X,,Y;) coordinates received in the multicast packet
by its own coordinategX;, Y;).

s o
e ElseDIST, + § < DIST;. In this case, node | sees

whether or not sender S is within the multicast region.
If S is in the multicast region, then node | forwards

the packet to its neighbors. Otherwise, | discards the
packet.

Forwarding Zone
Network Space

(a) Source node outside the multicast region

When some node J receives the multicast data packet
ry B (originated by sender S) from node |, it applies a criteria
% similar to above. Thus, node J forwards a multicast packet

delivered by | (originated by S), if J is “at moé&tfarther”
from (X., Y;) than node I. Node J also forwards the packet
in the case when node | is in the multicast region, even if J
is not closer to X, Y;) than I. For the purpose of perfor-

D > c mance evaluation, we usén the range of 0 to 150 units in

BREES

Multicast Region

the next section.

Figure 5 illustrates the difference between the two
location-based multicast schemes. Consider Figure 5(a) fo
scheme 1 (assume = 0): When nodes | and K receive
the multicast packet (originated by sender S), they forward
the multicast packet, as both | and K are within the rectan-
gular forwarding zone. On the other hand, when node N
receives the packet, it discards the packet, as N is outside
the forwarding zone. Now consider Figure 5(b) for scheme
2 (assumd& = 0): When nodes N and | receive the mul-
ticast data packet from node S, both forward the packet to
their neighbors, because N and | are both closéXig Y:)
than node S. On the other hand, when node K receives the
Location-Based Multicast Scheme 2 packet from node I, node K discards the packet, as K is far-

ther from(X., Y;) than |. Observe that nodes N and K take

In the location-based multicast scheme 1 describeddifferent actions when using the two location-based multi-
cast schemes.

Forwarding Zone

Network Space

(b) Source node within the multicast region

Figure 4. Location-Based Multicast scheme 1

above, the sender S explicitly specifies thevarding zone
in its multicast data packet. In scheme 2, without including
the forwarding zone explicitly, node S includes three piece 4 Performance Evaluation
of information with its multicast packet:

To evaluate our schemes, we performed simulations us-
ing modified version of a network simulator, MaRS (Mary-

e The Iocqtion of the geometrical CentEélec, Yc), of 4This test may be modified to see whether node | is in the msttica
the multicast region. Distance of any node Z from region, or was in the multicast regioecently

e The multicast region specification.




Multicast
Region .
Forwarding \
Zone

Network Space

(a) Location-Based Multicast Scheme 1

S (Xs, Ys)

Network Space

(b) Location-Based Multicast Scheme 2

Figure 5. Comparison of the two Location-
Based Multicast Schemes

land Routing Simulator) [4]. MaRS is a discrete-event sim-
ulator built to provide a flexible platform for the evaluatio

and comparison of network routing algorithms. Three pro-
tocols were simulated — multicast flooding, location-based
multicast scheme 1 and scheme 2. We studied several cases
by varying the size of forwarding zone and transmission
range of each node.

4.1 Simulation Model

Number of nodes in the network was chosen to be 30.
The nodes in the mobile ad hoc network are confined to a
1000 unit x 1000 unit square region. Initial locations (X
and Y coordinates) of the nodes are obtained using a uni-
form distribution. We assume that a node knows its current
location accurately. Also, we assume that each node moves
continuously, without pausing at any location. Each node
moves with anaverage speedv. The actual speed is uni-
formly distributed in the range— o andv + « units/second,
where, we usex = 2.5. In our preliminary evaluation, we
only consider average speeg 6f 2.5 units/sec.

Each node makes several “moves” during the simulation.
A node doesnot pause between moves. During a given
move, a node travels distandewhered is exponentially
distributed with mean 20. The direction of movement for a
given move is chosen randomly. For each such move, for
a given average speed the actual speed of movement is
chosen uniformly distributed betwe@n— o, v + «]. If dur-
ing a move (over chosen distandg a node “hits” a wall of
the 1000x1000 region, the node bounces and continues to
move after reflection, for the remaining portion of distance
d.

Two mobile hosts are considered disconnected if they are
outside each other’s transmission range. All nodes have the
same transmission range. For the simulations, transmissio
range values of 200, 250, 300 and 400 units were used.
All wireless links have the same bandwidth, 100 Kbytes
per second. Each simulation run simulated 1000 seconds
of execution. For the simulation, a sender is chosen ran-
domly and a multicast region is predefined. We assume that
the multicast region is a 300 unit x 300 unit square region
with both X and Y coordinates in the range between 500.00
and 800.00. The source performs one multicast per second,
which means that 1000 multicasts have been done in each
simulation run.

In our simulations, we do not model the delays that may
be introduced when multiple nodes attempt to transmit si-
multaneously. Transmission errors and congestion are also
not considered.



4.2 Simulation Results

In the following, the term “multicast packets” is used to
refer to the multicast data packetxeived by the nodes —
the number of multicast packets received by nodes is differ-
ent from number of multicast packetent because a single
broadcast of a multicast data packet by some node is re-
ceived byall its neighbors. We measure two parameters:

e Accuracy of multicast deliveryAs explained in Sec-
tion 3.2, accuracy of multicast delivery is calculated as
ratio of the number of multicast group members which
actually receive the multicast packets, and the number
of group members which were supposed to receive the
packets (i.e., the number of nodes that were in the mul-
ticast region when the multicast was initiated.) In our
simulation results, the accuracy of multicast delivery
is an average over 1000 multicasts.

Accuracy of Delivery (% )

e Total number of multicast packets received by nodes
per multicast This is defined as the total number of
multicast packets delivered to all the nodes combined,
during each multicast. Note that when a node broad-
casts a packet to its neighbors, the packet is delivered
to all its neighbors (and counted as many times in this
statistic). The number of multicast packets received by
the nodes per multicast is a measure of the overhead of
multicast packet delivery.

We compare the results from location-based multicast
schemes 1 and 2 with those from the multicast flooding al-
gorithm.

Accuracy of multicast delivery for the location-based
multicast scheme 1 is depicted in Figure 6(a) as a function
of transmission range of each node. Figures 6(a) also shows™
how the size of forwarding zone, i.e., varying the valué of
in the range of 0 to 150 units, affects accuracy. Generally,
the accuracy of scheme 1 increases with increasiridpte
that, whery is equal to 150, accuracy of multicast delivery
for scheme 1 is almost the same as that for multicast flood-
ing. In some cases, accuracy of multicast flooding itself is
not too good. With a smaller transmission range, number
of neighbors for each node decreases. Therefore, a single
broadcast of multicast packet results in less nodes rexgivi
the packet. This factor contributes to a decrease in proba-
bility that the packet reaches multicast group members.

Figure 6(b) plots the total number of multicast pack-
ets received by the nodes per multicast as a function of
transmission range of each node. Observe that the num-
ber of multicast packets received is consistently lower for
the location-based multicast scheme 1 as compared to mul-
ticast flooding. As the transmission range of nodes is in-
creased, number of multicast packets received per muiticas
increases for all schemes. However, scheme 1 provides a

otal Number of Multicast Packets Received Per Multicast
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Figure 6. Location-Based Multicast Scheme
1 (For 30 nodes, and Average speed 2.5
units/sec) : (a) Delivery accuracy versus
Transmission range, (b) Total number of mul-
ticast packets received per multicast versus
Transmission range



lower rate of increase than multicast flooding. This is be-
cause, with scheme 1, number of multicast packets trans-
mitted is reduced by limiting data broadcasting to a smaller
forwarding zone.

Figure 7 plots the results for scheme 2. Figure 7(a) shows
that the location-based multicast scheme 2 is generallgmor
accurate than scheme 1 (See Figure 6(a)). However, note
that the accuracy for schemes 1 and 2 both is comparable
with that of the multicast flooding, when= 150 units. Sim-
ilar to scheme 1, amount of multicast data delivery over-
head for the multicast flooding algorithm increases much _
more rapidly than scheme 2, when transmission range is in-
creased. The effect of varying the size of forwarding zone
is also shown in Figure 7.

%

Accuracy of Delivery (

5 Optimizations of Location-Based Multicast

A number of optimizations are possible to improve per-
formance of the basic location-based multicast protScols

5.1 Alternative Definitions of Forwarding Zone

In this paper, we consider two ways of definindoa-
warding zone Several other alternatives may be considered.
For instance, in the scheme 1, the sides of the rectangle ar
always parallel to the X and Y axes. It is possible to re-
move this restriction when defining the rectangular region.
For example, one side of the rectangle may be made paralle
to the line connecting the location of source node S to the
geometric center of the multicast region (see Figure 8).

g;?ulucast

Total Number of Multicast Packets Received Per

5.2 Forwarding Zone Adaptation

In our location-based multicast scheme 1, the forward-
ing zone is specified explicitly by the source S, and it is not
modified by any intermediate nodes. By adapting the for-
warding zone at any intermediate node |, the performance
of the scheme 1 can be improved. For example, in Fig-
ure 9(a), when node | receives the multicast data packet
from the source S and forwards the packet to its neighbors
because | is within the forwarding zone Z (defined by S), it
can replace Z by an adapted forwarding zone Z' before for-
warding the packet. By applying the same reasoning when
node J receives the data packet from node I, the forwarding
zone can be again adapted.

Generalizing the above idea, although a rectangular
shape is used for the forwarding zone in location-based mul-
ticast scheme 1, any other form may also be used. For
instance, Figure 9(b) shows the case when the forwarding
zone is defined as a cone rooted at node S, such that angle

5Most optimization approaches proposed for the LAR in [15, dgh
also be applied here.
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Figure 7. Location-Based Multicast Scheme
2 (For 30 nodes, and Average speed 2.5
(a) Delivery accuracy versus
Transmission range, (b) Total number of mul-
ticast packets received per multicast versus

units/sec) :
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Figure 8. An alternative for Forwarding Zone
(Location-Based Multicast scheme 1)

made by the cone is large enough to include the forwarding
zone. Similar to adaptation of the rectangular forwarding
zone in Figure 9(a), the cone-shaped forwarding zone may
also be adapted as shown in Figure 9(b).

5.3 Use of Directed Antennas

The basic location-based multicast schemes can be im-
proved upon by usindirected antennagNote that, in gen-
eral, mobile hosts in the MANET are assumed to hane
nidirectionalantennas for wireless communication [9].)

Let us consider the Figure 10, in which node S needs
to send multicast data packets to all nodes in the multicast
region. Let us also assume that location-based multicast
scheme 1 is used for this data delivery with omnidirectional
antennas. In scheme 1, based on the viewpoint of S, the for-
warding zone is defined as the rectangle in which only node
S, A, B, D and F are included. Nodes C and E do not need
to receive any data packets, because they are both outside
the forwarding zone. However, due to the broadcast trans-
mission properties of wireless networks, node C receives
a multicast data packet from node S whose transmission
range covers C as well as A. Similarly, the multicast packet
will be forwarded to node E, via node A, unnecessarily. (In
fact, when node A forwards the packet, all it neighbors B, C,
E, and S, will receive the packet.) This inherent limitation
can be mitigated by using directed antennas whose radiation
pattern is not omnidirectional. Again, assume that node S
having a directed antenna initiates a multicast data deliv-
ery for location-based multicast group members. Based on
the forwarding zone, multicast data packets may only be di-
rected at a small group of mobile nodes. Therefore, in this
scenario, node C does not receive the packet from S even
though C is a neighbor of S. When node A forwards the
multicast packet (originated by node S), it applies a sim-

Adapted Forwarding ZoneZ’
as per node |

\

|

Adapted
Forwarding Zone
as per node J

S

Initial
Forwarding ZoneZ
as per node S

(a) Adaptation oRectangular Shaped
Forwarding Zone

Adapted /

Forwarding Zone
as per node |

Initial
Forwarding Zon
as per node S

(b) Adaptation ofCone-Shaped
Forwarding Zone

Figure 9. Adaptation of Forwarding Zone for
Location-Based Multicast scheme 1



ilar criteria. Continuing in this fashion, the locationseal

multicast protocols with directed antennas may decrease th

cost of ad hoc multicast.

Multicast Region

Mobile hosts with
a directed antenna

' Transmission range
/. of amobile host

Figure 10. Directed Antenna Ultilization for
Location-Based Multicast

6 Conclusion

This paper focuses on the problem géocasting—
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