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1
Introduction

Computational linguistics and natural language processing (NLP) try to formally cap-
ture and model the complexity of how people communicate using a natural language.
The field has implications in many aspects of the society: linguistic theories are some-
times used as a basis when prescribing what is an appropriate and correct usage of
an expression, they predict how a message is perceived by a human recipient and
justify which information should be included in language textbooks, dictionaries or
lexicons. Applications are built to speed up human processing of text (such as finding
relevant documents, answering questions, translating from one language to another)
or attempt to turn the computer into a real partner able to share knowledge and obey
commands issued in a natural language.

1.1 Relation between Theory, Applications and Data

Both linguistic theories and NLP applications rely heavily on language data, which
include raw examples of language expressions (written sentences in books, newspa-
pers, sentences uttered in a dialog, recorded or broadcasted) as well as more or less
formalized data about the language itself (such as style guides or dictionaries). On
the one hand, examples of language usage can validate linguistic theories (by testing
predictions on real data) and on the other hand, linguistic theories provide a frame-
work for creating derived language resources like the above mentioned lexicons and
dictionaries. Thus, the theory is tested indirectly, by applying and using a derived
resource in a practical task. NLP applications are related to data even more tightly
simply because the application has some input and output data. Moreover, many
NLP applications need to consult varying amounts of language data in order to be
able to achieve their goal.

In this book, we study the mutual relationship between a linguistic theory, an NLP
application and language data. We focus on one particular theory, the theory of Func-
tional Generative Description (FGD), one particular type of derived language data,
namely valency dictionaries, and on one particular NLP application, namely machine
translation (MT). Whenever possible, we try to include references to relevant alterna-
tives.

1



1 INTRODUCTION

1.2 How Theory Should Help

The general belief is that having an established theory as a background of an NLP ap-
plication should bring an advantage to the design of the application: the description
of the algorithm could be shorter because it builds on top of notions defined in the
theory, decisions that have to be made should be more local and thus easier to meet
and finally, such an application should produce outputs of a predictable quality. In
short, a good theory should constrain the internal structure of applications to their
advantage.

There is a similar relation between the theory and language data: a good theory
describes which features of unprocessed language data are significant for a particular
task. A theory provides a view on unprocessed data. Given a task and following the
theory, we can “compress” raw language data by ignoring all but relevant features.
Dictionaries are an excellent example of such compression: instead of scanning large
texts and looking at many occurrences of a word to understand the meaning and cor-
rect ways of using it in context we just read a short (formal) description.

In an NLP application such as MT, there is always someone who has to do the
difficult job. In the extreme case, all the intelligence is contained in a “dictionary”, i.e.
the “dictionary” provides the expected output of the application for every possible
input. More realistically, we can expect to know at least parts of the output from the top
of our head but we have to correctly glue them together to create a complete answer.
The more or the better training data we have, the simpler the application can be.

To sum up, a theory provides guidelines on how to build linguistic applications
and how to look at language data. If all goes well, such a theoretical background will
simplify the design and facilitate better performance at the same time.

1.3 Structure of the Book

This study consists of two major parts: the first one is devoted to lexical acquisition
(Chapter 2) and the second one to machine translation (Chapters 3 and 4), linked as
follows:

One of the key components in the theory of our choice, FGD (briefly introduced in
Section 2.2), is the valency theory which predicts how an element in a grammatically
well formed sentence can or must be accompanied by other elements. The prediction
primarily depends on the sense of the governing word and it is best captured in a
lexicon. The motivation to build such lexicons comes often from applications: some
applications simply require a lexicon to e.g. produce an output text, while some only
benefit from them by improving accuracy or increasing coverage. Finally, a syntactic
lexicon is always a valuable reference for human users of the language. However, the
development of lexicons is costly and therefore we focus on the question of automatic
suggestion of entries based on available textual data. In short, Chapter 2 explores

2



1.3 STRUCTURE OF THE BOOK

the theory of FGD and the journey from raw language data in a text to a compressed
formalized representation in a lexicon.

In Chapter 3 we pick an NLP application, the task of machine translation (MT) in
particular, to study how the theory lends itself to practical employment. After a brief
review of various approaches to MT, we follow up on FGD and describe our system
of syntax-based machine translation. The full complexity of the system is outlined,
but the main focus is given only to our contribution, syntactic transfer. Nevertheless,
we implement the whole pipeline of the MT system and we are able to evaluate MT
quality using an established automatic metric.

Chapter 4 is devoted to a contrast experiment: we aim at English-to-Czech MT
leaving the framework of FGD aside and using a rather direct method. We briefly
summarize the state-of-the-art approach, so-called phrase-based statistical machine
translation, including an extension to factored MT where various linguistically moti-
vated aspects can be explicitly captured. Then we demonstrate how to use factors to
improve morphological coherence of MT output and compare the performance of the
direct approach with the syntax-based system from Chapter 3.

We conclude by Chapter 5, providing a broad survey of documented utility of
lexicons in NLP and summarizing our observations and contributions.

3



3
Machine Translation via Deep Syntax

In the previous chapter we studied methods of automated lexical acquisition. Result-
ing syntactic lexicons can serve as a resource for various NLP applications. In order to
better empirically understand the applicability of lexicons, we now focus on a single
practical task, namely machine translation (MT). After a brief review of approaches
to MT (Section 3.1), we describe a syntax-based MT system. In theory, this is the
approach where deep syntactic lexicons could be later used.

3.1 The Challenge of Machine Translation

Machine translation (MT) is an intriguing task. Researchers have hoped in automated
text translation since the era of John von Neumann and Alan Turing (see Hutchins
(2005) or the IBM press release in 19541), and the field has seen both spectacular fail-
ures2 as well as surge of activity and success. For a review including a summary of
issues that an MT system has to overcome see e.g. Dorr et al. (1998).

While fully automatic high-quality MT is still far beyond our reach, restricted set-
tings often allowed to create highly successful applications such as computer tools
aiding human translation (e.g. translation memories, see Lagoudaki (2006)), closed-
-domain fully automatic systems (Chevalier et al., 1978), or tentative machine transla-
tion to enable at least a partial access to information in a foreign text (e.g. web services
Babelfish3 or Google Translation4).

In essence, the task of MT is to correctly reuse pieces of texts previously trans-
lated by humans to translate sentences never seen so far.5 Some methods follow the
line very tightly, not being able to produce any word or expression not seen in some
training text, while some methods (most notably all rule-based or dictionary-based
ones) operate with a very distilled representation of words and their translations. In
the latter setup, training texts as well as a broad world knowledge were processed

1http://www-03.ibm.com/ibm/history/exhibits/701/701_translator.html
2Failure to meet expectations causing a decline in funding for a decade (ALPAC, 1966; Hutchins, 2003)

or failure to produce any working system in the EUROTRA project (Oakley, 1995; Hutchins, 1996). Note
however, that there are quite conflicting objectives in MT research and even a failing project can bring a very
significant progress in theoretical understanding or language modelling, see Rosen (1996) for a discussion.

3http://babelfish.altavista.com/
4http://translate.google.com/
5Human translators proceed well beyond this boundary, trying to understand the described situation

based on other information sources and e.g. to enrich the translation with all explanation necessary for the
reader.
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3 MACHINE TRANSLATION VIA DEEP SYNTAX

by human experts, so there is no well defined set of training data and no direct link
between the data and the system.6 Further serious empirical questions arise as we
start to investigate what the best “piece” of a sentence to reuse might be, as discussed
below.

3.1.1 Approaches to Machine Translation

One of the key distinctions between various MT systems is the level of linguistic anal-
ysis employed in the system, see the MT triangle by Vauquois (1975) in Figure 3.1.
Roughly speaking, an MT system is “direct” or “shallow” if it operates directly with
words in source and target languages and it is “deep” if is uses some formal repre-
sentation (partially) describing the meaning of the sentence. We examine both of the
approaches further below.

deep

direct transferMorphological Layer

Surface Syntactic Layer

Deep Syntactic Layer

Interlingua

Figure 3.1: Vauquois’ triangle of approaches to machine translation.

Another distinction is made between “rule-based” and “statistical” (or “stochas-
tic” or “data-driven”) systems. In rule-based systems, all the implementation work is
done by human experts, in statistical systems, humans design a probabilistic model
describing the process of translation and use large amounts of data to train the model.

To an extent, we do not consider the difference between “rule-based” and “sta-
tistical” approaches being too big. In both cases, there has to be someone who does
some data abstraction at some point. In hand-crafted rule-based systems, the abstrac-
tion happens as human translators learn the two languages and formally describe the
rules of translation. In data-driven systems, the abstraction according to the speci-
fication of the model happens either at a pre-processing phase (collecting statistics)
or on the fly when searching for sentences similar to the one that is to be translated
(example-based methods). Moreover, many rule-based systems rely on large linguis-

6Some researchers argue that human experts may not have used any training parallel texts at all when
implementing the transfer rules. Still, while learning the two languages, they have at least discussed real-
life situations in the two languages with others, if not read a foreign language textbook.
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3.1 THE CHALLENGE OF MACHINE TRANSLATION

tic resources such as translation dictionaries anyway and in such cases, automated
creation of such resources is highly desirable (see Chapter 2).

Direct (Shallow) MT
Introduced by King (1956) and applied by Brown et al. (1988), shallow MT systems
treat words in a input sentence as more or less atomic units and attempt a direct con-
version of the input sequence of atomic units into the output sequence of atomic units.

For instance, the Czech sentence Dobré ráno can be translated to English Good morn-
ing using a simple word-to-word translation dictionary. The linguistic inadequacy of
the direct approach becomes apparent if we consider a similar sentence Dobrý večer
(Good evening). A completely uninformed system wastefully needs two new entries in
the dictionary (Dobrý for Good and večer for evening) because it has no idea that both
Dobré and Dobrý are just two morphological variants of the same word. In order to
reverse the translation direction, some additional information has to be provided to
make the system correctly choose between Dobrý and Dobré for Good.

In short, direct approaches start with little or no linguistic theory and introduce
further extensions to the process of translation only when necessary. As we will see in
Chapter 4, such systems can still deliver surprisingly good results, and more so once
some (limited) linguistic knowledge is implemented into the design of the system.

Deep Syntactic MT
First machine translation systems as well as prevailing commercial MT systems to
date (e.g. SYSTRAN) incorporate principles from various linguistic theories from the
very beginning.

For an input sentence represented as a string of words, some symbolic represen-
tation is constructed, possibly in several steps. This symbolic representation, with
the exception of a hypothetical Interlingua, remains language-dependent, so a trans-
fer step is necessary to adapt the structure to the target language. The translation
is concluded by generating target-language string of words from the corresponding
symbolic representation.

In the following, we focus on one particular instance of this symbolic represen-
tation, namely the framework of FGD (see Section 2.2). We experiment primarily
English-to-Czech translation via the t-layer (deep) and compare it to transfer at the
a-layer (surface syntax). Previous research within the same framework but limited to
rather surface syntax includes the system APAČ (Kirschner and Rosen, 1989).

Other examples of a deep syntactic representation, in essence very similar to FGD,
include Mel’čuk (1988), Microsoft logical form (Richardson et al., 2001) or the ideas
spread across the projects PropBank (Kingsbury and Palmer, 2002), NomBank (Mey-
ers et al., 2004) and Penn Discourse Treebank (Miltsakaki et al., 2004). MT systems are
also being implemented in less dependency-oriented formalisms such as the DELPH-
-IN initiative (Bond et al., 2005) for HPSG (Pollard and Sag, 1994). See e.g. Oepen et al.
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3 MACHINE TRANSLATION VIA DEEP SYNTAX

(2007) and the cited papers for a recent overview of the LOGON project that combines
various formalisms of deep syntactic representation.

3.1.2 Advantages of Deep Syntactic Transfer

The rationale to introduce additional layers of formal language description such as the
tectogrammatical (t-) layer in FGD is to bring the source and target languages closer
to each other. If the layers are designed appropriately, the transfer step will be easier
to implement because (among others):

• t-structures of various languages exhibit less divergences, fewer structural chan-
ges will be needed in the transfer step.

• t-nodes correspond to auto-semantic words only, all auxiliary words are identi-
fied in the source language and generated in the target language using language-
-dependent grammatical rules between t- and a- layers.

• t-nodes contain word lemmas, the whole morphological complexity of either of
the languages is handled between m- and a- layers.

• the t-layer abstracts away word-order issues. The order of nodes in a t-tree is
meant to represent information structure of the sentence (topic-focus articula-
tion). Language-specific means of expressing this information on the surface
are again handled between t- and a- layers.

Overall, the design of the t-layer aims at reducing data sparseness so less parallel
training data should be sufficient to achieve same coverage.

Moreover, the full definition of the t-layer includes explicit annotation of phenom-
ena like co-reference to resolve difficult but inevitable issues of e.g. pronoun gender
selection. As tools for automatic tectogrammatical annotation improve, fine nuances
could be tackled.

3.1.3 Motivation for English→Czech

This study focuses on translation from English to Czech. Apart from personal rea-
sons, our choice has two advantages: both languages are well studied and there are
available language data for both of the languages.

Table 3.1 summarizes some of the well known properties of Czech language7.
Czech is an inflective language with rich morphology and relatively free word or-
der. However, there are important word order phenomena restricting the freedom.
One of the most prominent examples are clitics, i.e. pronouns and particles that oc-
cupy a very specific position within the whole clause. The position of clitics is rather
rigid and global within the sentence. Examples of locally rigid structure include (non-
-recursive) prepositional phrases, coordination and to some extent also the internal

7Data by Nivre et al. (2007), Zeman (http://ufal.mff.cuni.cz/˜zeman/projekty/neproj), Holan (2003),
and Bojar (2003). Consult Kruijff (2003) for empirical measurements of word order freeness.
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3.2 SYNCHRONOUS TREE SUBSTITUTION GRAMMAR

Czech English
Morphology rich limited

≥ 4,000 tags 50 used
≥ 1,400 actually seen

Word order free with rigid rigid
global phenomena

Known dependency parsing results
Labelled edge accuracy 80.19% 89.61%
Unlabelled edge accuracy 86.28% 90.63%

Table 3.1: Properties of Czech compared to English.

order of noun phrases. Other elements, such as the predicate, subject, objects or other
modifiers of the verb may be nearly arbitrarily permuted. Such permutations corre-
spond to the topic-focus articulation of the sentence. Formally, the topic-focus artic-
ulation is expressed as the order of nodes at the t-layer.

Moreover, like other languages with relatively free word order, Czech allows non-
-projective constructions (crossing dependencies). Only about 2% of edges in PDT
are non-projective, but this is enough to make nearly a quarter (23.3%) of all the sen-
tences non-projective. While in theory there is no upper bound on the number of
gaps (Holan et al., 2000; Kuhlmann and Möhl, 2007) in a Czech sentence (see Fig-
ure 3.2), Debusmann and Kuhlmann (2007) observe that 99% of sentences in PDT
contain no more than one gap and are well-nested, which makes them parsable by
Tree-Adjoining Grammars (TAG, Joshi et al. (1975), see also the review by Joshi et al.
(1990)). Note that other types of texts may exhibit more complex sentence structure.

3.1.4 Brief Summary of Czech-English Data and Tools

Table 3.2 summarizes available Czech monolingual and Czech-English parallel cor-
pora, including the available annotation. We use the tools listed in Table 3.3 to au-
tomatically add any further layers of annotation and to generate plaintext from the
deep representation.

A new version of Prague Czech-English Dependency Treebank (PCEDT 2.0) is cur-
rently under development. PCEDT 2.0 will not only be about twice the size of PCEDT
1.0, but more importantly the annotation at both Czech and English t-layers will be
manual. This will allow to collect reliable estimates of structural divergence at the
t-layer and train deep-syntactic transfer models on highly accurate data.

3.2 Synchronous Tree Substitution Grammar
Synchronous Tree Substitution Grammars (STSG) were introduced by Hajič et al.
(2002) and formalized by Eisner (2003) and Čmejrek (2006). They capture the basic
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Summary

This study explores the mutual relationship between linguistic theories, data and
applications. We focus on one particular theory, Functional Generative Description
(FGD), one particular type of linguistic data, namely valency dictionaries and one
particular application: machine translation (MT) from English to Czech.

First, we examine methods for automatic extraction of verb valency dictionaries
based on corpus data. We propose an automatic metric for estimating how much
lexicographers’ labour was saved and evaluate various frame extraction techniques
using this metric.

Second, we design and implement an MT system with transfer at various layers of
language description, as defined in the framework of FGD. We primarily focus on the
tectogrammatical (deep syntactic) layer.

Third, we leave the framework of FGD and experiment with a rather direct, “phrase-
-based” MT system. Comparing various setups of the system and specifically treating
target-side morphological coherence, we are able to significantly improve MT quality
and out-perform a commercial MT system within a pre-defined text domain.

The concluding chapter provides a broader perspective on the utility of lexicons
in various applications, highlighting the successful features.
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