
From: Proceedings of the ACM SIGCOMM '94 Conference; London, UK; August 31 to September 2, 1994.Controlling Alternate Routing inGeneral-Mesh Packet Flow NetworksSandeep SibalECSE DepartmentRensselaer Polytechnic InstituteTroy, NY 12180-3590sibal@networks.ecse.rpi.edu Antonio DeSimonePerformance Analysis DepartmentAT&T Bell LaboratoriesHolmdel, NJ 07733-3030tds@hoserve.att.comAbstractHigh-speed packet networks will begin to support ser-vices that need Quality-of-Service (QoS) guarantees.Guaranteeing QoS typically translates to reserving re-sources for the duration of a call. We propose a state-dependent routing scheme that builds on any base state-independent routing scheme, by routing ows whichare blocked on their primary paths (as selected bythe state-independent scheme) onto alternate paths ina manner that is guaranteed|under certain Poissonassumptions|to improve on the performance of the basestate-independent scheme. Our scheme only requireseach node to have state information of those links thatare incident on it. Such a scheme is of value wheneither the base state-independent scheme is already inplace and a complete overhaul of the routing algorithmis undesirable, or when the state (reserved ows) of alink changes fast enough that the timely update of stateinformation is infeasible to all possible call-originators.The performance improvements due to our controlled al-ternate routing scheme are borne out from simulationsconducted on a fully-connected 4-node network, as wellas on a sparsely-connected 12-node network modeled onthe NSFNet T3 Backbone.1 IntroductionRecent work on supporting real-time QoS applica-tions in a packet switched environment suggests thatreserving resources, particularly bandwidth, on a linkis imperative [6]. Such a resource guarantee can bemade possible by suitable service schemes such as Pack-etized Generalized Processor Sharing [35]. Also see [4,13, 11, 39, 41] for other service schemes, and [40, 24]for a comparative survey. Packet networks supportingQoS move away from the pure datagram paradigm and

best-e�ort service, to support ows that require someQoS guarantees with respect to transmission rate, de-lay, loss, etc. See [36] for example. A common factor inmaking QoS guarantees is the reserving of bandwidth.Resource reservations to support such QoS guaranteesimply admission control: ows must be blocked from us-ing a link whenever the inclusion of the ow will causethe total of the resources reserved to exceed the capacityof the link. Such a packet-switched network, which re-serves resources for a ow along each link on a path, be-gins to look very much like a multi-rate circuit-switchednetwork from the perspective of admission control andblocking on a link with respect to bandwidth.Our motivation is the Internet of the not too distantfuture. The Internet today provides only best-e�ort ser-vice: admission control to guarantee a level of servicedoes not exist, and network routing does not adapt tocongestion. In the early days of the Internet, tra�c-adaptive routing was an active area of experimenta-tion. The early ARPA network routing algorithms useda tra�c-sensitive, delay-based metric for routing|�rstusing instantaneous delay measurements and a Bellman-Ford distance-vector algorithm[27] and then using aver-aged delay measurements and a Dijkstra shortest-path�rst algorithm[26]. The problems with this approachunder heavy load became apparent, even for single-path routing[22], and the ARPANET began its moveto a \capacity-based" metric (in the language of [22]).Modern routing protocols such as OSPF[31] emphasizequick adaptation to topology changes and low overhead,rather than adaptation to tra�c, so that, in the Internettoday, routes between an origin-destination pair are cho-sen based on tra�c-insensitive metrics, which producestate-independent (SI) and, usually, single-path routesfor all ows. The exceptions to single-path routing arerouting using the IP TOS bits, and routing over equal-cost paths. Both exceptions are still state independentroutings.Soon, the Internet will begin to support real-timeQoS calls, which will introduce ows to the networkthat have signi�cant resource demands and require



service guarantees. Current approaches to resourcereservation[42] decouple the problem of resource reser-vation and admission control from the routing problem.We make the case that routing can be made to adaptsimply and e�ciently to congestion by applying the well-studied idea of alternate routing from telephony, to sup-port ows blocked on their primary paths. Further, theimportance of alternate routing strategies in improv-ing network performance under extreme conditions iswell-established by the experience in the AT&T net-work. Ash, et al. [2] present measurements of averagenetwork blocking performance in the AT&T switchednetwork under extraordinary tra�c conditions. For ex-ample, the Thanksgiving-day average network blockingdropped from 34% in 1986 to 3% in 1987 and to 0.4% in1991, as more and more sophisticated routing strategieswere implemented.Still, for all the potential gains, experience with theoperation of the the US telephone network going backat least to 1961 has demonstrated that networks withsophisticated alternate routing have complex and oftenundesirable behavior under overload[12]. We do notattempt to survey the vast telephony literature here.Kelly reviews the area in [19], and the interested readeris directed to this work and references therein for acomprehensive exposition on the underlying conceptualideas and analytic results.The value of alternate routing over state-independentrouting is intuitively obvious. When there is insu�cientbandwidth on a call's primary path, allowing a call tocomplete on an alternate path prevents the call frombeing lost. Alternate routing may be thus thought ofas a scheme that exploits idle resources elsewhere in thenetwork, caused by statistical uctuations or imbalancesof link loads. Because alternate routing shares resourcesmore freely, it also has some desirable fairness propertieswhich we will more clearly evidence in Section 4.Less obvious are the problems that uncontrolled al-ternate routing can cause in a network. Careful studyof alternate routing even under symmetric scenariosshows that uncontrolled alternate routing can actuallydo much worse than state-independent routing whenthe load on the network is beyond a certain criti-cal (normalized) load. The exact value of this criti-cal load depends on a host of factors: alternate pathlengths, network size, graph structure of the network,etc. See [10, 19, 1, 25] for simulation and analytic stud-ies of this phenomenon. The key to understanding whyalternate routing can have a deleterious e�ect on thenetwork is this: typically, an alternate-routed call willuse more resources than a call routed on the primarypath, and acceptance of an alternate-routed call cancause other calls to be blocked on their primary pathand force them to a less e�cient alternate path. Thisin turn can aggravate the problem of �nding primary

paths for other calls, resulting in an even larger fractionof calls choosing alternate routes, leading to even moreine�cient utilization of resources. Such an avalanchee�ect drives the network into a high-blocking operatingregion. This behavior is not signi�cant when the net-work is lightly loaded, since the probability of blockingon the primary path is small enough that the fractionof calls using alternate routes remains small, but underheavy loads the network can be driven into an ine�cientstate [1, 10].Since uncontrolled alternate routing can lead to un-desirable behavior at high loads, we need to �nd a mech-anism that will tame such behavior. We choose to usestate-protection as the technique to control such behav-ior. State-protection, also known as trunk reservation,1is a well-tested mechanism which has several desirableproperties. Essentially it is a scheme that blocks alter-nate routed calls on a link, when its utilization is above acertain threshold. It can also be thought of as a methodby which primary tra�c is given priority over alternatetra�c. Experiments show that the scheme is robust,in that a state-protection level optimized for a speci�cloading situation works well under variations in load.Key, in Section 2.2 of [21] demonstrates this propertythrough an example. Robustness is important becausethe loading of links is estimated by the nodes they areincident on. For a discussion of the optimality of state-protection in certain environments, see [33].In most theoretical studies in the �eld of circuit-switched routing, and in the important special case ofthe AT&T domestic long-distance network[2], the net-work is logically fully connected, and the primary pathis the direct one-hop path. The alternate-routing prob-lem is to select the best two-link path when the �rstchoice is not available. Algorithms such as LBA andALBA [28, 29], Dynamic Alternate Routing [9], andFAR [30] are notable approaches to the problem. Seethe work of Kelly [19] and Hunt & Laws [16] for some in-teresting asymptotic results. We are however interestedin general-mesh networks, and these techniques do notallow for such extensions if global state information isnot permitted, or if the primary path choice is �xed apriori according to some arbitrary (state-independent)routing rule. The environment we envision for our high-speed network is one where either: (1) the network hasseveral links that are geographically distributed so thattimely access to such global state information is imprac-tical { unlike a fully-connected network where all linksthat comprise potential paths are typically at most ahop away, or (2) where it is desirable to build on an1We hesitate to introduce new jargon but the term trunk reser-vation is problematic here for a couple of reasons. The idea ofreservation here is distinct from reservation of resources for a call,and we do not want to overload the term. We also envision a moregeneral context of a transmission medium than that indicated bythe rather archaic term trunk.2



already existing state-independent scheme.Our work closely resembles the work of Ott and Kr-ishnan [34], and it is instructive to compare their workwith ours at this point. Their approach centers on thenotion of a shadow price, which is the increase in callslost on average in the future due to the acceptance ofa call on a speci�c path when the network is in a givenstate. In their work, they approximate the shadow pricefor a call by summing over a simple shadow price asso-ciated with each link on the path. The approximationis the result of a certain separability assumption. Therouting rule is then to accept a call along the path thatminimizes this shadow price, unless this minimum islarger than the revenue that the call brings, in whichcase the call is blocked. The calculation of the shadowprices itself depends on the base routing policy used,but the policy improvement lemma[15] guarantees thatthe routing rule that results from their algorithm mustimprove on the base routing policy.Our work di�ers in three conceptual aspects. First,we calculate the shadow price of accepting a call withthe alternate routing scheme already in place, as op-posed to their work where the shadow price is computedwith respect to the base policy (following which the pol-icy improvement lemma is invoked). Second we searchfor an upper bound on, instead of an approximation to,the shadow price of accepting a call on a speci�c route.Third, in our scheme, a route is chosen according tothe base routing policy unless the base routing policysuggests a path that is blocking. It is only under sucha scenario that the alternate-routing component kicksin. The state protection levels are set such that alter-nate routing is allowed only when the the revenue thatthe call (which would be blocked under the base policy)brings, is greater than the bound on the shadow priceof accepting the call on the alternate path in question.The separability assumption does not appear to jeop-ardize matters in [34], probably because their work fo-cuses on the fully-connected telephony scenario, wherethe one-hop path between every origin-destination (O-D) pair is overwhelmingly chosen. In a general meshsetting this assumption appears tenuous, as is evidencedin Section 4 with respect to the NSFNet T3 Backbone.Other pieces of work that are relevant are those ofDziong and Mason [7] and Kelly [20]. Dziong andMason use an approach very similar to [34], but theyemploy the policy improvement lemma repeatedly toyield successively better policies in a continual man-ner. Kelly's work [20] on state-independent routing, canbe extended to approximate the shadow prices for analternate-routing scenario as well, though it is assumedtherein that alternate-routed tra�c is state-independent{ an assumption that is questionable as Zachary notesin the introduction of [38].To recapitulate, our routing approach involves the

use of a base state-independent (SI) scheme as a�rst tier, augmented with a completely localized sec-ond state-dependent (SD) tier, which is applicable togeneral-mesh networks. In this preliminary study we donot address the support of multiple call types or multi-cast calls.The scheme we propose works in the following fash-ion. A call request is made by a origin or the destina-tion. The request speci�es the origin, destination and aow-rate. A call set-up packet containing the origin anddestination node addresses, the ow-rate desired, and aprimary call ag which is set, zips along the primarypath2 checking to see whether su�cient resources existon each link of the primary path. If they do, resourcesare booked on its way back, and the call commences.If resources are not available on the primary path, al-ternate paths are successively attempted by call set-ups(whose primary path ags are reset) in order of increas-ing length.In this study we demonstrate our control scheme withthe minimum-hop SI routing rule. We have also studieda SI policy which minimizes link loss. The results arediscussed in Section 4, but omit a detailed discussiondue to space constraints. The minimum-hop SI routingpolicy is not usually an optimal SI routing policy, butin the context of alternate routing it appears to per-form well. The choice of such an ad-hoc routing ruleis partly deliberate { the idea being to show how al-ternate routing controlled in the way we describe canutilize idle resources in an excellent way. Further, itis well known that minimum-hop paths can be them-selves computed in a distributed fashion with ease, andare therefore attractive in their own right. The mech-anism by which tra�c is routed on alternate paths{through source routes, using per-connection state in thenetwork, or by some hybrid mechanism|is largely in-dependent of the control algorithms we develop here.We note that the Internet itself may move to a source-routed approach driven in part by the need for policy-based routing [8]. Attempting alternate paths in or-der of increasing length is again attractive because dis-tributed computation of alternate paths based on hop-count can be deduced with surprising ease from dis-tributed minimum-hop path information. This observa-tion is due to Harshavardhana, Dravida and Bondi [14],who describe a distributed algorithm (DALFAR) thatcomputes alternate routes. The decision to admit a callon an alternate path is distributed, and is based on thestate of each link constituting the path. A link will ac-cept the call, provided its state (level of utilization) isbelow a certain threshold. This threshold is computedby the link itself, and is based on its current estimate2We expect that this kind of signaling tra�c is given priority,and adequate resources are reserved for the ow of such call set-ups. The amount of bandwidth required for this purpose shouldbe typically negligible.3



of the resource demand on the link due to calls whoseprimary path traverses that link. The estimate can befound from the primary call set-ups that y past thelink, or from measurements of established calls. Theestimation procedure is not detailed in this report.In what follows we use the terms uncontrolledalternate-routing to denote the scheme where if primaryroutes are blocking, alternate routes are attempted inorder, as long as there is bandwidth available on thealternate path; controlled alternate routing to denoteour scheme where alternate routed calls complete onlyif some local conditions are met; and �nally single-pathrouting where calls are permitted to complete on theirprimary paths alone { that is alternate routing is pro-hibited. Note that the term single-path in this context isused in a loose fashion. It does not imply that a speci�ccall type between a speci�c O-D pair is always routedalong a �xed path, but that the chosen route (pickedindependent of state, with some probability, between asuite of choices) is the only one that is tried.Our routing scheme is based on an analytic resultproved in Section 2. The call arrivals are assumed tobe Poisson, but with state-dependent rates. The resultstates that no matter what intensity of alternate-routedcalls arrive at a link, state-protection guarantees an up-per bound on the overall lost primary-routed calls atthe link due to the acceptance of an alternate-routedcall. In Section 3 we use this result to develop a schemeto control alternate routing based on state-protectionthresholds, and show how these thresholds are chosen.The choice is made in such a manner that we are guar-anteed, under the Poisson assumptions, that we will al-ways perform better than single-path routing in termsof the total number of calls accepted. At low loads thealgorithm behaves like the uncontrolled alternate rout-ing case, while at high loads the algorithm behaves likesingle-path routing. The experimental results in Sec-tion 4 demonstrate this with examples.2 The Main resultWe consider point-to-point calls, speci�ed by theirorigin, destination and the bandwidth they demand.In this preliminary study we assume calls of identi-cal statistics: exponential holding times of equal meanlength (we scale time so that the mean value is unity),and demanding an equal amount of bandwidth.The capacity of a link may thus be represented interms of the number of calls it can simultaneously sup-port. The state of a link is denoted by the number ofcalls currently in progress on the link.The tra�c matrix is a square matrix of size N (thenumber of nodes in the network), and is denoted byT . T (i; j) is then the tra�c demand in Erlangs of callsoriginating at node i, and destined for node j. Every or-dered node pair (i; j), has a unique primary path which

we denote by P �(i; j).Consider a link k. Let �k be the primary tra�c de-mand on link k. So that:�k = XP�(i;j):k2P�(i;j)T (i; j) (1)Let Ck denote the capacity of link k and let rk denotethe state-protection (reservation) level of link k. Thatis, in the last rk + 1 states, namely (Ck � rk; Ck � rk +1; : : :Ck), the link k will not accept alternate-routedcalls. Let Lk denote the increase in the number of pri-mary calls lost, due to the acceptance of an alternaterouted call.The theorem that follows is proven under the follow-ing Poisson assumptions:A1 Alternate-routed calls arrive in a Poisson fashionat each link. The arrival rate of these calls is anarbitrary function of the link state.A2 Primary calls also arrive at a link in a Poisson butstate-independent fashion.3We can relax the above assumptions by using a proofbased on Markov decision theory, but that proof is moreinvolved and somewhat less intuitive. It also requires amild regularity condition on the base state-independentpolicy which would be satis�ed by any reasonable basepolicy. The interested reader is directed to [37] for sucha proof.Theorem 1 If a link k uses a state-protection level rk,then under assumptions A1 and A2, Lk satis�es the in-equality: Lk � B(�k; Ck)B(�k; Ck � rk) (2)Proof:We drop the superscript k for the duration of thisproof.We follow the convention that a call is lost at the linkalong its path where it is �rst blocked. Since some callsmay be lost at other links, the e�ective arrival rate ofprimary calls on a link is no greater than the primarytra�c demand on the link. Let the e�ective arrival rateof primary calls at a link be � (� � �).The birth-death process for the link thus has depar-ture rates from a state to its neighbor on the right aregiven by the vector: � = [� + �(o)0 ; � + �(o)1 ; : : : � +�(o)C�r�1; �; � : : :], where �(o)s is the overow, or arrivalrate of alternate-routed calls when the link is in states. The death rates, or departure rates from a state toits neighbor on the left are of course [0; 1; 2; 3 : : :C]. Wedenote the blocking probability of the link by the gen-eralized Erlang Blocking function: B(�;C).3This condition may be reduced to one where the primary callarrival rate is state-dependent, with the rates a non-increasingfunction of the link state.4
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0Figure 1: Markov Chain depicting the states of a linkConsider an alternate-routed call that arrives at timet, when the link is in state s 2 [0; C � r � 1]. If ac-cepted, the link-state becomes s+1, if not it remains ats. Consider the case where the call is not accepted. Letthe time at which the link-state will ultimately reachstate s + 1 for the �rst time (due to future primary oralternate-routed call accepts), be t+� . Then during theperiod [t; t+ � ], no calls can be lost, and once in states+1 (at t+ � ), the link behaves just like the case wherethe call was accepted at time t. If we push our hori-zon to in�nity (assuming stationarity), the extra loss ofprimary calls when the call is accepted is:4L = E[� ] �B(�;C) � � (3)We now �nd a bound for E[� ]. Let Xs;s+1, denotethe expected number of accepted arrivals (primary oralternate-routed) from time t (when the link-state is s),until it �rst reaches state s + 1.Xs;s+1 = �� + �(o)s �s + �� + �(o)s � � 1+ ss + �� + �(o)s � �Xs�1;s+1(4)Since Xs�1;s+1 = Xs�1;s +Xs;s+1, we have:Xs;s+1 = 1 + s�� + �(o)s � �Xs�1;s (5)This recursive equation, along with the initial conditionX0;1 = 1, yields the inverse Blocking function corre-sponding to a Markov Chain,M, whose departure ratesfrom a state to its neighbor on the right are given by thevector: [� + �(o)1 ; : : : � + �(o)s+1]. Note that �+ �(o)0 is ab-sent. The vector of death rates, or departure rates froma state to its neighbor on the left are: [0; 1; 2; 3 : : :s].Denote the associated Blocking function by BM, so thatXs;s+1 = [BM]�1 (6)Consider the Markov ChainM0 derived fromM, wherethe death rates are increased by unity, so that the vectorof death rates are now: [1; 2; 3 : : :(s + 1)]. Clearly:BM � BM0 (7)4This argument is the same as that of Ott and Krishnan[34]

Now consider the Markov ChainM00, derived fromM0,where an extra state is added before the states of M0.Let the associated departure rate from it to its neighborto its right be � + �(o)0 , and let it have a death rate ofzero. Clearly then: BM0 � BM00 (8)Note that M00 looks exactly like a truncated version ofthe Markov Chain depicted in Figure 1. We thus useour earlier notation of the generalized Erlang Blockingfunction to denote BM00 by B(�; s+1), where � = [�+�(o)0 ; : : : � + �(o)s+1]. From Equations 6, 7 and 8, we thushave the result:Xs;s+1 � [B(�; s+ 1)]�1 (9)Since the inter-arrival time (in any state) is less than1=�, we have:E[� ] � [B(�; s + 1) � �]�1 � [B(�;C � r) � �]�1 (10)From Equations 3 and 10, we thus have:L � B(�;C)B(�;C � r) (11)Denote [B(�; x)]�1 by yx, x 2 [C � r; C]. We makeuse of the well-know recursion for the inverse Blockingfunction (see Equation 12 in [17]):yx = 1 + x� � yx�1 (12)Clearly then yC is of the form:yC = f(�; r; C) + g(�; r; C) � yC�r (13)where f(�; r; C) and g(�; r; C) are positive valued. Notethat f(�; r; C) and g(�; r; C) do not depend on the�(o)'s (overow or alternate-routed call arrival rates).From Equation 13 it is clear that for �xed �; r andC, yC=yC�r decreases with increasing yC�r , that isB(�;C)=B(�;C�r) decreases with increasing B(�;C�r).By pushing all �(o)'s to zero, we decrease B(�;C�r),and thus increase B(�;C)=B(�;C� r) for �xed �; r andC. This implies:L � B(�; C)B(�; C � r) � B(�; C)B(�; C � r) (14)The second inequality can be proven using argumentsakin to those used earlier in the proof. QED.3 The Routing AlgorithmA description of the overall routing mechanism hasbeen outlined in Section 1. Here we focus on how wecan use the result of Section 2 to come up with a smart5



state-protection level which seeks to optimize networkperformance, by minimizing the number of calls that areblocked, over a wide variety of loading patterns.We are interested in enjoying the bene�ts of uncon-trolled alternate routing at low to medium loads, with-out getting into high blocking states at high loads whichare characteristic of uncontrolled alternate routing|see [1, 10, 25]. We will presently show that if thestate-protection level (or reservation parameter) is cho-sen above a certain value we are guaranteed to do bet-ter than single-path routing, under the Poisson assump-tions. This is particularly attractive, not only becausewe know we are necessarily improving on single-pathrouting, but because it is known that in most typicalcases, single-path routing is near-optimal under suit-ably high loads. Our algorithm therefore uses the lowestreservation parameter (thereby imitating uncontrolledalternate routing to the utmost), that will guaranteethat we always do better than single-path routing bythe results of Section 2. We expect that for moderateloads, our algorithm will outperform uncontrolled alter-nate routing as well as single-path routing|a claim thatis borne out in the results of Section 4.3.1 Choosing the state-protection levelConsider a path P of an arbitrary alternate-routedcall. Consider links k 2 P . If we can guarantee thatPk2P Lk � 1 for every P , we guarantee that by accept-ing the alternate routed call, we can only improve onthe single-path routing policy. Denote the maximumhop-length over all alternate-routed calls by H. Notethat as long as alternate paths are loop free, H < N ,where N is the number of nodes in the network. Thenclearly if Lk � 1=H for all links k, this policy will al-ways improve on the single-path routing policy. Butfrom Theorem 1, we know that for a given link k,Lk � B(�k; Ck)=B(�k; Ck � rk). So as long as:B(�k; Ck)B(�k; Ck � rk) � 1=H for all k (15)accepting an alternate call will necessarily improve onsingle-path routing. Note that for each link, Ck isknown, �k can be estimated, and H is a design pa-rameter that is assumed �xed.5From Equation 15, it is clear that if the inequalityis satis�ed for some value of rk, it is satis�ed for alllarger values as well. We are interested in the smallestpossible value of rk that does not violate the inequality.Computations can be economized by using the recursivede�nition outlined in Equation 12.We note that topology changes, and links going up ordown, inuence the computation of the state-protection5H may be changed, but all links must be informed about it.It is also possible that each link k can pick its own Hk , whichwould be the maximum hop-length of alternate-routed calls thattraverse link k. We do not study this possibility in this report.

level only insofar as it inuences the primary tra�c de-mand � on the link. Detection of such events, and theire�ects on the rest of the routing algorithm are outsidethe scope of this work.Figure 2 shows values of rk for Ck = 100, over therange �k � Ck. The curves are drawn for H = 2, 6 and120.
0

20

40

60

80

100

0 10 20 30 40 50 60 70 80 90 100

S
t
a
t
e
-
P
r
o
t
e
c
t
i
o
n
 
l
e
v
e
l

Primary Load in Erlangs

Link Capacity = 100

H = 2
H = 6

H = 120

Figure 2: State-protection level rk versus primary tra�cload �k, for a link k. Capacity Ck = 100, and maximumnumber of hops on alternate path routes H = 2, 6, 1203.2 DiscussionSeveral observations are in order here. Note thatH has nothing do with the length of primary paths.For the results of earlier sections to hold, a node paircould well have a primary path of length greater thanH,though this would mean the absence of alternate pathsfor such a pair, since primary paths are of minimumhoplength.From Figure 2 it is clear that while r increases withH for a given load, the increase is contained. We havecurves (not shown here) for H 2 [1000; 2000], for whichr 2 [10; 20] for loads of 50 Erlangs (C=100).It is worth comparing Mitra and Gibbens' result in[28] (see also [29]), where they study a fully-connectednetwork with H = 2. When the primary (one-hop)path is blocked the least busy of the remaining two-hopalternates is chosen. We consider the case when C is120 (the only one for which computed results appearin [28]). Their optimal r values for various number ofalternates allowed, di�er by at most two with respect tothe results that we get at moderately high loads (� 2[110; 120]). This is the crucial range, because for loadsless than this, the r values are su�ciently small thattheir inuence on the dynamics of routing is minimal.What if we chose H < N �1? This would mean thatfewer alternate routes will be available particularly fornodes further apart, implying an additional restrictionon alternate routing. This is often not a serious concern6



even in a moderately sparse network as we shall see inSection 4, because there are typically so many alternatepaths to begin with. The value of reducing H is thatthe r's can be pushed down, allowing freer alternaterouting, which translates to better performance at lowloads. An in-depth analytic study on how to choose agood value of H we leave as a topic for future research.In our algorithm all alternate routed calls are treatedequally | while shorter alternate paths are tried �rst,links will treat alternate calls of di�ering lengths thesame. It is possible to prioritize shorter paths (as theyare more resource e�cient) by a state-protection schemetoo, but this typically inates the values of r for primarycalls, and the gains tend to be overwhelmed by the lossesdue to the inated r's, in the scenarios we have studied.We do not cover such schemes here.Finally, it is worth noting that the strategy we haveemployed for controlling alternate routing, can be di-rectly applied to other Multiple Service/Multiple Re-source models as well, wherever alternate resource setscan be used (at an extra expense), when the primaryresource or set of resources of a service is/are block-ing. A good example is Channel Borrowing in CellularTelephony [32, 18]. Here the resource is the channelsin a cell instead of bandwidth in a link. The primaryresource is the cell in which a call originates, and thealternate resource sets are the neighboring cells whosechannels it can borrow. When a call arrives at a cell,which has no channels idle, a channel may be borrowedfrom a neighboring cell, but this will lead to locking ofthat channel in the co-cells of the borrowing cell. If aco-cell set consists of 3-cells (the situation most oftendiscussed in the literature), then by choosing a r cor-responding to H = 3, we can guarantee that ChannelBorrowing will necessarily improve on the case when noChannel Borrowing is allowed. In a real scenario we ex-pect such a scheme to be quite close to optimal, owingto the fact that the value of r for H = 3 will be quitesmall for C � 50.4 ExperimentsCall-by-call simulations were performed to test theperformance of the control proposed in Section 3. Herewe discuss two starkly di�erent examples: a fully-connected symmetric 4-node network, and a sparselyconnected 12-node network modeled on the NSFNet T3Backbone. While the latter will be the focus, the formeralso illustrates the performance of the control proposedin Section 3.The simulator, written in C, was run for 100 unitsof time. Recall that the call holding time is unity. Itwas run for each of 10 di�erent seeds for a given tra�cmatrix T . In addition each sample run was warmed upfor 10 time units starting from an idle network. Thesesimulation parameters were found to be su�cient for

our examples. The algorithms studied were those ofsingle-path routing, uncontrolled alternate routing andcontrolled alternate routing, according to the result ofSection 3. Each algorithm was run with identical callarrivals and call holding times.Note that we did not consider the case where linksestimate �k, an issue not covered in our work. We sim-ply assumed that a link knew �k a priori. This sim-pli�cation should not take much from the validity ofour results owing to the robustness of state-protection.See Section 2.2 in [21] for a discussion of why state-protection is a robust mechanism.The Erlang Bound on the blocking probability wascomputed for both networks for each T . The ErlangBound is expected to be a rather loose lower bound, be-cause it is a lower bound even if re-packing (rearrang-ing existing calls) is allowed|something that would im-prove blocking performance but that we don't allow inany of our schemes. The Erlang Bound can be computedby evaluating the maximum of the following expressionover all cut sets (S):P i2Sj 62S T (i; j)Pi;j T (i; j) �B0B@Xi2Sj 62S T (i; j);Xi2Sj 62S C(i; j)1CA+P i62Sj2S T (i; j)Pi;j T (i; j) �B0B@Xi62Sj2S T (i; j);Xi62Sj2S C(i; j)1CAHere C(i; j) denotes the capacity of the link de�nedby the ordered pair (i; j), if the link exists. If i and j arenot directly connected then C(i; j) = 0. For reasons ofspace we omit a discussion of the Erlang Bound and howit was e�ciently computed in our scenarios. A proof ofwhy this forms a lower bound on the overall blockingprobability can be gleaned from Section 2.3 of [9] wherethe direction-less version is considered | that is, thenode pair (i; j) does not have a notion of order.4.1 Fully-connected QuadrangleFigure 3 and Figure 4 show the blocking results fora fully-connected quadrangle, as a function of the of-fered load. The latter is a log plot to emphasize theblocking at low loads. The system with uncontrolledalternate routing performs well in the 85 Erlang andbelow range, and then the performance degrades badly.Single-path routing on the other hand does poorly up to90 Erlangs, but then stays low. The controlled schemehowever appears to stick with the better of the two,and performs better than either in the 85 to 95 Erlangrange. Note that it validates our analysis in that ourcontrolled alternate routing scheme does at least as wellas single-path routing.7
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Figure 3: Blocking for a Fully-Connected Quadrangle
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Erlang BoundFigure 4: Blocking for a Fully-Connected Quadrangle4.2 InternetThe NSFNet T3 Backbone was used as the model forthis example. See Figure 5. The nodes here depict CoreNodal Switching Subsystems, and the names associatedwith each node (numbered from 0 to 11), correspondto the Exterior Nodal Switching Subsystems that con-nect to the Core Nodal Switching Subsystems. The maproughly corresponds to the con�guration as of Fall 1992.4.2.1 Setting up the networkWe assumed that each link consists of a pair of unidi-rectional links transmitting in opposite directions. Fore-casting into the future, we assumed a transmission rateof 155 Mb/s links each way, where 100 Mb/s has beenallocated to rate-based tra�c, and the remainder is con-sumed by best-e�ort tra�c. A medium picture qualityvideo call requiring 1 Mb/s was used as a prototype call.This means that C = 100 on each (directional) link.Since the idea was to study a realistic scenario, the
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1CCCCCCCCCCCCCCCCCCAPrimary paths and (loop-free) alternate paths or-dered by increasing length were computed using a K-shortest path algorithm. With the knowledge of the pri-mary path and the above tra�c matrix, the �k's werecalculated. See Equation 1. Two values of H were stud-ied: H = 11 and H = 6. Note that the former allows ar-bitrarily long (loop-free) alternate paths, since N = 12.The values of rk for both cases are tabulated in Table 1.4.2.2 Simulation resultsFigure 6 shows the blocking results for the 12-node net-work modeled after the NSFNet T3 Backbone. In Fig-ure 6, a blocked call can attempt to complete on anynon-looping path. On the average each node pair hadabout 9 alternate paths, with a maximum of 15 anda minimum of 5. The tra�c matrix T was used forthe nominal load, which corresponds to Load=10 in the8



Link k Ck �k rkH=6 H=110!1 100 74 7 100!11 100 77 8 121!0 100 71 6 81!2 100 37 2 31!5 100 46 3 42!1 100 34 2 32!3 100 16 1 23!2 100 16 1 23!4 100 49 3 44!3 100 54 3 44!5 100 63 4 64!11 100 103 56 1005!1 100 49 3 45!4 100 65 5 65!6 100 81 11 156!5 100 87 16 266!7 100 74 7 107!6 100 73 7 97!8 100 71 6 87!9 100 43 3 38!7 100 76 8 118!10 100 124 100 1009!7 100 39 2 39!10 100 49 3 410!8 100 107 70 10010!9 100 48 3 410!11 100 167 100 10011!0 100 85 14 2211!4 100 104 60 10011!10 100 154 100 100Table 1: Capacity (in Erlangs), primary load (in Er-langs), and state-protection levels for H=6 and H=11,of the (directed) links in the NSFNet T3 Backbonemodel, under the nominal load condition. Primary loadvalues are rounded to the nearest integer.plot. The T 's used for the other loads were got by lin-early scaling the T corresponding to the nominal load.Figure 7 shows the same plot of the blocking probabil-ity, but on a log scale, to emphasize the behavior at lowloads.Figure 7 and Figure 6 show that single-path routingperforms poorly compared to alternate routing at mod-erate loads, but approaches the Erlang Bound rapidlybeyond that. Uncontrolled alternate routing, on theother hand performs very well and close to the bound forlow loads, but poorly|worse than single-path routing|at loads above nominal. Our controlled alternate rout-ing scheme does as expected: it improves performance
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Figure 6: Internet Model: unlimited alternate pathlengths
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Erlang BoundFigure 7: Internet Model: unlimited alternate pathlengthsunder moderate loads, and, consistent with our analysis,never does worse than single-path routing. It is inter-esting to note that if the state-dependent scheme of Ottand Krishnan's [34] were to be used the performance ispoor. We ascribe this to the fact that the approximateshadow prices that are computed using the separabil-ity assumption, swing more wildly when the network issparse, so that choosing routes based on shadow pricecomparisons is more prone to error. In their work theyuse a reduced-load approximation to compute the ef-fective primary load intensities. Here we have simplychosen to use the unreduced primary load intensities.We have also investigated the e�ect of limiting thelength of the alternate paths (the H parameter in Equa-tion 15). When the alternate paths are limited to 6hops, on the average each node pair had about 7 alter-nate paths with a maximum of 13, and minimum of 5.It is somewhat encouraging that, even by cutting downthe maximum hop length by about half in a network9



that is reasonably sparse, the alternates available to anode-pair do not change in any drastic fashion. The6-hop results show a small improvement of controlledalternate routing and little change in single-path anduncontrolled alternate routing. We attribute the im-provement to a reduction in the values of r needed tosatisfy Equation 15, while almost all the good alternatepaths remain even when H is reduced to 6. This ob-servation also tells us that the values of r computed inSection 3 (based on the result in Section 2) may be moreconservative than they need to be.We have carried out other simulation experiments toinvestigate the controlled alternate routing strategy.Link failures We disabled links 2!3 and 3!2, andwhile the blocking in general was higher, the relativeposition of the curves was maintained. This was alsothe case when links 7!9 and 9!7 were disabled.Blocking on an O-D pair basis Until now we havelooked at average network blocking as a performancemeasure. The skewness in blocking probabilities acrossO-D pairs for the case H = 6 was also studied. As ex-pected the blocking was most skewed for the single-pathrouting case, and least skewed for the uncontrolled alter-nate routing case almost uniformly across all O-D pairs.This rea�rms the observation made in Section 1 regard-ing the inherent fairness property of alternate routing,because of the greater degree to which it shares networkresources.Primary paths chosen to minimize link loss Inall of the above we chose the minimumhop path as theprimary path. We also re-ran all of the above experi-ments when primary paths were chosen so as to min-imize overall system blocking of primary calls, underthe independent link assumption. In general, this re-sulted in bifurcated primary ows, where a path wouldbe a primary path for an O-D pair with a certain prob-ability. The expected number of lost calls on a link ofcapacity C, fed by a Poisson stream of tra�c intensity�, each call holding for unit time and requiring unitbandwidth, is convex in �. See [23] for a proof. Usingthis as a cost function we used an iterative conjugate-gradient method to minimize the expected sum of linkcosts [3]. The results for the case without alternate rout-ing did better than in the minimum-hop primary pathscenario. However when our alternate routing algorithmwas added, the performance was almost coincident withthat of the minimum-hop primary path scenario. Thissuggests that our scheme, at least in this example, isrobust, in that it appears to be insensitive to the twodi�ering ways of choosing primary paths.

5 Concluding remarksThis work demonstrates how the bene�ts of alter-nate routing { lower average network blocking, betterfairness in blocking on a node pair basis, less sensi-tivity of blocking performance to tra�c estimates andnetwork engineering { can be exploited without mov-ing the network into an ine�cient state of operationby a simple distributed and robust control strategy.While state-protection (the control mechanism used)has been studied and algorithms have been suggestedon how the state-protection levels are to be chosen forfully-connected networks, our work is applicable to ageneral-mesh network, and therefore applicable to can-didate multi-path routing strategies that might be im-plemented on the Internet as it evolves to support traf-�c demanding resource reservations for guaranteed QoS.Our proposed state-dependent scheme can work in con-junction with any state-independent routing rule. Thescheme is lightweight in that it does not require links toadvertise state information, but simply requires knowl-edge by a node of the state of links incident on it.It also provides the important guarantee that the net-work will necessarily improve on the case when onlystate-independent routing is permitted, under the Pois-son assumptions. The result in Section 2 is the piv-otal argument that we use in designing our distributedrouting algorithm. The power of the control schemehas been demonstrated in Section 4, both for a simplefully-connected network and for a more realistic networkbased on the NSFNet T3 Backbone topology and tra�c.References[1] Akinpelu, J. M. The overload performance ofengineered networks with non-hierarchial routing.AT&T Bell Laboratories Technical Journal 63, 7(September 1984), 1261{1281.[2] Ash, G. R., Chen, J.-S., Frey, A. E., Huang,B.-S. D., Lee, C.-K., and McDonald, G. L.Real-time network routing in the AT&T network|improved service quality at lower cost. In Proceed-ings of IEEE Global Telecommunications Confer-ence (Orlando, FL, December 1992), pp. 802{813.[3] Bertsekas, D., and Tsitsiklis, J. Parallel andDistributed Computation. Prentice Hall, 1989.[4] Demers, A., Keshav, S., and Shenker, S.Analysis and simulation of a fair queueing algo-rithm. Journal of Internetworking: Research andExperience 1 (1990), 3{26. Also in Proc. ACMSIGCOMM '89.[5] DeSouza, O. Internet tra�c projections. Workin progress.10
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