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The categorical notion of coalgebra is quite elementary: given a category C (e.g., acategory of complete metric spaces) and a functor F : C ! C, a coalgebra of F is a pair(A; �), with A an object in C and � : A ! F (A) an arrow in C. Clearly, a solutionto a domain equation X �= F (X) can be seen as a coalgebra (D; i), with i being anisomorphism between D and F (D). The coalgebras of a given functor F over a categoryC form a category CF . Arrows are mappings of C which preserve the coalgebra structure(see the next section for a formal de�nition).Semantic domains are usually obtained as solutions of recursive domain equations ofthe kind given above. There might be more than one such solution, but, for large classesof functors, a canonical one is taken. One of the starting points for the present work isa result in [Acz88], showing that, within a category of (classes over) non-standard sets,the canonical solution of a domain equation is a �nal coalgebra. (Non-standard sets areactually called non-well-founded sets in [Acz88], which is one of the standard referenceson the subject | but see also [FH83, FH92]. The word `non-standard' has here a di�erentmeaning than in model theory.)In this paper, it is shown that the canonical solutions of domain equations are �nalcoalgebras, not only in that category of non-standard sets, but also in a category ofcomplete metric spaces and in a category of complete partial orders. In other words, forthese three di�erent categories C and for large classes of functors F , the canonical solutionto a domain equation X �= F (X) is a �nal object in the category CF .1.1 Final SemanticsThe �nality of the domains is not only a unifying property. Final objects are the targetof a unique arrow from any other object of the same category. This is a valuable propertyfrom a semantic point of view.Recall that semantics can be given to a programming language by �rst de�ning asemantic domain and then associating a meaning to the programs of the language bymapping them onto elements of the chosen domain. The (by �nality!) unique arrow fromanother coalgebra (of the same functor) into that domain is then a natural candidatefor such an interpretation mapping. The problem is to give the class of programs of thelanguage a coalgebra structure of the same functor used for the domain. Loosely speaking,syntax and semantics should live in the same category of coalgebras of this functor, thelatter expressing the structure to be preserved under semantic mapping.For instance, consider the language CCS . A semantic mapping should equate thoseprograms which perform the same computations under a certain | informal | notionof observation (and keep the other distinct). As will become clear later, the choice ofthe functor for the domain amounts to making this notion of observation formal. Thusthe functor de�ning the domain should be �xed according to the observation one has inmind. Further, computations are described by means of a transition system (inducedby a set of structural rules) which is essentially a graph having programs as nodes andtransitions as edges. Every program is the root of a tree obtained by unfolding the graphfrom that program. Such a tree gives the computations performable by the root program.Notice that there are many di�erent ways of traversing a tree, each corresponding to adi�erent notion of observation. The problem is thus, given a functor for a domain, to �nda representation of the transition system as a coalgebra of that functor.In general, the semantics shall depend on the observation one wants to perform on the3



computations or, more abstractly, on the functor one �xes. (Observations as functors!)For simplicity, it will be convenient that the functor be on some category of sets, possiblywith some additional structure (e.g., metric or order), and leave to further developmentsgeneralizations to less concrete categories. More essentially, the existence of a �nal coalge-bra for the functor will be needed, possibly to be shown via some limit construction. Thenif one is able to �nd a representation of all the observable computations as a coalgebra ofthe same functor, the (�nal) semantics of the language will immediately follow. (Ideally,this scheme would include not only concurrent languages, but also applicative ones | see,e.g., [Abr90]). Alternatively, the observable computations of the class of programs of thelanguage under study might be directly de�ned as a coalgebra of the chosen functor.Of the general methodology sketched above at least one instance is to be found inthe literature: it is the �nal semantics for CCS given in [Acz88]. There, the seman-tics is based on a (straightforward) coalgebra representation of transition systems for aspeci�c functor (see Example 2.4). The existence of other representations (for di�erentfunctors and, thus, domains) of transition systems (and, possibly, of observable computa-tions in general) will be treated in a forthcoming paper (Observations as Functors: �nalsemantics for programming languages), together with other issues (like compositionality)involving the languages. Instead here, as already mentioned, the attention is rather fo-cussed on foundational issues, independent from the languages, like the general propertiesof functors ensuring the construction of �nal coalgebras. Moreover, there is a `coalgebraic'notion which can be studied in the abstract and which is of major interest for seman-tics: the kind of equivalence induced by a functor and its coalgebras. Some properties ofsuch an equivalence are useful in clarifying the relationship between �nal semantics and`equivalence-based' semantics.Consider again CCS . An alternative approach to its semantics is to formalize thenotion of observation in terms of an (observational) equivalence. The semantic mappingassociates to each program its equivalence class and the domain is then simply de�ned asthe image of that mapping. A popular example of such an observational equivalence is(strong) bisimulation as de�ned in [Par81]. Now, the functor used for the �nal semanticsin [Acz88] can be shown to induce bisimulation equivalence in the sense that two programsare mapped (via the �nal semantics) into the same process if and only if they are bisimilar.One of the advantage of working with �nal semantics is that there is a single `coalge-braic' notion of (possibly observational) equivalence which is parametric of the functor:it is the de�nition of F -bisimulation as given in [AM89]. For a particular choice of thefunctor F , namely the one used in [Acz88] (but see also [BZ82]), F -bisimulation coincideswith bisimulation in the traditional sense, as was observed above. Also other equivalences,like for instance trace equivalence, can be obtained by instantiating F -bisimulation to acertain functor (as will be shown in the above mentioned Observations as Functors). Andeven for the existing observational equivalences which do not fall under this scheme, itmight still be useful to understand why they fail to be described in this way.1.2 Contribution of this PaperIt is now possible to be more precise about the technical results in this paper. First of allit is shown that �nal coalgebras are strongly extensional in the sense that two elementsof a �nal F -coalgebra are equal if and only if they are F -bisimilar. Also other abstractproperties concerning F -bisimulations are studied. Then a �nal coalgebra theorem is given4



for each of the three categories under study, stating that the canonical solution of a domainequation is a �nal coalgebra.As already mentioned, the (so-called special) �nal coalgebra theorem for non-standardsets is not a new result ([Acz88]). However, the proof given here is somewhat moretransparent than the original one because of a di�erent formulation of the de�nition ofuniformity on maps , which occurs in the conditions of the theorem. An extensive de-scription of non-standard set theory is included as well, both because this theory (still) isnon-standard indeed, and because the way it is presented here has some interest on its own.A uniform characterization of standard and non-standard set theory is introduced, show-ing that the latter theory is as natural as the former: the foundation and anti-foundationaxioms are stated in terms of initial algebras and �nal coalgebras, respectively. The useof �nal coalgebras is particularly helpful to have a concise and uniform presentation ofequivalent forms of the anti-foundation axiom, like, e.g., the Solution Lemma used in theproof of the �nal coalgebra theorem.For metric spaces the �nal coalgebra theorem is a new result. It is shown that locallycontracting functors on the category of complete metric spaces (with non-expansive map-pings as arrows) have a �nal coalgebra. The proof is based on a theorem stating that suchfunctors have �xed points. The latter theorem extends earlier results of [AR89] along thelines of [SP82], and is proved in full detail.For partial orders an initial algebra theorem and the so-called limit-colimit coinci-dence are well-known (see [SP82]), but, apparently, it was never proved in detail that (inCPO?) initial algebras and �nal coalgebras coincide. (Actually, the proof given here ofthe `order-theoretic' �nal coalgebra theorem does not make direct use of the limit-colimitcoincidence.) It is shown that the �xed point of a locally continuous functor on the cate-gory of complete partial orders (with strict and continuous mappings) is a �nal coalgebrain that category.The main result about the category of cpo's is the study of a new notion, calledordered F -bisimulation, which is a generalization of the de�nition of F -bisimulation. Boththe notions of partial bisimulation from [Abr91] and that of simulation from [Pit92] (forthe functorial case) can be seen to be examples of ordered F -bisimulations. Correspondingto the notion of ordered F -bisimulation is a generalized notion of strong extensionality.A proof is given of the fact that the �nal coalgebras of locally continuous functors arestrongly extensional in such a generalized sense. It implies the internal full abstractnessresult from [Abr91], and the extensionality results (for the functorial case) from [Pit92].1.3 Overview of the PaperIn Section 2 (algebras and) coalgebras of functors are introduced. Examples are givenshowing that the powerset functor can be used for coalgebra representations of graphsand (labelled) transition system. A third example consists of a metric variant of the �nalsemantics given in [Acz88] (and mentioned above).Section 3 is dedicated to the notion of F -bisimulation. It is �rst shown that for the samekind of functor as in Examples 2.4 and 2.8 it corresponds to strong bisimulation. Thenabstract properties are proved like strong extensionality and preservation of F-bisimulationin the category of F -coalgebras.In the next three sections, �nal coalgebras in the categories of non-standard sets,complete metric spaces, and complete partial orders are treated. These sections can be5



read independently from each other (but presuppose Sections 2 and 3).In the last section, a comparative analysis is made between the three di�erent �nalcoalgebra constructions discussed in the paper. Related and future work, including therelationship between �nal coalgebras and coinduction (the dual of induction), are alsodiscussed.Although an extensive use of diagrams is made throughout the paper, no previousknowledge of category theory is required. Indeed, just a few (elementary) categoricalnotions are used.2 Algebras and Coalgebras of FunctorsLet C be a category and F : C ! C be a functor from C to C. (Such a functor is called anendofunctor on C.)De�nition 2.1 An F-coalgebra is a pair (A; �), consisting of an object A and an arrow� : A ! F (A) in C. It is dual to the notion of F -algebra: an F-algebra is a pair (A; �),consisting of an object A and an arrow � : F (A)! A in C. 2For instance, consider a preorder (C;�). It can be interpreted as a category: theobjects are the elements of C, and between any two elements c; d 2 C there is an arrow ifand only if c � d. Any monotonic function F : C ! C is then an endofunctor on C. Thusan F -coalgebra is a post-�xed point x 2 C with x � F (x), and an F -algebra is a pre-�xedpoint x 2 C with F (x) � x.De�nition 2.2 F-coalgebras form a category, denoted by CF , by taking as arrows betweencoalgebras (A; �) and (A0; �0) those arrows f : A ! A0 in C such that �0 � f = F (f) � �;that is, the following diagram commutes:A f - A0�? � ?�0F (A) F (f)- F (A0)Reversing the arrows one can easily de�ne the category of F -algebras. 2Notice that in category theory the name F -(co)algebra is usually reserved for thecase when F is the functor of a (co)monad (see, e.g, [Lan71]). F -(co)algebras have thensome extra structure. They form a di�erent category which, however, can be regardedas a subcategory of the above category of F -(co)algebras by simply forgetting the extra(co)monadic structure both in the objects and in the arrows.As the name suggests, there is a relationship between algebras of functors and the moretraditional �-algebras (sets with operations). For instance, the natural numbers togetherwith the constant 0 and the successor function form a �-algebra (for any � consisting ofa constant and a unary function symbol). Consider the functor 1 + - on the category Set6



of sets, where 1 is a one element set, and + is the disjoint sum. An algebra of this functoris a pair (A; �), with � : 1 +A! A de�ned as the sum of the functionse : 1! At : A! A:Now the natural numbers can be seen to be an algebra of the above functor by de�ninge and t as follows: e maps the only element of 1 to 0, and t is de�ned as the successorfunction.Given this relationship between algebras of functors and algebras in the traditionalsense, it is natural to look for a notion of coalgebra dual to the one of algebra. In otherwords, what is the dual of operations? An operation on a set A can be regarded as anaction which, given some objects of A, combines them into a new object of A. Its dualis then an action which, given an object, decomposes it into several new components. Asimple example is the following.Example 2.3 GraphsA graph is a pair (N;!) consisting of a set N of nodes and a collection ! of (directed)arcs between nodes: !� N�N . A graph can be regarded as a coalgebra of the (covariant)powerset functor P on the category Set of sets as follows. Let child : N ! P(N) be de�nedby, for all n 2 N ,child(n) � fm j n! mg: 2A similar example is given by non-deterministic computations which can be said tobe split at every state into a set of possible computations. To describe non-deterministiccomputations labelled transition systems in the style of [Plo81b] are often used:Example 2.4 Labelled Transition SystemsA labelled transition system (LTS) is a triple L = (S;A;!), consisting of a set S of states,a set A of labels, and a transition relation!� S �A � SOften programs, given as closed terms over some signature, constitute the set S of states.Non-determinism is expressed by the fact that from a single state many di�erent transitionsare possible. Every LTS can be seen as a labelled graph: the nodes are the elements of S;there is an arc with label a between two nodes s and s0 if and only if (s; a; s0) 2! (alsowritten as s a�!s0). LTS's can be represented as coalgebras as follows. Let the functorP(A�-) : Set ! Setbe de�ned, for any set X , byP(A�X) � fU j U � A �Xg:A labelled transition system (S;A;!) can then be represented as a coalgebra (S; �) of thefunctor P(A�-) by de�ning � : S ! P(A�S), for all s; s0 2 S, a 2 A, by7



< a; s0 >2 �(s) () s a�!s0: 2The above is the coalgebra representation of transition systems from [Acz88] (but seealso [Hes88]) mentioned in the introduction. The LTS associated to a language like CCShas programs as states and atomic actions as labels. Transitions are given by the inductiveclosure of a set of structural rules. In Example 2.8, still along the lines of [Acz88], a �nalsemantics based on this representation is illustrated. But �rst the de�nition of �nal objectsin a category is needed:De�nition 2.5 An object A in C is called �nal if for any other object B in C there existsa unique arrow from B to A. It is the dual notion of initial object (unique arrow from theobject). Final and initial objects are unique up to isomorphism. 2Consider again a preorder (C;�) (viewed as a category) and a monotonic functionF : C ! C. A �nal F -coalgebra is simply the greatest post-�xed point of F , which by astandard result is also the greatest �xed point. (Dually, an initial F -algebra is the least(pre-)�xed point of F .) Below, the notion of �xed point is generalized to functors andthen a standard result is shown: �nal coalgebras are �xed points.De�nition 2.6 An F -coalgebra (A; �) is a �xed point for F (write A �= F (A)) if � is anisomorphism between A and F (A). That is, there exists an arrow ��1 : F (A) ! A suchthat � � ��1 = idF (A) and ��1 � � = idA: 2Proposition 2.7 A �nal F -coalgebra is a �xed point of F .Proof. Let (A; �) be a �nal F -coalgebra. Since (F (A); F (�)) is also an F -coalgebra,there exists a unique f : F (A)! A such that the following diagram commutes:F (A) f - AF (�)? � ?�F (F (A)) F (f)- F (A)By �nality, the only arrow from (A; �) into itself is the identity. Since both squares of thefollowing diagram commute, f � � is the identity on A:A � - F (A) f - A�? � F (�) ? � ?�F (A) F (�)- F (F (A)) F (f)- F (A)But then it also follows that � � f is the identity on F (A):8



� � f = F (f) � F (�) = F (f � �) = F (idA) = idF (A):Therefore f is the inverse of �. 2Dually, an initial F -algebra is also a �xed point of F . Notice that a �xed point of afunctor F can be regarded both as an F -coalgebra and as an F -algebra.Example 2.8 A Final SemanticsConsider the category CMS of complete metric spaces (with non-expansive mappings asarrows). On this category, the usual constructions of disjoint sum and product are de�ned.Moreover, the powerset functor Pcomp(-), yielding all (metrically) compact subsets is well-de�ned on CMS. (Details on these constructions are omitted here; they are given inSection 5.) Similarly to Example 2.4, a LTS (S;A;!) can be represented as a coalgebraas follows. Let Pcomp(A� -) : CMS! CMS be de�ned, for any metric space X , byPcomp(A�X) � fU � A�X j U is compactg:The above LTS can be seen to be a coalgebra of this functor by supplying S with thediscrete metric (any two di�erent states in S have distance 1), and de�ning, for all s; s0 2 Sand a 2 A,< a; s0 >2 �(s) () s a�!s0:(For �(s) to be well de�ned, the transition relation ! should be �nitely branching. ForLTS's not having this property, other choices for the functor can be made.) As willbe shown in Section 5, the functor Pcomp(A � -) has a �nal coalgebra (P; i), which byProposition 2.7 is a �xed point:P �= Pcomp(A� P ):Let j be the inverse of the isomorphism i. A semantic mapping [[�]] from S into P can nowbe de�ned as the unique mapping from the coalgebra (S; �) into the �nal coalgebra (P; i):S [[�]] - P6�? � j ?iP(A�S) P(A�[[�]])- P(A�P )Thus [[�]] satis�es the following recursive equation:[[s]] = j(f< a; [[s0]] >j s a�!s0g):This semantics mapping is precisely the same given in [BM88, Rut92] as the �xed pointof a contracting function � : (S ! P ) ! (S ! P ), using Banach's �xed-point theorem.(There the domain is the same, but its �nality is not recognized.) 2A �nal remark. There is a notion which generalizes and combines both algebras andcoalgebras of functors: An F;G-dialgebra [Hag87] of two functors F and G from a categoryD to a category C is still a pair (A; �), but with � an arrow in C from F (A) to G(A). Itis a notion useful in type theory. 9



3 F -BisimulationThe �nal semantics example in the previous section has the property that it maps twostates into the same process if and only if they are (strongly) bisimilar in the followingsense: A relation R � S � S on the set of states S of a LTS (S;A;!) is called a (strong)bisimulation ([Par81]) if for all a 2 A and s; t 2 S with sR t,s a�! s0 ) 9t0 2 S; t a�! t0 and s0R t0and t a�! t0 ) 9s0 2 S; s a�! s0 and s0R t0:Next � is de�ned as the union of all bisimulations and two states s and t are calledbisimilar when s � t.In [AM89] it was noticed that coalgebras can be used for a natural generalization ofthe above notion of bisimilarity: For every functor F on the category of classes, a relationon F -coalgebras is de�ned, called F -bisimulation. This de�nition is here (generalizedto other categories and) repeated, and some of its properties are analyzed. It is shownthat �nal coalgebras are strongly extensional, that is, any two elements of a �nal F -coalgebra are equivalent if and only if they are F -bisimilar. Moreover, arrows between F -coalgebras preserve F -bisimulation. Together, these facts imply that (F -)bisimilar statesare semantically mapped into the same process by the �nal semantics given in 2.8. Alsothe converse is proved here, under the condition that F weakly preserve kernel pairs.For sake of simplicity, the (F -bisimulation) relations considered here are of a set-theoretic nature. That is, relations are de�ned as subsets of a cartesian product. A moregeneral categorical formulation would, on one hand, allow de�ning F -bisimulations for allcategories of coalgebras, but, on the other hand, it would bring unnecessary complica-tions, since the categorical product of the three categories under study here amounts toa cartesian product. In categorical words, for each of the categories C considered here,there exists a faithful forgetful functor U from C into a category of (possibly large) setsand, moreover, for every object A in C, U(A�A) = U(A)�U(A). To be more speci�c, inthe case of complete partial orders, the product A �A of a cpo A = (jAj;vA) with itselfis given by the cartesian (i.e., set-theoretic) product jAj � jAj together with the followingorder: for all hx1; y1i, hx2; y2i 2 jAj � jAj,hx1; y1i v hx2; y2i � x1 vA x2 and y1 vA y2:Similarly, if A = (jAj; dA) is a complete metric space, the following metric is to be addedto the cartesian product jAj � jAj: for all hx1; y1i, hx2; y2i 2 jAj � jAj,d(hx1; y1i; hx2; y2i) � maxfdA(x1; x2); dA(y1; y2)g:(All this can be more synthetically and generally rephrased as: C is a category for whichthe forgetful functor into Set exists and creates products .) The notation jAj will be usedalso in the sequel to denote the set in a cpo or metric space A (i.e., jAj � U(A)). If A isa (possibly large) set then jAj will simply be A itself (U is the identity functor).De�nition 3.1 Let C, throughout the rest of this section, be a category of (possibly large)sets possibly with an additional metric or order-theoretic structure. For any object A in10



C, a relation R on A is an object R of C such that jRj � jAj�jAj. If A is either a completemetric space or a cpo, then R inherits the metric or the order from A � A. By abuse ofnotation, R � A� A will be used in the sequel to denote that R is a relation on A. 2De�nition 3.2 Let F : C ! C be a functor. Let (A; �) be an F -coalgebra. Let R bea relation on A. Then R is called an F -bisimulation on (A; �) if there exists an arrow� : R ! F (R) such that the projections �1; �2 : R ! A are arrows in CF from (R; �) to(A; �). That is, both squares of the following diagram should commute:R �1 - A � �2 R� ? � ?� � ?�F (R) F (�1)- F (A) �F (�2) F (R)Two elements a and a0 in A are called F -bisimilar (notation a F� a0) if there exists abisimulation relation R on (A; �) with aRa0; thusF� �[fR � A�A j R is an F -bisimulation on (A; �) g: 2De�nition 3.2 indeed generalizes the standard notion of strong bisimulation:Example 3.3 BisimulationRecall from Example 2.4 that the functorP(A� -) : Set ! Setis used for representing LTS's. Consider a LTS (S;A;!) and let (S; �) be the correspond-ing P(A� -)-coalgebra. It is shown that there is a one-to-one correspondence between thestrong bisimulations and the P(A� -)-bisimulations on S.Let R � S � S be a strong bisimulation on S. De�ne � : R ! P(A � R) by, for allsR t, �((s; t)) � f< a; (s0; t0) >j s a�! s0 ^ t a�! t0 ^ s0R t0gIt is straightforward to check that (R; �) satis�es the conditions of De�nition 3.2.Conversely, let R be an P(A � -)-bisimulation, with corresponding coalgebra (R; �).Consider s and t such that sR t. By symmetry, it su�ces to prove that, for all s0 2 S,a 2 A,s a�!s0 ) 9t0; s0R t0 and t a�!t0:That is, for all s0 2 S, a 2 A,< a; s0 >2 �(s)) 9t0; s0R t0 and < a; t0 >2 �(t):11



Suppose < a; s0 >2 �(s). Since�(s) = �(�1((s; t)))= P(A� �1) � �((s; t))= f< a; u >j u 2 S and 9v 2 S; < a; (u; v)>2 �((s; t))gthere exists t0 2 S with < a; (s0; t0) >2 �((s; t)), and hence s0Rt0. Because�(t) = �(�2((s; t)))= P(A� �2) � �((s; t))it follows that < a; t0 >2 �(t). 2The above de�nition of F -bisimulation paves the way for a uniform treatment of di�er-ent kinds of observational equivalence. Other observational equivalences can be describedby choosing a di�erent functor.The rest of this section describes some semantically interesting properties of F -bisimu-lation, starting from strong extensionality:Theorem 3.4 Any �nal F -coalgebra (A; �) is strongly extensional: for all a1; a2 2 A,a1 = a2 () a1 F� a2(Recall that F� is the union of all F -bisimulations on (A; �).)Proof. Let =A be the identity relation on A. The inclusion from left to right followsfrom the fact that =A can be seen to be an F -bisimulation on (A; �) as follows. De�ne� : A!=A by, for all a 2 A, �(a) �< a; a >, and � : =A! F (=A) by � � F (�) �� � �1.Then (=A; �) is an F -bisimulation on (A; �):=A �1� � - A � �2� - =A� ? � ?� � ?�F (=A) F (�1)�F (�)- F (A) �F (�2)F (�)- F (=A)Conversely, let R � A � A be an F -bisimulation with (R; �) as in De�nition 3.2. Sinceboth �1 and �2 are arrows in CF from (R; �) to the �nal F -coalgebra (A; �), it followsthat �1 = �2. Thus R �=A. 2Theorem 3.5 Let (B; �) be an F -coalgebra and (A; �) a �nal F -coalgebra. Let [[�]] :(B; �)! (A; �) be the unique arrow from (B; �) to (A; �). For all b1; b2 in B,b1 F� b2 ) [[b1]] = [[b2]]: 12



Proof. Let (R; ) be an F -bisimulation on B. Since both [[�]] � �1 and [[�]] � �2 are arrowsbetween the F -coalgebras (R; ) and (A; �), and since (A; �) is �nal it follows that [[�]]��1 =[[�]] � �2. 2In general, in categories of (possibly large) sets one can prove that certain arrowsbetween F -coalgebras preserve F -bisimulation. More precisely, this holds for arrows thathave a right inverse (also called split epis). (In Set every surjective mapping has, by theaxiom of choice, a right inverse.) The idea is that one would like to show that, given anarrow f between F -coalgebras (A; �) and (A0; �0), and given an F -bisimulation (R; �) on(A; �), the following relationRf � fhf(a); f(a0)i 2 jA0j � jA0j j aRa0gis an F -bisimulation on (A0; �0). If F is an endofunctor on a category either of completepartial orders or of complete metric spaces, one needs �rst of all to show that Rf is acomplete partial order or a complete metric space, respectively. This can be shown underthe assumption that f has a right inverse as follows. Let C be, for instance, CPO? (seeSection 6 for the formal de�nition of CPO?) and assume the existence of a right inverseh to f . Then one can show that Rf is a cpo: h?A0 ;?A0i is the minimal element, sincef is (an arrow in CPO? and hence) strict, and h?A;?Ai 2 R. Further suppose thathf(an); f(a0n)in is an !-chain in Rf . By monotonicity of h, hh � f(an); h � f(a0n)in is achain in R. Because R is a cpo this chain has a limit in R, say ha; a0i. By continuity of fit follows thathf � h � f(an); f � h � f(a0n)in = hf(an); f(a0n)inconverges to hf(a); f(a0)i, which is in Rf .Now, the above right inverse can also be used to de�ne the following arrow�0 � F (f � f) � � � (h� h):This �0 turns Rf into an F -bisimulation. Indeed, consider the cube below:R f � f� h� h - Rf@@@�i @@@R �0 @@@�0i @@@R� ? A f - A0� ? ?F (R) F (f � f)- F (Rf ) ?�0@@@F (�i) @@@R @@@F (�0i) @@@RF (A) F (f) - F (A0)13



All sides commute but the back and the right one. One has to prove the commutativityof the latter. That is, �0 � �i0 = F (�i0) � �0, for i = 1; 2. Chasing the diagrams, it follows�0 � �i0 = �0 � �i0 � (f � f) � (h� h)= �0 � f � �i � (h� h)= F (f) � � � �i � (h� h)= F (f) � F (�i) � � � (h� h)= F (�i0) � F (f � f) � � � (h� h)= F (�i0) � �0:All this proves the following:Theorem 3.6 Let f : (A; �) ! (A0; �0) be an arrow in CF with a right inverse. For alla; a0 2 A,a F� a0 ) f(a) F� f(a0):For the converse of Theorem 3.5, it is su�cient to prove that for any arrow f betweenany two F -coalgebras (A; �) and (A0; �0), the following relationRf � f(a; a0) 2 jAj � jAj j f(a) = f(a0)gis an F -bisimulation on (A; �). Again, it is not di�cult to prove that Rf is an object ofthe category: E.g., if C is CPO? then the fact that Rf is closed (i.e., all !-chains havea least upper bound) follows from the continuity of f and the observation that Rf is theinverse image of the diagonal in jA0j � jA0j, which is trivially closed:Rf = (f�1 � f�1)fhx; xi 2 jA0j � jA0jg:Now for Rf to be an F -bisimulation, there should exist an arrow � : Rf ! F (Rf) makingboth the back and the left side squares of the following cube commute:Rf �2 - A@@@�1 @@@R � @@@f @@@R9� ? A f - A0� ? ?F (Rf) F (�2) - F (A) ?�0@@@F (�1) @@@R @@@F (f) @@@RF (A) F (f) - F (A0)14



Note that the front and right squares are equal and commute, because f is an arrowbetween coalgebras. The top square also commutes; thus, by functoriality, the bottom onedoes as well. Further observe thatF (f) � � � �1 = �0 � f � �1= �0 � f � �2= F (f) � � � �2One needs the existence of an arrow �Rf@@@ �@@@RHHHHH � � �2HHHHHjAAAAAA� � �1 AAAAAAUF (Rf) F (�2)- F (A)?F (�1) ?F (f)F (A) F (f)- F (A0)such that � � �1 = F (�1) � � and � � �2 = F (�2) � �. It is su�cient for the existence ofsuch an arrow that the inner square of the above diagram is a weak kernel pair for F (f):De�nition 3.7 Consider an arrow f : b ! c in a category C. A kernel pair for f is anobject a and arrows h : a ! b and k : a ! b in C such that f � h = f � k, and such thatfor any other such triple (a0; h0; k0) there exists a unique arrow e from a0 to a such thata0 @@@ e@@@RHHHHH k0HHHHHjAAAAAAh0 AAAAAAU h0 = h � ea k - b andh? ?f k0 = k � e:b f - cThe object a, with arrows h and k is called a weak kernel pair if in the preceding formu-lation the requirement of uniqueness is dropped. 2It is not di�cult to prove that Rf and its two projections form a kernel pair for f .Thus for the existence of an appropriate arrow � it is su�cient if the functor F weaklypreserves kernel pairs. We have proved: 15



Theorem 3.8 Let F be a functor weakly preserving kernel pairs. That is, the imageunder F of a kernel pair for an arrow f is a weak kernel pair for the arrow F (f). Forevery arrow f between any two F -coalgebras (A; �) and (A0; �0), the kernel pair Rf of fis an F -bisimulation on (A; �).The above proof is motivated by [AM89], were it is shown that for functors F thatpreserve weak pullbacks, the notions of F -bisimulation and congruence coincide. Manystandard functors (built from sum, product etc.) weakly preserve kernel pairs.The following corollary generalizes the fact mentioned at the beginning of this sectionthat two states are (P(A � -)-)bisimilar if and only if they are mapped into the sameprocess:Corollary 3.9 Let F be a functor weakly preserving kernel pairs. Let (B; �) be an F -coalgebra and (A; �) a �nal F -coalgebra. Let [[�]] : (B; �) ! (A; �) be the unique arrowfrom (B; �) to (A; �). For all b1; b2 in B,b1 F� b2 () [[b1]] = [[b2]]:The Rest of this PaperIn the rest of this paper, the categories Class�, CMS and CPO? will be treated in greatdetail. For each of these, a family of functors having a �nal coalgebra will be identi�ed. Inother words, three �nal coalgebra theorems will be proved for functors satisfying certainconditions. The three next sections can be read independently from each other.4 Non-Standard Set TheoryIn this section, a �rst concrete category is presented in which a �nal coalgebra theoremholds. It is the category Class�: objects are classes, possibly containing non-standard (ornon-well-founded , [Acz88]) sets, and arrows are functions between classes. This (so-calledspecial) �nal coalgebra theorem goes as follow: Consider an endofunctor F over Class�which has a greatest �xed point JF = F (JF ). Then, if this functor preserves inclusionsand is uniform on maps , the �xed point JF , together with its identity mapping, is a �nalF -coalgebra.The section is divided in four parts. The �rst recalls the basic set theory ZFC� ofwhich both standard and non-standard set theory are extensions (obtained by addingrespectively foundation and anti-foundation axioms). For this, no previous knowledge ofset-theory is required. This part also describes �xed points of class functors (needed inthe main theorem).The second part introduces a new formulation of foundation and anti-foundation ax-ioms in terms of initial algebras and �nal coalgebras (of a powerset functor). A comparisonwith the standard formulations then follows. The anti-foundation axiom as formulated in[Acz88] is here called Decoration Lemma.The third part recalls the Solution Lemma from [Acz88]. It is yet another formulationof the anti-foundation axiom. It is used in the proof of the main theorem. The SolutionLemma is stated using coalgebras and this makes its proof trivial.In the last part, about the special �nal coalgebra theorem, a new de�nition of unifor-mity on maps is given and then the special �nal coalgebra theorem is proved.16



4.1 Basic Set TheoryThe intuitive idea of a set is that of a collection of objects which have a certain property'. Moreover, two sets should be equal if and only if they have the same elements. A�rst step towards a formalization of such an idea is to �x a language to express theseproperties. A natural candidate is a �rst order predicate calculus with equality. The onlyprimitive relation needed seems to be that of membership, which is a binary predicateusually denoted by \2". For instance the usual notion of subset can be expressed asfollows:x � y � 8v (v 2 x) v 2 y):Constant symbols for denoting the elements of a set will turn out not to be necessary, asevery object of interest can be represented as a set.Following this intuition, the only axioms would then be:Extensionality :x = y , x � y ^ y � x:Strong Comprehension:8 property '; fx j '(x)g is a set:However, Russel's paradoxical set fx j x 62 xg shows that such a strong comprehensionaxiom cannot be stated in its full generality. Strong comprehension is thus to be replacedby the following axiom:Comprehension:8 property '; 8 set v; fx j '(x)^ x 2 vg is a set:As comprehension can be applied only to members of already de�ned sets, it is necessaryto postulate the existence of some sets, either primitive or derived by applying some basicoperators:Empty Set :There exists a set ; with no elements:Paring, Union, Power Set :fx; yg; [ x; P(x) are all sets:(As usual, Sx and P(x) stand respectively for the collection of all members of membersof x and the collection of all subsets of x.) By means of the union operator one can de�nean operator s acting as successor as follows: s(x) = x [ fxg. Regarding the empty setas 0, the existence of an in�nite set can be stated by postulating the existence of a setcontaining the natural numbers. That is:In�nity :There exists a set containing 0 and closed under the successor operator s:17



(The axioms above, as well as those given in the sequel, are written for convenience innatural language but note that they can also be expressed in the language of set theory {see, e.g., [Lev79].)Further useful notions can be derived from the above axioms, like, for instance, thatof ordered pair :< x; y > � fx; fx; ygg:A formal de�nition of function can then be given as a collection f of ordered pairs suchthat for every x there exists a unique y with < x; y >2 f . (This was also the �rst formalde�nition of function.) Two more axioms about functions are then usually added:Replacement :The image of a set under a function is a set:Choice:Every surjective function has a right inverse.A right inverse of a function f : a! b is a function g : b! a such that f �g is the identityon b. The above axiom of choice is equivalent to postulate that for every set a there existsa choice function, that is, a function f such that, for every x 2 a, f(x) 2 x.Even though the collection fx j '(x)g of all sets x having a given property ' mightnot be a set it can still be of interest for set theory. Such `speci�able' collections are calledclasses . Clearly, a set is a class, but the converse is not true, in which case one speaksof a proper class . For this reason classes are also called large sets . Extensionality can beapplied also to classes, but the restriction has to be imposed that an element of a class isa set. Thus the classes speci�ed by two properties ' and  are equal if and only if ' and hold for the same sets. In the sequel, lower case letters will denote sets while capitalletters will be used to denote classes.An example of a proper class is the so-called universe of sets, namely the collection ofall sets:V � fx j x = xg:(V is indeed the collection of all sets as the property x = x trivially holds for all sets!)Notice that di�erent properties may specify the same class. For instance, any propertyother than `x = x' which holds for all sets can be used to specify the universe.The theory associated with (i.e., the collection of all sentences derivable from) theabove axioms (extensionality, comprehension, empty set, pairing, union, power set, in�nity,replacement, choice) is usually denoted by ZFC� in the literature (e.g., [Lev79, Lan86]).In the sequel it will be also called basic set theory .From the axioms of basic set theory alone it is not possible to draw a canonical pictureof how the universe looks like, a picture independent of the speci�c interpretation onemight give to the theory. This was felt as a problem already in the early developmentsof set theory. The solution was found in the so-called foundation axiom, which was thenadded to basic set theory. This axiom restricts the universe to the `smallest' of all possibleones. Then the picture arises of a universe in which sets are hereditarily constructedfrom the empty set, by iterative applications of the powerset operator. Every set has a18



rank , namely the stage at which it appears in such a cumulative hierarchy . This intuitivestructure, together with the fact that all existing mathematics discovered at that timecould still be carried out inside this restricted universe, made the axiom easily accepted.However, recent applications in computer science have raised interest in the dual choice,namely in postulating that the universe be the `largest' possible one (anti-foundationaxiom).In the sequel, this duality between foundation and anti-foundation axiom will be ex-pressed formally in terms of the categorical dualities between algebras and coalgebras andinitiality and �nality, the latter providing a formal de�nition of `smallest' and `greatest'.This makes the qualitative descriptive improvement in adding a foundational axiom tobasic set theory quite transparent: the universe is described as a universal object in asuitable|that is, rich enough|category. Therefore, the above two extensions of basic settheory will be both called categorical set theories . The classical one (basic set theory withthe foundation axiom) will be called standard set theory , while the other (basic set theorywith the anti-foundation axiom) will be called non-standard set theory . Notice that herethe use of the word `non-standard' di�ers from the use of the same word in model theory:here non-standard is the postulated presence of non-well-founded sets in the universe,rather than a model of the universe.Before introducing categorical set theories, it is useful to discuss some �xed pointtheory of functions within basic set theory. Notice that it is customary in set theory toconsider strict equalities rather than isomorphisms as �xed points of functors:De�nition 4.1 A �xed point of an endofunctor F in a category of sets (or classes) is aset (or a class) X satisfying the equality X = F (X). That is, X is a �xed point of F w.r.t.set-inclusion. 2The de�nitions and results in the rest of this subsection are from [Acz88].De�nition 4.2 Let F be a class function. Then:F is set-based if8 class A 8x 2 F (A) ) 9 a set a � A such that x 2 F (a):F is monotone if8A;B : A � B ) F (A) � F (B):F is set-continuous if it is both monotone and set-based. 2Theorem 4.3 If a class function F is set-continuous then:1. There exists a class IF which is the least pre-�xed point of F . As usual, it can beshown that IF is also the least �xed point of F .2. There exists a class JF which is the greatest post-�xed point of F . It can be shownthat JF is also the greatest �xed point of F .19



There is a characterization of least and greatest �xed points in terms of iterations. Forthis purpose the class On of all ordinals is needed. An ordinal is a transitive set (a setx is transitive if every element y of x is also a subset of x) x which is well-ordered by 2,that is, 2 totally orders x and every non-empty subset of x has a least element w.r.t. 2.If � and � are two ordinals such that � 2 �, one usually writes � < �. The �rst ordinalsare: ;, s(;), s2(;), etc. The �rst limit ordinal is ! � Sn2N sn(;), which, by the in�nityaxiom, is indeed a set.Corollary 4.4 If a class function F is set-continuous then the following de�nitions aresound:F " � � F ([�<�F " �) and F # � � F (\�<�F # �):Moreover,IF = [�2OnF " � and JF = \�2OnF # �:There is yet another characterization of JF as union of sets (thus not arbitrary classes!)which are pre-�xed points of F :JF =[fx j x � F (x)g:4.2 Categorical Set Theory: Standard vs Non-StandardClasses form the objects of a category, having as arrows class functions , that is, mappingsassigning to every class a class. Actually, to every set theory a di�erent category of classesis associated.De�nition 4.5 The category of classes of (sets de�ned in terms of) basic set theory isdenoted by Class . 2The powerset constructor can be turned into a (covariant) functor from Class to Classas follows: for every class A,P(A) � fx j x is a set ^ x � Ag;for every function f : A! B and every set x � A,P(f)(x) � ff(y) j y 2 xg:Notice that only subsets are taken into consideration. This makes possible that V be a�xed point of the powerset functor (which, by cardinality reasons, would not be the caseif one would consider the collection of all subclasses of a given class):Proposition 4.6 V = P(V ):Proof. V is the largest class. Thus, since P(V ) is itself a class, P(V ) � V . For theconverse it is su�cient to prove that every set x is a subset of V . That is, for every y 2 x,y is also in V . This is immediate from the fact that y is a set. 2Since V is the largest class one also has: 20



Corollary 4.7 The universe V is the greatest �xed point of the powerset functor.Notice that P is set-continuous, thus, by Corollary 4.4, V = JP .Moreover, the identity mapping idV of V can be seen both as a mapping from P(V )to V and as mapping from V to P(V ):Corollary 4.8 (V; idV ) is both a P-algebra and a P-coalgebra.Notice that the categories of P-algebras and a P-coalgebras are very rich categories. Forinstance, every class function f : A ! f(A) can be seen as an arrow between the P-coalgebras (A; singA) and (f(A); singf(A)), where the function sing maps every set x intofxg.The notions of `initial' and `�nal' are the categorical abstraction of the notions of`smallest' and `largest'. Therefore, one could categorically express that the universe is thesmallest or the largest possible one, respectively, as:Foundation Axiom(V; idV ) is an initial P-algebra.Anti-Foundation Axiom(V; idV ) is a �nal P-coalgebra.A comparison of the above formulation of foundation and anti-foundation axioms withthe standard one is made below, so that it will become clear that equivalent formulationsof these axioms are expressible in the language of set theory. But �rst the answer is givento a question which might naturally arises here. Namely, whether initial P-algebras and�nal P-coalgebras exist at all in basic set theory. The following two theorems are from[AM89] and [Acz88], respectively:Theorem 4.9 Every set-based functor F : Class ! Class has a �nal coalgebra.Proof. See [AM89], where the theorem is called Final Coalgebra Theorem. (The proof isactually based upon a de�nition of set-based functor which is even more liberal than theone given above.) 2From the above theorem one can (although not directly) prove that there exists afunction � from V to P(V ) such that (V; �) is a �nal P-coalgebra. What cannot beproved is that the identity function is one such � which makes V �nal, which is in factthe content of the anti-foundation axiom as formulated above.Set theory deals with strict equalities rather than just isomorphisms. If one postulatesthe anti-foundation axiom then one can prove that, under some rather liberal hypotheses,the greatest �xed point of an endofunctor F , together with the identity mapping, is a �nalF -coalgebra (i.e., the special �nal coalgebra theorem). The dual theorem, instead, can beproved without further assumptions, that is, within basic set theory:Theorem 4.10 The least �xed point IF = F (IF ) of a set-continuous functor F : Class !Class which preserves inclusion mappings (see de�nition below) is an initial F -algebra.21



Proof. See [Acz88]. 2An inclusion mapping is a function associated with two classes A and B such that A � B.It has A as domain, B as codomain and maps every element a of A in the same a which, byinclusion, is also in B. It is denoted by �A;B and the subscript is dropped whenever clearfrom the context. An endofunctor F on Class preserves inclusion mappings when, for allclasses A and B with A � B, if F (A) � F (B) then F (�A;B) = �F (A);F (B). The powersetfunctor is easily provable to preserve inclusion mappings, as well as being set-continuous.Thus its least �xed point is an initial algebra.4.2.1 Well-Founded SetsThe formulation of the two axioms above is not quite standard. Usually, by foundationaxiom the following is intended:V is the least �xed point of P : (1)Since P is set-continuous, its least �xed point is, by Corollary 4.4, the so-called cumulativehierarchy[�2OnP " �:Thus, assuming V is such a class, a rank can be associated with every set, namely thestage � at which the set �rst appears in the hierarchy. This ranking function allows oneto prove that (1) is equivalent to the following statement:Every set is well-founded w.r.t. 2which amounts to saying that every non empty set has an 2-least element. This can beeasily expressed in the language of set theory as follows:8x (x 6= ; ) 9v (v 2 x ^ :9y (y 2 x ^ y 2 v))):In other words, there is no in�nitely descending chain of sets w.r.t. 2. This explains whythe universe of basic set theory together with the foundation axiom is called universe ofwell-founded sets .Theorem 4.11 (V; idV ) is an initial P-algebra () V is the least �xed point of P.Proof. Since P is set-continuous and preserves inclusion mappings, the implication fromright to left follows from Theorem 4.10. For the implication from left to right consider anarbitrary �xed point X = P(X). Since:1. X � V ,2. P preserves inclusion mappings,3. (X; idX) is a P-algebra,4. (V; idV ) is initial,the unique arrow f from (V; idV ) to (X; idX) is such that22



�X;V � f = idV :From this, it easily follows that f itself is the identity on V and thus V � X . 2Basic set theory together with the foundation axiom is the standard set theory . Vir-tually all known mathematics can be carried out inside such a theory and therefore formany decades only well-founded sets were considered to be sets. It was computer sciencethat provided non-well-founded sets with one of the �rst signi�cant applications: seman-tic processes are non-well-founded sets. (But see also [FH83] for a { previous { purelymathematical application.)4.2.2 Decoration LemmaIn [Acz88] the anti-foundation axiom is formulated in terms of graphs and their \deco-rations". Corollary 4.8 shows that, already in basic set theory, the universe of sets is aP-coalgebra. In Example 2.3 it is shown that graphs are P-coalgebras as well. On theother hand every P-coalgebra (A; �) can be seen as a (possibly large) graph, by interpret-ing A as a set (or class) of nodes and � as the child function. Therefore, the universe ofsets can be interpreted as the class of nodes of a (large) graph. The childhood relation insuch a graph is given by the membership relation between sets.At a more local level one can observe that every set x can be \pictured" as a graph:nodes are the sets in the transitive closure w.r.t. 2 of x. The same membership relationgives also the childhood relation. For instance, the set 2 � f;; 1g, with 1 � f;g, can bepictured as: 2	������ @@@@@@R; � 1The converse of the notion of picture of a set by a graph is the \decoration" of a graphby a set:De�nition 4.12 Given a graph G, let GP denote its P-coalgebra representation (seeExample 2.3). A decoration of a graph G is an arrow from the P-coalgebra representationGP of the graph into the P-coalgebra (V; idV ). 2For instance the mappinga 7! 2 b 7! ; c 7! 1is a decoration of the graph: a	������ @@@@@@Rb � c23



Moreover, it is the unique such decoration. In general, it can be proved within basic settheory that for every graph which contains no in�nite path there exists a unique decoration.(Mostowski's Collapsing Lemma.) Notice that a graph has no in�nite path if and only ifits childhood relation is well-founded. Thus:Proposition 4.13 For every well-founded graph there exists a unique decoration.Clearly, every graph which is picture of a well-founded set is itself well-founded. And the(unique) decoration of a well-founded graph is a well-founded set.Many graphs of interest, especially in computer science, are not well-founded, like, forinstance, the cyclic graph with one node and one arc:��s ��� (2)One might therefore consider a set theory in which the following generalization of theabove proposition holds:Decoration LemmaFor every graph there exists a unique decoration.In fact, the above statement, expressible in the language of set theory is the formulationof the anti-foundation axiom as given in [Acz88]. It turns out to be equivalent to theanti-foundation axiom formulated in terms of �nality:Theorem 4.14 (V; idV ) is a �nal P-coalgebra if and only if for every graph there existsa unique decoration.Proof. The implication from left to right is immediate: if (V; idV ) is �nal, from anyP-coalgebra there exists a unique arrow into it; in particular this holds for coalgebrasrepresenting graphs. The implication from right to left follows by applying the SpecialFinal Coalgebra Theorem (see below) to the powerset functor, as that theorem can beproved assuming the decoration lemma instead of the anti-foundation axiom in terms of�nality (see [Acz88]). 2The unique decoration of the graph in (2) is thus then the unique arrow from the coalgebra(f�g; �), with �(�) = f�g, into (V; idV ):f�g - Vkkk�? � kkP(f�g) - P(V )Chasing the diagram, the (only) node of the graph will be uniquely associated to a (non-well-founded) set, say 
, such that 
 = f
g. (This example shows that non-well-foundedsets can also be �nite.)Notice that, since the relation 2 is not any more well-founded, more than extensionalityis needed in order to establish equality between sets. But a criterion for establishing24



equality of sets arises from the postulated �nality of the universe and from Theorem 3.4,stating that �nal coalgebras are strongly extensional:Theorem 4.15 Two sets are equal if and only if they are in a P-bisimulation relation.By applying De�nition 3.2 to the powerset functor, one obtains:De�nition 4.16 A relation R on V is a P-bisimulation if, for every set x and y such thatxRy, 8x0 2 x; 9y0 2 y; x0R y0and 8y0 2 y; 9x0 2 x; x0R y0: 2Regarding sets as graphs, and thus edges going from sets into their members, this de�nitionis just the standard de�nition of bisimulation as given in [Par81], abstracting from the factthat there graphs are labelled.In the rest of this section only non-standard set theory , that is, basic set theory togetherwith the anti-foundation axiom, will be considered. In particular:De�nition 4.17 The category denoted by Class� is the category with objects the classesof non standard set theory and with arrows the functions between these classes. 24.3 Solution LemmaThe �nality of the universe V can be exploited not only to regard sets as decorationsof graphs but also as solutions of systems of set-equations . This is the content of thesolution lemma, illustrated in this subsection, which is yet another formulation of theanti-foundation axiom. This lemma is used in the special �nal coalgebra theorem.Let x1 and x2 be two `indeterminates'. Then the following is an example of a systemof set-equations in fx1; x2g:x1 = fx2; fx1; 0gg;x2 = f0; 2g:In general, a set-equation has an indeterminate in its left hand side and a collectionin its right hand side. The collection in the rhs is a set, apart from the fact that it mightcontain not only sets but also indeterminates as elements, and as elements of its elements,and so on. (It is thus important to keep the symbols used for indeterminates distinctfrom those used for `pure' sets.) The collection of all these sets which might containindeterminates in their transitive closure forms an `expanded' universe:De�nition 4.18 Given a class X , the expanded universe w.r.t. X | denoted by VX |is de�ned as the greatest �xed point of the (set-continuous) functor P(X + -). Thus:VX = P(X + VX): 25



2Clearly, the universe V is isomorphic to V; and can be embedded into any VX .The formal de�nition of a system of set-equations can now be given:De�nition 4.19 Given a class X , a system of set-equations in X is a function� : X ! VX :That is, a collection of equations of the formx = �x;with x 2 X and �x 2 VX . 2Consider again the above example of a system of set-equations. A solution to thatsystem would simply be a function f : fx1; x2g ! V such thatf(x1) = ff(x2); ff(x1); 0gg; f(x2) = f0; 2g:In general, a solution to a system fx = �xgx2X is a function f : X ! V such that, for allx 2 X ,f(x) = f̂(�x) (3)where, informally, f̂(�x) is obtained by replacing every xi in the transitive closure of �x bythe corresponding f(xi). That is, if x0; x1; : : :, are the variables appearing in the transitiveclosure of �x, and denoting �x by �x[x0; x1; : : :], thenf̂(�x) = �x[x0=f(x0); x1=f(x1); : : :]:This intuitive idea has a formal de�nition:De�nition 4.20 A solution to a system of set-equations � : X ! VX is a composedarrow � � �, where � : VX ! V is any arrow making the square in the following diagramcommute: X � - VX � - Vkkk�� ? � kkP(VX) P(�)- P(V )where, for every v in VX , that is, for every v � X + VX (since VX = P(X + VX)),��(v) � f�x j x 2 v \Xg [ fv0 j v0 2 v \ VXg: 2If one puts f = � � � and f̂ = � = P(�) ��� , then, for every v in VX ,f̂(v) = ff(x) j x 2 v \Xg [ ff̂(v0) j v0 2 v \ VXg (4)26



and, in particular, (3) holds.Since solutions are de�ned in terms of P-coalgebra arrows between (VX ;��) and theuniverse, the �nality of the latter immediately gives the followingSolution Lemma [Acz88]For every system of set-equations there exists a unique solution.This lemma provides thus sets with another representation, describing them as uniquesolutions of systems of equations; moreover, it is an important tool in proving propertiesof non-standard sets, as the next section will illustrate. Since its proof relies on the �nalityof the universe, the solution lemma holds only in non-standard set theory. In fact, it canbe proved that the solution lemma is equivalent to the anti-foundation axiom.Notice that the use of coalgebras makes the presentation of the solution lemma muchsimpler than in [Acz88]. In particular, its proof becomes here trivial, while the followingis needed there:Substitution Lemma [Acz88]For every function f : X ! V there exists a unique function f̂ : VX ! V such that, forevery v 2 VX ,f̂(v) = ff(x) j x 2 v \Xg [ ff̂(v0) j v0 2 v \ VXg:Although the above lemma is not needed here for proving the solution lemma, the existenceof such a unique extension of any function on X to a function on VX is needed in thesequel (in the de�nition of uniformity on maps). Notice that it simply generalizes (4) toany function on X .One �nal remark. Here, the de�nition of the expanded universe is carried out withinthe language of set theory, but, alternatively, indeterminates could also be added as newsymbols in the language. For instance, in [BE88] indeterminates are indeed treated asprimitive elements (Urelemente) of a set theory like the one in [Bar75]. But in order tocarry out this extension of the language formally, an extension of the axioms of the theoryis also required.4.4 Special Final Coalgebra TheoremThe assumption that the universe (greatest �xed point of P) be a �nal coalgebra of thepowerset functor is strong enough to make the greatest �xed points of a large class ofother functors be �nal coalgebras of the respective functors too. This is the content of thespecial �nal coalgebra theorem illustrated in this subsection.The �nality of the greatest �xed point of (certain) functors is proved here by means ofthe solution lemma. Arrows into such candidate �nal coalgebras are associated to solutionsof systems of set equations (having the class in the source coalgebra as indeterminates).This is best illustrated by means of the powerset functor:For any function f : A! V and any fa0; a1; : : :g in P(A),P(f)(fa0; a1; : : :g) = ff(a0); f(a1); : : :g:27



Regard now A as a class of indeterminates and fa0; a1; : : :g as a set in VA, that is, associateto A the obvious embedding function 'A : P(A)! VA. Then:ff(a0); f(a1); : : :g = f̂ � 'A(fa0; a1; : : :g):Loosely speaking, this shows that the powerset functor behaves on maps as it behaves onobjects (uniform on maps).The mapping 'A is described above as an embedding and this is indeed the case formost of functors of interest for semantics. In general, other mappings can be consideredas well, so that what above generalizes to the following:De�nition 4.21 An endofunctor F : Class� ! Class� is uniform on maps if for everyclass A there exists a VA-translation for F , that is, a mapping 'A : F (A)! VA such that,for every function f : A! V , the square in the following diagram commutes:A F (A) 'A - VAf? F (f)? � ?̂fV F (V ) � - VBriey: 8A 9'A : F (A)! VA such that 8f : A! V and 8� 2 F (A)F (f)(�) = f̂ �'A(�): 2Theorem 4.22 (Special Final Coalgebra Theorem)Let F : Class�! Class� be a functor uniform on maps and inclusion preserving. If, w.r.t.set-inclusion, F has a greatest �xed (as well as post�xed) point JF , then (JF ; id) is a �nalF-coalgebra.Proof. For every F -coalgebra (A; �) one needs to �nd a function f : A! JF such that,for all a in A,f(a) = F (f)(�(a)) (5)and then show that it is unique. By uniformity on maps, there exists a VA-translation forF . Since �(a) belongs to F (A), one can rewrite (5) asf(a) = f̂ � 'A(�(a)):But then the unique solution of the system fa = 'A(�(a))ga2A of set-equations in A is afunction f : A ! V for which (5) holds. Now it remains to be proved that the image ofthis function f is contained in JF , that is, f is a function into JF as well. From equation(5) one can derive that:f(A) = F (f)(�(A))� F (f)(F (A))� F (f(A)); 28



that is, f(A) is a post�xed point of F . From all this follows that f is an arrow whichmakes the following diagram commute:A f - f(A)�? � ?�F (A) F (f)- F (f(A))Since JF is the greatest post�xed point of F w.r.t. set-inclusion, f(A) is included in JFand F (f(A)) is included in F (JF ). Moreover, since F is an inclusion preserving functor,the inclusion mapping from F (f(A)) into F (JF ) is equal to the F image of the inclusionmapping from f(A) into JF . Therefore, the following diagram commutes:f(A) � - JFkkk�? � kkF (f(A)) F (�)- F (JF )Combining the last two diagrams, f can be regarded as an arrow from A into JF whichmakes the following diagram commute:A f - JFkkk�? � kkF (A) F (f)- F (JF )This shows the existence of an arrow from (A; �) into (JF ; id). Uniqueness follows fromthe fact that any such an arrow is also a solution of fa = 'A(�(a))ga2A, which by thesolution lemma is unique. 2Corollary 4.23 The greatest �xed point of a set-continuous functor which is uniform onmaps and inclusion preserving is, together with the identity mapping, a �nal coalgebra.5 Complete Metric SpacesLet CMS be the category with complete metric spaces (D; dD) as objects and non-expansive (non-distance-increasing) functions as arrows. That is, functions f : D ! Esuch that, for all x; y 2 D, 29



dE(f(x); (f(y))� dD(x; y):(For basic facts on metric spaces see, e.g., [Dug66].) For any two complete metric spacesD and E, the set of arrows between D and E,hom(D;E)� ff : D! E j f is non-expansivegis itself a complete metric space, with metric, for all f; g 2 hom(D;E),d(f; g) � supx2DfdE(f(x); g(x))g:In analogy to the so-called order-enriched (or O-) categories of [SP82], CMS is called ametric-enriched category.De�nition 5.1 A category C is called metric-enriched if every hom-set is a completemetric space and composition of arrows is continuous with respect to this metric. 2In the sequel, only metric-enriched categories like CMS will be considered, in whichthe objects themselves are metric spaces (from which the hom-sets inherit their metricstructure). Nevertheless, it will turn out to be convenient to formulate some de�nitionsand results about metric-enriched categories in general.The fact that hom sets are metric spaces allows the following characterization of fam-ilies of functors in terms of how they act on arrows.De�nition 5.2 Let F : C ! C 0 be a functor on metric-enriched categories. It is calledlocally continuous (non-expansive) if, for any two objects D;E 2 C, the mappingFD;E : hom(D;E)! hom(F (D); F (E)) f 7! F (f)is continuous (non-expansive). The functor F is called locally contracting (or hom-con-tracting) if there exists � with 0 � � < 1 such that, for all D;E, the mapping FD;E is acontraction with factor �: for all f; g 2 hom(D;E),dhom(F (D);F (E))(F (f); F (g))� � � dhom(D;E)(f; g): 2Example 5.3 Let Pcomp : CMS! CMS be the metric powerset functor de�ned on objectsby, for all (D; dD) 2 CMS,Pcomp(D) � fX j X is a compact (w.r.t. dD) subset of Dg:The metric on Pcomp(D) is the so-called Hausdor� metric dH , given by, for X; Y 2Pcomp(D),dH(X; Y ) = maxfsupx2Xfd(x; Y )g; supy2Y fd(y;X)gg;where d(x; Z) = infz2ZfdD(x; z)g for every Z � M , x 2 M . (by convention, sup ; = 0and inf ; = 1.) One can show that if D is complete then Pcomp(D) is complete as well.On arrows f : D! E, we havePcomp(f) : Pcomp(D)! Pcomp(E); X 7! ff(x) j x 2 Xg:30



It is not di�cult to prove that Pcomp is locally non-expansive. 2Example 5.4 For every � with 0 � � < 1, the \shrinking" functor id� : CMS! CMS isde�ned as the identity on arrows and, for any (D; dD),id�((D; dD)) � (D; � � dD):Clearly id� is locally contracting. 25.1 A `Metric' Final Coalgebra TheoremThe �nal coalgebra theorem below will be based on the following.Theorem 5.5 Every �xed point of a locally contracting functor F : CMS ! CMS is a�nal F-coalgebra.Proof. Suppose that M is a �xed point for F , that is, M �= F (M). Let i : M ! F (M)and j : F (M) ! M be the two components of such an isomorphism. Thus j � i = idMand i � j = idF (M). Let (X;�) be an F -coalgebra. De�ne � : hom(X;M)! hom(X;M)by, for all f , X f -M6�(f) � j � F (f) � � �? i? jF (X) F (f)- F (M)Let F be locally contracting with factor �. Then � is a contraction with factor �. Thatis, for all f1; f2 2 hom(X;M),d(�(f1);�(f2)) = supx2XfdM(�(f1)(x);�(f2)(x))g= supx2XfdM(j � F (f1) � �(x); j � F (f2) � �(x))g� supy2F (X)fdM(j � F (f1)(y); j � F (f2)(y))g� supy2F (X)fdF (M)(F (f1)(y); F (f2)(y))g (j is non-expansive)= d(F (f1); F (f2))� � � d(f1; f2) (F is locally contracting):By Banach's theorem F has a unique �xed point � : X !M . Moreover:i � � = i � �(�) = i � j � F (f) � � = F (f) � �;which shows that � is the unique arrow from (X;�) into (M; i). 2The dual of this theorem can be proved similarly:31



Theorem 5.6 Every �xed point of a locally contracting functor F : CMS ! CMS is aninitial F-algebra.In subsection 5.3, the following theorem will be proved.Theorem 5.7 Every locally contracting functor F : CMS! CMS has a �xed point.From Theorem 5.5 and Theorem 5.7, the following �nal coalgebra theorem for CMS isimmediate.Theorem 5.8 Every locally contracting functor F : CMS ! CMS has a �nal F -coalge-bra.Since �nal coalgebras are unique (up to isomorphism) the following is immediate.Corollary 5.9 Every locally contracting functor F : CMS ! CMS has a unique �xedpoint (which is at the same time a �nal F -coalgebra and an initial F -algebra).5.2 F -Bisimulation in CMSAccording to the de�nition of bisimulation (De�nition 3.2), F -bisimulations have to beobjects in the category under consideration. For the category CMS this implies that theyhave to be complete metric spaces: that is, an F -bisimulation on an F -coalgebra (A; �)in CMS is a closed subset of A� A, satisfying the conditions of De�nition 3.2.The following theorem is an instantiation of Theorem 3.4 to the category CMS.Theorem 5.10 The unique �xed point (M; i) of a locally contracting functor F : CMS!CMS is strongly extensional; that is, for all x; y 2M ,x = y , x F� y:(Recall that F� = SfR �M �M j R is an F -bisimulation on (M; i) g.) 2Next the construction of a metric domain for strong bisimulation (as used in Example2.8 and [BM88, Rut90]) will be described in detail.Let A be an arbitrary set supplied with the discrete metric. The constant functorFA : CMS ! CMS assigns to all objects the complete metric space A, and to all arrowsthe identity arrow idA. Let I be the identity functor on CMS. The product functor� : CMS � CMS ! CMS gives for any two objects D and E in CMS the Cartesianproduct D �E, with metric, for all x1; x2 2 D and y1; y2 2 E,dD�E(hx1; y1i; hx2; y2i) � maxfdD(x1; x2); dE(y1; y2)gOn arrows � is de�ned as usual.Let F1 and F2 be two functor from CMS to CMS. The functor < F1; F2 >: CMS !CMS� CMS (the tupling of F1 and F2) is de�ned on objects D by< F1; F2 > (D) �< F1(D); F2(D) >and on arrows f : D! E by 32



< F1; F2 > (f) �< F1(f); F2(f) >Let the functor F : CMS ! CMS be de�ned as a composition of the above functors asfollows:F � Pcomp � �� < FA; I > :It has already been observed that Pcomp is locally continuous, and the same applies to theother constructs. Composition of functors preserves local continuity, hence F is locallycontinuous. Next de�ne, for some � with 0 � � < 1, a functor F� byF� � id� � F:It is immediate that F� is locally contracting since id� is locally contracting and F is locallycontinuous. Finally we are ready for the following.De�nition 5.11 Let the metric domain for bisimulation PM be the unique �xed pointof the locally contracting functor F�. That is, PM is the unique complete metric spacesatisfyingPM �= Pcomp(A� PM): 2By Theorem 5.5 PM is a �nal coalgebra. Recall that it is used in Example 2.8 forrepresenting �nitely branching labelled transition systems.(For LTS's that are image �nite (a weaker notion than �nitely branching), one couldreplace in the above de�nition the functor Pcomp by another powerset functor: Pclosed,which yields all metrically closed subsets. In [Bre92], domains are given suited for LTS'sthat satisfy even more general \branching" properties.)5.3 Fixed Points in CMSIn this subsection, it will be shown that every locally contracting functor has a �xed point,thus proving Theorem 5.7. In [AR89], a similar theorem is proved: so-called contractingfunctors on a category of complete metric spaces (with double arrows) have a �xed point(see also below). Here the results of [AR89] are generalized; in summary, a reconstructionof that paper is given along the lines of [SP82] and [Plo81a].A standard way of constructing �xed points of functors on a category of completepartial orders, as described in [SP82], can be seen as a category-theoretic generalizationof the least �xed point construction of monotone functions on complete partial orders.In metric-enriched categories, the construction of �xed points of functors can be bettercompared to Banach's �xed point theorem: any contracting function f from a completemetric space to itself has a unique �xed point, which can be obtained as the limit ofall �nite iterations of f starting in an arbitrary element. (See also the remark followingTheorem 5.23.)As in [SP82], �xed points will be constructed in a category with so-called embedding-projection pairs as arrows. One of the reasons for this is that certain constructions, likethe function space construction, are not functorial. However, such constructions can beturned into functors on this category with double arrows, which is introduced next.33



De�nition 5.12 Let C be a metric-enriched category. A subcategory CE (of embeddings)can be de�ned by taking as objects the same objects as C. Arrows � : D ! E in CE arepairs � = h�e; �pi such that�e : D! E; �p : E ! Dare arrows in C with�p � �e = idD:The �rst component �e is called an embedding and the second component �p a projection.Identity arrows in CE on objects D are hidD; idDi, and composition of two arrows � and� is de�ned by� � � � h�e � �e; �p � �pi: 2Note that for arrows � : D! E in CMSE the facts that �e and �p are non-expansive and�p � �e = idD imply that �e is a distance-preserving embedding.It is illustrative to compare the above de�nition to the standard example of an order-enriched category, namely the category CPO? of complete partial orders with strict con-tinuous mappings. If D and E are cpo's and i : D ! E and j : E ! D are arrows inCPO? then hi; ji is called a projection pair from D to E provided thatj � i = idD and i � j vhom(E;E) idE :Note that the one half of such projection pairs determines the other. For the metriccase this does not hold. For instance, in CMS the trivial one point metric space can beembedded in di�erent ways into any other metric space containing more than one element.Though the latter condition of projection pairs (i � j vhom(E;E) idE) does not seem tohave a direct corresponding metric counterpart, it is possible, due to the fact that hom-setsare complete metric spaces, to de�ne a function on projection pairs that technically willplay a similar role.De�nition 5.13 Let � : D! E be an arrow in CE . Then�(�) � dhom(E;E)(�e � �p; idE):More generally, let< �1; : : : ; �n >:< D1; : : : ; Dn >!< E1; : : : ; En >be an arrow in (CE)n. Then�(< �1; : : : ; �n >) � maxf�(�1); : : : ; �(�n)g: 2The above �(�) is called the approximation degree of �: it can be understood as a measureof the quality with which E is approximated byD. (Note that �(�) = 0 implies thatD andE are isomorphic.) The approximation degree can be conveniently used in characterizingcolimits in the category CMSE . But let us �rst explain what a colimit is.34



De�nition 5.14 An !-chain � in a category C is a sequence of objects and arrows like� = D0 !�0 D1!�1 � � � :Given an object D in C, a cone � : �! D from � to D is a sequence of arrows �n : Dn !D such that for all n � 0,�n = �n+1 � �n:A colimit of � is an initial cone from �, that is, a cone � : � ! D such that for everyother cone  : �! E there exists a unique arrow � : D! E satisfying, for all n � 0,� � �n = n: 2Theorem 5.15 Let C be a metric-enriched category and let � be an !-chain in C. Let� : �! D be a cone from �. Then� : �! D is initial (a colimit) for � , limn!1 �(�n) = 0:Proof. The theorem generalizes the metric version of the `initiality lemma' given in[AR89]. There the theorem is formulated for the category CMS and assumes, more im-portantly, � to be a so-called converging !-chain. An inspection of the proof given thereshows that this condition is superuous. 2Observing thatlimn!1 �(�n) = 0 , limn!1 �ne � �np = idDshows the correspondence with the order-theoretic version of the initiality lemma,� : �! D is initial (a colimit) for � , Gn �ne � �np = idD;interpreting � and � over the category CPOE.In the sequel, also products of metric-enriched categories will be considered.De�nition 5.16 Let C and C 0 be two metric-enriched categories. The product categoryC � C0 has as objects pairs < D;E > of objects D in C and E in C0. Arrows are pairs ofarrows as usual: For any two pairs < D;E > and < D0; E 0 >,hom(< D;E >;< D0; E 0 >) =f< f; g >j f : D ! D0 in C and g : E ! E 0 in C0g:Clearly, C � C0 is again a metric-enriched category, by putting for arrows < f1; g1 > and< f2; g2 > in the above hom-set,d(< f1; g1 >;< f2; g2 >) � maxfdhom(D;D0)(f1; f2); dhom(E;E0)(g1; g2)g: 235



Let C be a metric-enriched category. It is next shown how in general every functor F :Cm+n ! C, which is contravariant in its �rst m and covariant in its last n arguments (withm+ n � 1) induces a functorFE : (CE)m+n ! CE :(Note that the general case includes, e.g., covariant functors of one argument.) A typicalexample of such a functor F is the function space constructor:Example 5.17 The function space constructor !: CMS � CMS ! CMS gives for anytwo objects D and E the set D ! E of non-expansive mappings from D to E: D !E � hom(D;E). (The metric on D ! E is as on hom(D;E).) Consider the categoryCMS� CMS with arrows< f; g >:< D;E >!< D0; E 0 >;where f : D0 ! D and g : E ! E 0 are arrows in CMS. Note the di�erent directions: !is called contravariant in its �rst argument and covariant in its second. (Formally,! is afunctor (covariant in both arguments) from CMSop�CMS to CMS.) The image under !of such an arrow is given byf ! g : (D! E)! (D0 ! E 0); h 7! g � h � f: 2De�nition 5.18 Let C be a metric-enriched category and let F : Cm+n ! C be con-travariant in its �rst m arguments and covariant in its last n arguments. For conveniencetake m = 1 and n = 1. The functorFE : (CE)1+1 ! CEis de�ned on objects by, for any < D;E >2 (CE)1+1,FE(< D;E >) � F (< D;E >):On arrows < �; � >:< D;E >!< D0; E 0 > in (CE)1+1 (with � : D ! D0 and � : E ! E 0arrows in CE), FE is de�ned byFE(< �; � >) � hF (< �p; �e >); F (< �e; �p >)i:Note that FE is covariant in both arguments. If F and G are functors and G�F is de�nedthen (G � F )E = GE � FE . 2It is easy to show that FE is a functor. In particular,F (< �e; �p >) � F (< �p; �e >) = (F is contravariant in its �rst argument)F (< �p � �e; �p � �e >)= F (< idD; idE >)= F (id<D;E>)= idF (<D;E>):Example 5.17 (continued) According to the above de�nition, the functor !: CMS �CMS! CMS induces a functor !E de�ned on objects < D;E > by36



D!E E � D ! Eand on arrows < �; � >:< D;E >!< D0; E 0 > by�!E � � h�p ! �e; �e ! �pi: 2Starting with a locally continuous functor F will yield an !-continuous functor FE :De�nition 5.19 Let C be a metric-enriched category. A (covariant) functor F : CE ! CEis !-continuous if for every !-chain � and every colimit (initial cone) � : � ! D of �the cone F (�) : F (�) ! F (D) is again initial. (This de�nition can be straightforwardlygeneralized to functors from (CE)n to CE.) 2In other words, F preserves colimits of !-chains.Theorem 5.20 Let C be a metric-enriched category and let F : (C)m+n ! C be con-travariant in its �rst m arguments and covariant in its last n arguments. If F is locallycontinuous then FE is !-continuous.Proof. The proof mimics that of [Plo81a]. For simplicity let m = 1 = n. ConsiderF : (C)1+1 ! C and let � : �! D and � : �! E be two initial cones. It has to be provedthat FE(�; �) : FE(�;�)! FE(D;E) is again initial. Theorem 5.15 will be used:limn!1(FE(< �; � >)n)e � (FE(< �; � >)n)p= limn!1(FE(< �n; �n >))e � (FE(< �n; �n >))p= limn!1 F (< �pn; �en >) � FE(< �en; �pn >)= limn!1 F (< �en � �pn; �en � �pn >)= (F is locally continuous)F (< limn!1�en � �pn; limn!1 �en � �pn >)= (Theorem 5.15)F (< idD; idE >)= FE(< idD; idE >)= idFE(<D;E>):Thus, again by Theorem 5.15, FE(�; �) is initial. 2There is also a property of functors on CE that corresponds with the notion of localcontractivity.De�nition 5.21 Let C be a metric-enriched category. A (covariant) functor F : CE ! CEis contracting if there exists 0 � � < 1 such that, for every arrow � : D ! E in CE,�(F (�)) � � � �(�):(Again the de�nition can be easily generalized to functors from (CE)n to CE.) 237



The value of �(�) can be seen as a measure of the quality with which E is approximated,and hence contractivity of a functor amounts to the property that it strictly improvessuch approximations. Using the initiality lemma (Theorem 5.15), one can easily show thatcontractivity implies !-continuity. There is also a relation between local contractivity andcontractivity, as pointed out by Gordon Plotkin (personal communication):Theorem 5.22 Let C be a metric-enriched category and let F : (C)m+n ! C be con-travariant in its �rst m arguments and covariant in its last n arguments. If F is locallycontracting then FE is contracting.Proof. Again restrict to the convenient case thatm = n = 1. Let F be locally contractingwith factor �. Consider an arrow < �; � > from < D;E > to < D0; E 0 > in CE � CE.Then �(FE(< �; � >)) = (de�nition FE)�(hF (< �p; �e >); F (< �e; �p >i)= (de�nition �)d(F (< �p; �e >) � F (< �e; �p >); idF (<D0;E0>))= d(F (< �e � �p; �e � �p >); F (id<D0;E0>))� (F is locally contracting)� � d(< �e � �p; �e � �p >; id<D0;E0>)= � � d(< �e � �p; �e � �p >;< idD0; idE0 >)= � �maxfd(�e � �p; idD0); d(�e � �p; idE0)g= � �maxf�(�); �(�)g= � � �(< �; � >): 2Contracting functors on CMSE are particularly interesting.Theorem 5.23 Every contracting functor F : CMSE ! CMSE has a �xed point.Proof. The proof is given in [AR89]. It consists of a metric variant of the standardconstruction for cpo's. An important di�erence however is the use of the metric versionof the `initiality lemma', as formulated in Theorem 5.15. We give a sketch of the proof.Let D0 be the trivial one point metric space and let �0 : D0 ! F (D0) be an arbitraryarrow embedding D0 into F (D0). De�ne an !-chain � � (Dn; �n)n by putting Dn+1 �F (Dn) and �n+1 � F (�n), for n � 0. The so-called direct (or projective) limit of �,D � f(xn)n j 8n � 0[xn 2 Dn ^ �pn(xn+1) = xn]gcan be seen to be a complete metric space with metric dD onD given by, for all (xn)n; (yn)nin D, dD((xn)n; (ym)m) � supn�0fdDn(xn; yn)g:38



(It is assumed that the metrics dDn have a common upper bound.) Next D can be turnedinto a cone � : �! D with arrows �n : Dn ! D, for all n � 0, by de�ning for all x 2 Dn,and (xm)m 2 D,�en(x) � (�pn�1 � � � � � �p0(x); �pn�1 � � � � � �p1(x); : : : ;�pn�1(x); x; �en(x); �en+1 � �en(x); : : :);�pn((xm)m) � xn:So far the fact that F is a contracting functor has not been used. An easy argumentshows that the contractivity of F implies limn!1 �(�n) = 0, whence D is a colimit for�. Contractivity of F also implies that F preserves !-chains and their colimits: F (�) :F (�) ! F (D) is again a colimit. Since � and F (�) are equal but for the �rst elementand colimits are unique (up to isomorphism), it follows that D �= F (D). 2Remark: Contractivity of F implies limn!1 �(�n) = 0. Another way of describing thisfact is to observe that the !-chain � is Cauchy (in [AR89], it is called converging):8� > 0 9N > 0 8m > n � N; �(�m�1 � � � � � �n) < �Implicit in the above construction is the following fact: every !-chain that is Cauchy hasa colimit. (Thus the category CMSE could be called Cauchy-!-complete.) The parallelwith Banach's �xed point theorem is now clear: iterating F from the one point metricspace yields (by F 's contractivity) an !-chain that is Cauchy. By Cauchy-completeness ofCMSE , this chain has a colimit, which is a �xed point of F .Combining the results of this subsection now yields a proof of Theorem 5.7.Theorem 5.7 Every locally contracting functor F : CMS! CMS has a �xed point.Proof. Let F : CMS ! CMS be locally contracting. By De�nition 5.18, it can beextended to a functor FE : CMSE ! CMSE , which is by Theorem 5.22 contracting. ThusFE has a �xed point, by Theorem 5.23, which is also a �xed point of F , since both functorsact identically on objects. 2Example 5.24 Let + : (CMS)2 ! CMS be de�ned, for D and E, byD +E � f0g �D + f1g �E;the disjoint union of D and E (with the disjoint sum of their metrics); on arrows + isde�ned as usual. Let I = f0g be the one-point metric space. Let the functor 
 : CMS!CMS be de�ned by, for objects D,
(D) � I +DNext de�ne 
�, for some � with 0 � � < 1, by 
� � id� � 
. It is easy to see that +is locally continuous and thus 
� is locally contracting. Hence, by Theorem 5.22, 
E�is a contracting functor. Starting in I and embedding I into 
E� (I) by �0, the aboveconstruction yields a chainI !�0 I + I !�1 I + (I + I)!�2 : : : 39



The n-th element (
E� )n(I) in this chain contains from left to right n�1 copies of 0, whichwill be called 0; 1; 2; : : : ; n � 1, respectively. Note that for i; j 2 (
E� )n(I) their distanceis given by d(i; j) = �minfi;jg, whenever i 6= j. Let 1 denote the colimit as constructedabove; it looks like1 = f0; 1; 2; : : : ; !gwhere, for all n � 0,n � (0; 1; 2; : : : ; n� 1; n; n; n; : : :)and ! � (0; 1; 2; 3; : : :)From Corollary 5.9 it follows that 1 is the unique �xed point of 
�. 26 Complete Partial OrdersLet CPO? be the category with complete partial orders (D;vD) as objects and strict andcontinuous functions as arrows. For any two cpo's D and E, the set hom(D;E) of arrowsbetween D and E is itself a cpo, with the usual order: for all f; g 2 hom(D;E),f v g � 8x 2 D; f(x) vE g(x):Moreover composition of arrows is continuous with respect to this ordering. Therefore thecategory CPO? is called an order-enriched (or O-) category ([SP82]).As in the previous section, the structure on hom sets can be used to characterize aclass of functors.De�nition 6.1 A functor F : CPO? ! CPO? is called locally continuous if, for any twoobjects D;E 2 CPO?, the mappingFD;E : hom(D;E)! hom(F (D); F (E)) f 7! F (f)is continuous. 2Next the subcategory CPOE of CPO? is introduced. If D and E are cpo's and �e : D ! Eand �p : E ! D are arrows in CPO? then h�e; �pi is called an embedding-projection pairfrom D to E provided that�p � �e = idD and �e � �p vhom(E;E) idE:Note that the one half of such projection pairs determines the other. Let CPOE denotethe subcategory of CPO? that has cpo's as objects and embedding-projection pairs asarrows. Note that also CPOE is an order-enriched category. The following theorem isstandard.Theorem 6.2 Every F : CPO? ! CPO? that is locally continuous can be extended toa functor FE : CPOE ! CPOE that is !-continuous. A �xed point of F is obtained byconstructing an initial FE -algebra D in CPOE .40



The proof can be found in [SP82] and is similar to that for the metric case (since thelatter mimics the original proof). Some parts of the proof are repeated next since theyare needed later.LetD0 � f?g be the trivial one point cpo and let �0 : D0 ! F (D0) be the unique arrowembedding D0 into F (D0). De�ne an !-chain � � (Dn; �n)n by putting Dn+1 � F (Dn)and �n+1 � F (�n), for n � 0. The direct (or projective) limit of �,D � f(xn)n j 8n � 0[xn 2 Dn ^ �pn(xn+1) = xn]gcan be seen to be a cpo with order vD on D given by, for all (xn)n; (yn)n 2 D,(xn)n vD (ym)m � 8n � 0; xn vDn yn:Now D can be turned into a cone � : �! D with arrows �n : Dn ! D, for all n � 0, asusual. The fact that F is locally continuous implies Fn �en � �pn = idD. By the initialitylemma for cpo's (which is similar to the one for metric spaces|see the previous section),Dis a colimit for �. It follows that D �= F (D), say with i : D ! F (D) as the isomorphism.It satis�es the following fact (which will be used below): for all n � 0,F (�pn) � i = �pn+1:It is not di�cult to prove that (D; i�1) is an initial FE-algebra in CPOE .6.1 An `Order-Theoretic' Final Coalgebra TheoremThe �xed pointD constructed above is an initial F -algebra (D; i�1) in the category CPOE.Moreover, it can also be seen to be initial in CPO?: the fact that D is a colimit (of itsde�ning chain) in CPOE implies, by a small exercise, that it is a colimit in CPO? as well;then the `Basic Lemma', from [SP82], immediately yields the result. For completeness, adirect proof is given below.By the so-called \limit-colimit coincidence" for O-categories, which is extensively dis-cussed in [SP82], the dual of these facts also holds. Thus (D; i) is a �nal F -coalgebra inCPOP , which is de�ned as the opposite category of CPOE: CPOP � (CPOE)op. (Thusarrows in CPOP are projections �p for which there exists a (unique) �e such that h�e; �piis an embedding-projection pair.) Again, (D; i) is a �nal coalgebra in CPO? as well, whichcan be shown by dualizing the little argument above. For completeness, and because wehave never seen this fact stated explicitly in the literature, a direct proof is given next. Aminor variation will also prove that (D; i�1) is an initial F -algebra in the category CPO?.(A direct proof of the latter can be found in [Plo81a].)Theorem 6.3 Let F : CPO? ! CPO? be a locally continuous functor and let (D; i�1)be the (in CPOE) initial F -algebra as described above. Then (D; i) is a �nal F -coalgebrain CPO? and (D; i�1) is an initial F -algebra in CPO?.Proof . First it is shown that (D; i) is a �nal F -coalgebra in CPO?. Let (A; �) be any F -coalgebra. The existence of an arrow in (CPO?)F from (A; �) to (D; i) can be establishedsimilarly to the metric case (Theorem 5.5): De�ne a function � : hom(A;D)! hom(A;D)by, for all f 2 hom(A;D),�(f) � i�1 � F (f) � �: 41



Since F is locally continuous, it follows that � is a continuous function. The existence ofa least �xed point for � provides an arrow from (A; �) to (D; i).The uniqueness of such an arrow has still to be demonstrated. (Recall that in themetric case|for locally contracting functors|existence and uniqueness are establishedsimultaneously.) Consider two arrows f1 and f2 from (A; �) to (D; i):A f1f2 -- D�? � i?F (A) F (f1)F (f2)-- F (D)The equality of f1 and f2 is proved next. Let (�n : Dn ! D)n be the cone used in theconstruction of D. It will be su�cient to prove, for all n � 0,�pn � f1 = �pn � f2because each of the following formulas implies the next one:�pn � f1 = �pn � f2�en � �pn � f1 = �en � �pn � f2Gn �en � �pn � f1 =Gn �en � �pn � f2f1 = f2(The latter implication follows from the initiality lemma and the continuity of �.) Useinduction on n. The case n = 0 is trivial because �p0 is the constant function �d: ?.Suppose next that �pn � f1 = �pn � f2. Then�pn+1 � f1 = (by the fact stated at the end of Theorem 6.2)F (�pn) � i � f1= F (�pn) � F (f1) � �= F (�pn � f1) � �= (by the induction hypothesis)F (�pn � f2) � �= F (�pn) � F (f2) � �= F (�pn) � i � f2= �pn+1 � f2By a similar proof, (D; i�1) can be shown to be an initial F -algebra in CPO?. Existenceof an arrow from (D; i�1) to an arbitrary (A; �) is established by taking the least �xedpoint of a function 	 : hom(D;A)! hom(D;A) de�ned by, for all f 2 hom(D;A),	(f) � � � F (f) � i:Uniqueness of such an arrow is proved as above, now using the fact that for all n, �en+1 =i�1 � F (�en). 42



6.2 Ordered F -BisimulationThe order on hom sets makes the following generalization of the de�nition of F -bisimula-tion (De�nition 3.2) possible.De�nition 6.4 Consider a functor F : CPO? ! CPO? and let (A; �) be an F -coalgebra.A relation R � A � A is called an ordered F -bisimulation on (A; �) if there exist arrows�1 : R! F (R) and �2 : R! F (R) such that �1 v �2, and the projections �1; �2 : R! Amake both squares of the following diagram commute:R �1 - A � �2 R�1 ? � ?� � ?�2 �1 v �2F (R) F (�1)- F (A) �F (�2) F (R)Note that the relation R should be an object in CPO?. Thus it should be an !-completesubset of A � A (that is, R should be closed under taking the least upper bound of !-chains). The ordered F -bisimilarity relation is de�ned byvF�[fR � A� A j R is an ordered F -bisimulation on (A; �) g: 2Example 6.5 Divergence and partial bisimulationIn [Abr91] transition systems with divergence are considered (see also [Mil80]). A labelledtransition system with divergence is a four tuple < S;A;!; "> consisting of a set S ofstates, a set A of actions (or action labels), a transition relation !� S � A � S, and adivergence set "� S. The interpretation of s 2" (notation: s ") is that in the state s thereis the possibility of divergence. Similarly s # is used to indicate that s converges, that is,s 62".Also labelled transition systems with divergence can be represented in terms of coal-gebras: let P0(A� -) : CPO? ! CPO? be de�ned by, for all < D;vD>2 CPO?,P0(A�D) � f;g [ fX � (A�D)? j X is both Lawson and convex closed g(where the ordering on A � D is determined by taking the discrete ordering on A, andthe ordering on D.) Though formulated slightly di�erently|using the lifted version of theCartesian product rather than sum|this is Abramsky's version of the standard Plotkinpowerdomain, to which the empty set has been added. The ordering is such that the emptyset is greater than the bottom element f?g, and incomparable to all other elements; non-empty sets are ordered as usual by, for all sets X; Y 2 P0(A�D),X v Y � X = f?g _X vEM Y;where vEM is the Egli-Milner order. Now any labelled transition system with divergence< S;A;!; "> can be represented as a coalgebra of the above functor by supplying S withthe discrete order (de�ne S? � S [ f?Sg) and de�ning43



� : S? ! P0(A� S?)by �(?S) � f?g and, for all s 2 S,�(s) � f< a; s0 >j s a�! s0g [ f?j s "g:Following [Abr91], a relation R � S�S is called a partial bisimulation if, for all statess; t 2 S with sRt, and actions a 2 A,s a�! s0 ) 9t0; t a�! t0 ^ s0Rt0and s # ) t # ^(t a�! t0 ) 9s0; s a�! s0 ^ s0Rt0):Similar to Example 3.3, it is shown next that these partial bisimulations correspond pre-cisely to the ordered bisimulations of De�nition 6.4 for the functor P0(A� -).Let R � S � S be a partial bisimulation. It can be seen to be an ordered P0(A � -)-bisimulation as follows. De�ne T � S? � S? byT � R [ (f?Sg � S?):Next de�ne, for i = 1; 2, �i : T ! P0(A� T ) as follows. For t 2 S, de�ne�1((?S ; t)) � f?g;�2((?S ; t)) � f< a; (?S; t0) >j< a; t0 >2 �(t)g [ f?j?2 �(t)g:For (s; t) 2 R, put�1((s; t)) � f< a; (s0; t0) >j< a; s0 >2 �(s) ^ < a; t0 >2 �(t) ^ s0Rt0g[ f?j?2 �(s)g;�2((s; t)) � f< a; (s0; t0) >j< a; s0 >2 �(s) ^ < a; t0 >2 �(t) ^ s0Rt0g[ f< a; (?S ; t0) >j?2 �(s) ^ < a; t0 >2 �(t)g[ f?j?2 �(t)gIt is readily checked that �1 and �2 are (monotonic and thus) continuous and satisfy theconditions of De�nition 6.4. In particular, � � �2 = P0(A � �2) � �2 because for all pairs(s; t) 2 R with ?2 �(s), the set �2((s; t)) contains elements < a; (?S; t0) >, for every< a; t0 >2 �(t). This will ensure the presence of < a; t0 > in P0(A� �2) � �2((s; t)), evenif there exist no s0 2 S with < a; s0 >2 �(s). (Similarly for (?S ; t) 2 T .)Conversely, every ordered P0(A�-)-bisimulation can be seen to correspond to a partialbisimulation: Let R � S? � S? be an ordered P0(A� -)-bisimulation. De�neT � R \ (S � S)and let (s; t) 2 T . Suppose s a�! s0. Then there exists t0 2 S such that < a; (s0; t0) >2�1((s; t)). Since �1 v �2, also < a; (s0; t0) >2 �2((s; t)). Thus t a�! t0 and s0Tt0.Next suppose s #. It follows from �1 v �2 that t #. Suppose moreover that t a�! t0.Then there exists s0 2 S such that < a; (s0; t0) >2 �2((s; t)). It follows from s # and�1 v �2 that < a; (s0; t0) >2 �1((s; t)). Thus s a�! s0 and s0Tt0. 244



Example 6.6 SimulationThe above de�nition of ordered F -bisimulation was motivated by [Pit92]. Ordered F -bisimulations can be equivalently de�ned as follows: Let F : CPO? ! CPO? be afunctor and let (A; �) be an F -coalgebra. Consider a relation R � A�A with projections�1 and �2 as usual. A relation RF � F (A) � F (A) is de�ned byRF � f< F (�1)(x1); F (�2)(x2) >j x1; x2 2 F (R) ^ x1 vF (R) x2g:Then R is an ordered F -bisimulation on (A; �) if and only if, for all (a; a0) 2 A�A,aRa0 ) �(a)RF�(a0):Now, in this shape, ordered F -bisimulations can be easily seen to generalize the simulations(for the functorial case) of [Pit92]. 26.3 Strong Extensionality in CPO?Because the de�nition of F -bisimulation has been generalized to that of ordered F -bisimulation, the fact that �nal F -coalgebras are strongly extensional is not immediatefrom Theorem 3.4. In fact, a somewhat stronger property can be proved (again referredto as strong extensionality):Theorem 6.7 The initial �xed point (D; i) of a locally continuous functor F : CPO? !CPO? is strongly extensional; that is, for all d; e 2 D,d vD e, d vF e(where vF� SfR � D �D j R is an ordered F -bisimulation on (D; i) g).Proof . The inclusion from left to right follows from the observation that vD is an orderedF -bisimulation on D: First observe that vD, with the inherited order from D � D, is acpo. Next de�ne � : D!vD by , for all d 2 D,�(d) �< d; d >and �1; �2 :vD! F (vD) by�1 � F (�) � i � �1�2 � F (�) � i � �2:Then vD is an ordered F -bisimulation on D with �1 and �2:vD �1� � - D � �2� - vD�1 ? � ?i � ?�2 �1 v �2F (vD) �F (�)F (�1)- F (D) F (�)�F (�2)- F (vD)Conversely, let R � D �D be an ordered F -bisimulation with �1 v �2. As usual, let �1and �2 be the projections from R on D. We want to show �1 v �2 (from which R �vDfollows). The proof is very similar to that of Theorem 6.3. Let (�n : Dn ! D)n be thecone used in the construction of D. It will be su�cient to prove, for all n � 0,45



�pn � �1 v �pn � �2because (as in Theorem 6.3) each of the following formulas implies the next one:�pn � �1 v �pn � �2�en � �pn � �1 v �en � �pn � �2Gn �en � �pn � �1 vGn �en � �pn � �2�1 v �2(The latter implication follows from the initiality lemma and the continuity of �.)Use induction on n. The case n = 0 is trivial because �p0 is the constant function �d: ?.Suppose next that �pn � �1 v �pn � �2. Then �pn+1 � �1 v �pn+1 � �2 is proved as follows:�pn � �1 v �pn � �2impliesF (�pn) � F (�1) v F (�pn) � F (�2)because F is a locally (continuous and thus) monotonic functor. Since �1 v �2 this impliesF (�pn) � F (�1) � �1 v F (�pn) � F (�2) � �2Using the commutativity properties of �1 and �2, it follows thatF (�pn) � i � �1 v F (�pn) � i � �2:Finally the fact stated at the end of Theorem 6.2 yields�pn+1 � �1 v �pn+1 � �2: Dn������pn �����*R �1 - D � �2 R�1 ? � ?i � ?�2 Dn+1�����F (�pn) �����*F (R) F (�1)- F (D) �F (�2) F (R) 2Corollary 6.8 Let us call an ordered F -bisimulation R on (D; i) symmetric if �1 = �2.De�ne F� � SfR � D �D j R is a symmetric F -bisimulation on (D; i) g. For all d; e 2D, 46



d F� e, d = e:Example 6.5 (continued) The fact that the initial �xed point of the functor P0(A� -) :CPO? ! CPO? is \internally fully abstract"|Proposition 3.10 of [Abr91]|follows fromTheorem 6.7 and the observation that this functor is locally continuous.Example 6.6 (continued) The extensionality results of [Pit92] (for the functorial case)can all be obtained as instantiations of Theorem 6.7.7 ConclusionThe �nal coalgebra theorems discussed in this paper show that standard domain construc-tions are in fact �nal coalgebra constructions. A more categorical approach could be takenin the sense that only categorical properties, like the existence of colimits, would be takeninto account in the construction of �nal coalgebras.Recall that algebras and coalgebras can be regarded as abstractions of the notions ofpre- and post-�xed points, respectively. It would then be natural to look for a generaliza-tion of the following standard �xed point theorems from lattice theory:Let L = (L;�) be a complete lattice, with ? and > as bottom and top elements, and` and Q as join and meet operators. Let f : L ! L be a monotone function and considerthe following chains:? � f(?) � f"1 � f2(?) � f"2 � � � � � an<! f"n � f"! � f"! + 1 � � � � (6)> � f(>) � f#1 � f2(>) � f#2 � � � � � Yn<! f#n � f#! � f#! + 1 � � � � (7)Then the least and the greatest �xed point (w.r.t. �) of f area�2Onf"� and Y�2Onf#�:The generalization of the above theorem from least �xed points to initial algebrashas already been worked out in [AK79]. Lattices (as pre-orders) generalize to categories,bottom elements to initial objects, monotone functions to endofunctors, least upper boundsto colimits. One has then the following diagram:0 !�! F (0) F (!)�! F 2(0) F 2(!)�! � � � ��! Colimn<!Fn(0) = F! !�! F (F!)) �! � � � (8)Here the fact is used that a unique arrow (denoted by `!') exists from the initial object toany other object of the category, and from a colimit of a diagram to any other cone overthat diagram. In [AK79] conditions are given for the existence of an ordinal at which thisconstruction stops and then shown that it yields an initial F -algebra.A dual result would then be phrased in terms of �nal objects and limits, generalizingtop elements and greatest lower bounds:1 ! � F (1) F (!) � F 2(1) F 2(!) � � � � � � Limn<!Fn(1) = F! ! � F (F!) � � � � (9)47



This has not been fully investigated so far, although a `schematological' approach todomain equations as in (9) is sketched in [Abr88].A more abstract approach is taken in [Bar91] when dealing with the existence of �nalcoalgebras in the category Set of sets (it is not immediately clear whether standard settheory or just basic set theory is assumed there). The existence of �nal coalgebras in suchcategory is proved for a certain class of functors F (so-called accessible) by showing thatthe evident forgetful functor from the category of F -coalgebras SetF to the category Sethas a right adjoint. Moreover, if the functor F preserves limits of countable chains (i.e.,it is !-continuous) then this �nal coalgebra is the limit of the chain1 ! � F (1) F (!) � F 2(1) F 2(!) � � � � Fn(!) � Fn(1) Fn+1(!) � Fn+1(1) � � � � (10)where 1 is an arbitrary one element set (indeed �nal object in Set). In the same paper itis shown that, under the further assumption that F (;) 6= ;, the �nal F -coalgebra is theCauchy completion of the initial F -algebra.As already mentioned in the section about non-standard set theory, the existence of�nal coalgebras in the category Class of classes over basic set theory has been proved in[AM89]. Also there the construction is of a categorical nature, but of a di�erent character.It amounts to a \quotient construction": given a notion of F -congruence (of which F -bisimulation is a special case) the �nal F -coalgebra is obtained by taking the quotient un-der the (existing) maximal F -congruence of the (disjoint) union of all small F -coalgebras.A quotient construction is also carried out in [Bar91].7.1 A Comparative AnalysisTo come back to the constructions discussed in this paper, they can be regarded as in-stances of (9) and (10) (and even (8)). The construction in CPO? is the one which better�ts into those schemata. By instantiating (10) in CPO?, where the �nal object is f?g,and taking F to be a locally continuous endofunctor, one obtains a diagram which is bothin CPO? and in CPOP , the subcategory having projections as arrows. The latter cate-gory can be considered as a cpo itself and this structure can be used in order to �nd thatthe limit of that diagram is a �nal F -coalgebra in CPOP . As indicated at the beginningof Section 5.1 a `lifting lemma' can be proved which ensures that limits of !-chains inCPOP are limits in CPO? as well. By applying the dual of the Basic Lemma from [SP82]it follows that this limit is a �nal F -coalgebra in CPO?.Notice that the �nal object in CPO? is a �nal object in CPOP as well. Moreover it isan initial object in both CPO? and CPOE , the category of embeddings which is dual toCPOP . This duality arises from an adjunction between the embedding and the projectionin an embedding-projection pair. It implies that the dual of the diagram in CPOP is adiagram in CPOE with reversed arrows, which has as colimit the limit of the originaldiagram in CPOP . A lifting lemma can be applied also to CPOE so that initial and �nalcoalgebras of a locally continuous endofunctor coincide. (See Theorem 6.3.)For CMS there is a similar passage from the original category to a subcategory ofembedding-projection pairs. However, the adjunction property between embeddings andprojections which holds in CPO? is not available here. Therefore, the limit-colimit coin-cidence does not hold in this setting. The category CMSP of projections can be de�ned asthe subcategory of CMS with as arrows those non-expansive mappings which have a right48



inverse. This right inverse is an embedding (not unique!) making f part of an embedding-projection pair. Notice that singleton sets are �nal objects both in CMS and in CMSP .Instantiating diagram (10) to CMS yields, for every locally contracting endofunctor F , adiagram in CMSP whose limit is a limit in CMS as well. Although initial and �nal objectsin CMS do not coincide and, more in general, the limit-colimit coincidence does not apply,in CMS �nal coalgebras are initial algebras as well.For Class� the situation is rather di�erent. The limit is still taken in a subcategory,but this is not a category of embedding-projection pairs. It is rather the subcategory,say ClassI, having inclusion mappings as arrows (and therefore with the extra structureof a lattice). The �nal object (top element) is the universe V , which is clearly not �-nal in Class�, while the initial object is the empty set, which is also initial in Class�.Set-continuous functors have both a �nal coalgebra (greatest �xed point) and an initialalgebra (least �xed point) in ClassI . These will in general be distinct (in contrast to whathappens in CPO? and CMS). Set-continuous functors are not !-continuous, hence theseconstructions cannot be seen as instances of (10) and its dual, but rather of (9) and (8)(as well as of (7) and (6)). Now, for functors which preserve inclusions, the initial algebrain ClassI is also an initial algebra in Class�. For �nal coalgebras an extra requirement isneeded, namely that the functor be uniform on maps as well. This asymmetry has to bebetter understood.7.2 Final Semantics (continued)As suggested by the title and mentioned in the introduction, this paper is meant to providea basis to a �nal coalgebra semantics. Two distinctive features of such semantics are thede�nition of semantic mappings as �nal arrows (which implies that the domain itself is�nal) and the use of coalgebras in order to express the structure to be preserved under(not necessarily semantic) transformations.Semantic mappings as arrows into a �nal object are not an exclusive feature of �nalcoalgebra semantics, apart from the fact that, as already mentioned, several semanticsin the style of [BZ82] can be seen as �nal coalgebra semantics. For instance, in [Abr91]there is a `Final algebra theorem' which says that the given semantic mapping associatedto a speci�c domain for bisimulation is the unique morphism (in which category?) from atransition system into the domain, the latter regarded as a transition system itself. Here,`algebra' presumably stands for the Lindenbaum algebra which is associated with a certaindomain logic introduced in that paper. The de�nition of that semantic mapping makesuse of the fact that that domain is the Stone dual of the �nitary fragment of such logic.(By the way, the fact that the same (�nal) semantic construction in [Abr91] for CCS -likelanguages has been carried out in [Abr90] for the lazy lambda-calculus makes it plausiblethat �nal coalgebra semantics might be given to applicative languages as well.)However, in the above as well as in other examples the recognized �nality of the do-main is not systematically exploited, except for the �nal coalgebra semantics for CCSgiven in [Acz88]. As mentioned in the introduction, in the forthcoming paper Observa-tions as Functors other instances of �nal coalgebra semantics will be given, starting fromthe idea that observations can be formalized as functors. Other equivalences than bisimu-lation will be treated, like, for instance, trace equivalence. The coalgebraic approach willgive a particular insight into the problem of full abstraction and other issues related tocompositionality (see also below). 49



Notice that the speci�c domain de�ned in [Abr91] as an initial algebra not only isrecognized there to be a �nal transition system, but also indicated to be a �nal coalgebraas a consequence of the limit-colimit duality. The latter has been used also in [Smy92]to prove that, for so-called information categories (general order-theoretic frameworks forsolving domain equations) and suitable endofunctors over them, initial algebras and �nalcoalgebras coincide. Finally, it should be mentioned that an early reference to �nality asa de�nition method for semantic mappings can be found in [Ole82].Consider now the other distinctive characteristic of �nal coalgebra semantics men-tioned above. An extra coalgebraic structure is added to programs (as a function fromprograms to their observable computations) and arrows from the coalgebra associatedwith a program are transformations which preserve this extra structure | together withthe information contained in it. Part of this information is, for instance, F -bisimilarity,which is indeed preserved by (certain) arrows between F -coalgebras. This addition of acategorical structure, together with its preservation under transformation, again is notexclusive of �nal coalgebra semantics. Another example of such an approach is the clas-sical initial �-algebra semantics. The extra algebraic structure is used there in order topreserve the operators (of the signature � of the language) under transformation. Thesemantic mapping is again a unique arrow, only it is initial, instead of �nal: it is theunique arrow from the programs regarded as the (free and thus) initial �-algebra into thechosen domain. Since operators are preserved by transformations, the semantic will be byde�nition compositional. The problem there is to de�ne suitable semantic operators, thatis, to turn the domain into a suitable �-algebra.The issue of de�ning semantic operators within the context of �nal coalgebra semanticshas already been treated in [Acz88]. There, the �nality of the domain is exploited for de�n-ing semantic operators for CCS , but by means of a rather ad hoc construction. Instead,in the forthcoming paper Observations as functors , a systematic method for deriving se-mantic operators from transition system speci�cations given in [Rut92] is rephrased interms of �nal coalgebra semantics. This amounts to deriving a �-algebra for the domainby means of �nality properties. It can be then proved that the original �nal semantics iscompositional if and only if it coincides with the initial �-algebra semantics associated tothat construction, which is also unique, but now w.r.t. a di�erent category.As already mentioned, the categories of F -coalgebras considered in this paper arenot the standard ones in category theory. Usually, the endofunctor F is to be part of acomonad and the arrows between F -coalgebras have to preserve also this extra comonadicstructure. Semantics by means of comonads has been investigated in [BG91]. (But seealso [Mog89] for semantics in terms of the dual notion | monads .) It would be interestingto understand whether some connections can be established with that work.7.3 CoinductionFor F -algebras the following induction principle can be easily proved: let (A; �) be aninitial F -algebra and let (B; �) be any F -algebra. If � : (A; �) ! (B; �) is a mappingbetween F -algebras and � is monic (the category-theoretical generalization of injective),then � is an isomorphism. An immediate consequence is, for instance, the inductionprinciple for natural numbers (viewed as initial algebra of a suitably chosen functor).(E.g., see [Plo81a] and [LS81].) The dualization of the induction principle yields whatcould be called a coinduction principle for �nal F -coalgebras: let (A; �) be a �nal F -50



coalgebra and let (B; �) be any F -coalgebra. If � : (B; �)! (A; �) is a mapping betweenF -algebras and � is epic (the generalization of surjective), then � is an isomorphism. (Seealso [Smy92].) In [MT91], this principle is used in the basic case where the category underconsideration is a lattice and the functor F a monotonic operation.At the same time, the fact that an F -coalgebra (A; �) is �nal implies the principleof strong extensionality (stating that on (A; �) equality and F -bisimulation coincide|Theorem 3.4). (See also the remark about [Pit92] in Example 6.6.) And for many functorsit is possible to deduce from the principle of strong extensionality the coinduction principlementioned above. In a forthcoming paper, these di�erent formulations of coinduction willbe compared.AcknowledgementsThe members of the Amsterdam Concurrency Group, headed by Jaco de Bakker, mademany constructive remarks during presentations of various drafts of this paper, which aregratefully acknowledged. Moreover, the following persons are thanked for discussions: Jacode Bakker, Marcello Bonsangue, Franck van Breugel, Abbas Edalat, Tim Fernando, MarcoForti, Wim Hesselink, Furio Honsell, Prakash Panangaden, Mike Smyth, and Fer-Jan deVries.References[Abr88] S. Abramsky. A Cook's tour of the �nitary non-well-founded sets. Departmentof Computing, Imperial College, London, 1988.[Abr90] S. Abramsky. The lazy lambda calculus. In D.A. Turner, editor, Research Topicsin Functional Programming, pages 65{116. Addison-Wesley, 1990.[Abr91] S. Abramsky. A domain equation for bisimulation. Information and Computa-tion, 92:161{218, 1991.[Acz88] P. Aczel. Non-well-founded sets. Number 14 in Lecture Notes. CSLI, 1988.[AK79] J. Ad�amek and V. Koubek. Least �xed point of a functor. Jour. of Computerand System Sciences, 19:163{178, 1979.[AM89] P. Aczel and N. Mendler. A �nal coalgebra theorem. In D.H. Pitt, D.E. Ryeheard,P. Dybjer, A.M. Pitts, and A. Poign�e, editors, Proceedings category theory andcomputer science, Lecture Notes in Computer Science, pages 357{365, 1989.[AR89] P. America and J.J.M.M. Rutten. Solving reexive domain equations in a cat-egory of complete metric spaces. Journal of Computer and System Sciences,39(3):343{375, 1989.[Bar75] J. Barwise. Admisible Sets and Structures. Perspectives in Mathematical Logic.Springer-Verlag, Berlin, 1975.[Bar91] M. Barr. Terminal coalgebras in well-founded set theory. Department of Math-ematics and Statistics, McGill University, 1991.51



[BE88] J. Barwise and J. Etchemendy. The Liar: An Essay in Truth and Circularity.Oxford University Press, 1988.[BG91] S. Brookes and S. Geva. Computational comonads and intensional semantics.Technical Report CMU-CS-91-190, Computer Science Department, Carnagie-Mellon University, 1991.[BM88] J.W. de Bakker and J.-J.Ch. Meyer. Metric semantics for concurrency. BIT,28:504{529, 1988.[Bre92] F. van Breugel. Generalised �niteness conditions on labelled transition systemsfor operational semantics of programming languages. CWI, 1992.[BZ82] J.W. de Bakker and J.I. Zucker. Processes and the denotational semantics ofconcurrency. Information and Control, 54:70{120, 1982.[Dug66] J. Dugundji. Topology. Allyn and Bacon, inc., 1966.[FH83] M. Forti and F. Honsell. Set theory with free construction principles. AnnaliScuola Normale Superiore, Pisa, X(3):493{522, 1983.[FH92] M. Forti and F. Honsell. A general construction of hyperuniverses. TechnicalReport 1992/9, Istituto di Matematiche Applicate U. Dini, Facolt�a di Ingegneria,Universit�a di Pisa, 1992.[Hag87] T. Hagino. A Categorical Programming Language. PhD thesis, University ofEdinburgh, September 1987.[Hes88] W.H. Hesselink. Deadlock and fairness in morphisms of transition systems. The-oretical Computer Science, 59:235{257, 1988.[Lan71] S. Mac Lane. Categories for the Working Mathematician, volume 5 of GraduateTexts in Mathematics. Springer-Verlag, Berlin, 1971.[Lan86] S. Mac Lane. Mathematics: Form and Function. Springer-Verlag, Berlin, 1986.[Lev79] A. Levy. Basic Set Theory. Perspectives in Mathematical Logic. Springer-Verlag,Berlin, 1979.[LS81] D. Lehmann and M.B. Smyth. Algebraic speci�cations of data types: a syntheticapproach. Mathematical Systems Theory, 14:97{139, 1981.[Mil80] R. Milner. A Calculus of Communicating Systems, volume 92 of Lecture Notesin Computer Science. Springer-Verlag, Berlin, 1980.[Mog89] E. Moggi. Computational lambda-calculus and monads. In Proc. Fourth IEEESymp. on Logic In Computer Science, pages 14{23. IEEE Computer SocietyPress, 1989.[MT91] R. Milner and M. Tofte. Co-induction in relational semantics. Theoretical Com-puter Science, 87:209{220, 1991. 52



[Ole82] F.J. Oles. A category-theoretic approach to the semantics of programming lan-guages. PhD thesis, School of Computer and Information Science, SyracuseUniversity, August 1982.[Par81] D.M.R. Park. Concurrency and automata on in�nite sequences. In P. Deussen,editor, Proceedings 5th GI Conference, volume 104 of Lecture Notes in ComputerScience, pages 167{183. Springer-Verlag, Berlin, 1981.[Pit92] A.M. Pitts. A co-induction principle for recursively de�ned domains. TechnicalReport 252, Computer Laboratory, University of Cambridge, 1992.[Plo81a] G.D. Plotkin. Post-graduate lecture notes in advanced domain theory (incorpo-rating the \Pisa Notes"). Department of Computer Science, Univ. of Edinburgh,1981.[Plo81b] G.D. Plotkin. A structured approach to operational semantics. Technical ReportDAIMI FN-19, Computer Science Department, Aarhus University, 1981.[Rut90] J.J.M.M. Rutten. Deriving denotational models for bisimulation from Struc-tured Operational Semantics. In M. Broy and C.B. Jones, editors, Programmingconcepts and methods, proceedings of the IFIP Working Group 2.2/2.3 WorkingConference, pages 155{177. North-Holland, 1990.[Rut92] J.J.M.M. Rutten. Processes as terms: non-well-founded models for bisimulation.Technical Report CS-R9211, CWI (Centre for Mathematics and Computer Sci-ence), Amsterdam, 1992. To appear in Mathematical Structures in ComputerScience.[Smy92] M.B. Smyth. I-categories and duality. In M.P. Fourman, P.T. Johnstone, andA.M. Pitts, editors, Applications of categories in computer science, volume 177of London Mathematical Society Lecture Note Series, pages 270{287. CambridgeUniversity Press, 1992.[SP82] M.B. Smyth and G.D. Plotkin. The category-theoretic solution of recursive do-main equations. SIAM J. Comput., 11:761{783, 1982.
53


