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Abstract

An autosteeoscopicdisplay systemcan provide
greatenjoymenbf stereovisualizationwithouttheun-
comfortableand incorvenientdrawbads of wearing
stereo glassesor HMD. In order to renderthe steleo
videowith respecto the user's view pointandto ac-
curately projectsteeovideoontothe eyesof the user
whois allowedto movearoundfreely theleft andright
eyepositionsof the userhaveto be obtainedwhenthe
useris watding the autosteeoscopiadisplay In this
paper we presenta realtime eyetradking technique
which can track the eye positionsof the userin the
videoacquiredwith a camer. Theuserdoesnot have
to wear any sensoror mark and there is no restric-
tion on the badkground. We employa fast template
matding techniqueto tradk the four motion paame-
ters (X andY translation,scaling androtation) of the
usersfacein eat image. Theleft andright eyescan
thenbelocatedin the obtainedfaceregion. Accoding
to our implementatioron a PC with Pentiumlll 500,
theframerate of the eyetradking processcanachieve
30Hz.

1 Intr oduction

Virtual reality systemsecomemore and more at-
tractive in the applicationsof education,exhibition,
training, and entertainment.One of the major com-
ponentsof virtual reality systemis the stereoscopic
displayfor providing the userwith stereovisual ervi-
ronment. Corventionalstereoscopidisplaysrequire
usersto wear on their headsstereoglassesor Head-
MountedDisplays(HMDs), whichwill maketheusers
feel less comfortableand thus can not immersiely
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Figure 1. A look around system.

enjoy the virtual ervironment. Recently researchers
began to develop autostereoscopidisplay systems
which can provide greatenjoymentof stereovisual-
izationwithouttherequiremenbf wearingary special
device [3]. As shawvn in Figure 1, an usercanmove
aroundfreely in front of the autostereoscopidisplay
to watchthestereovideofrom differentpointsof view.
The eye tracking componentof the autostereoscopic
display systemis usedfor trackingthe left andright
eye positionsof theuser Theautostereoscopidisplay
systencanthenrenderthe stereovideowith respecto
the view point of theuserandprojecttheleft andright
channelsof the stereovideo ontothe two correspond-
ing eyesof theuser In thiskind of displaysystemthe
eye tracking componentis a very importantmodule
for the accuratelyandfluently renderingand project-
ing the stereovideo.

Onekind of the tracking methodsrequirethatthe
userwearssomespecialsensorssuchasinfraredsen-
sorsor reflectors,ultrasonicwave recevers,andelec-
tromagneticwave sensors.However, this kind of ac-
tive sensingmethodsmay causeuncomfortableness



andincorvenience.As a result,video-basedracking
techniquesare often adoptedin an autostereoscopic
display systemto track the userin a passive way [4].
For example,Pastooretal. built anexperimentaimul-
timedia system[3] which can be controlled by eye
movement. Their systemusea camerato track the
headposition, eye position,andgazedirectionin the
acquiredvideo. Morimoto et al. also proposeda
pupil detectionandtracking technique[2]. Two sets
of LEDs were mountedon-axisand off-axis with the
camerdens. Imageswith andwithout “red eyes” can
be acquiredby alternatively lighting up thesetwo sets
of LEDs. Therefore pupil positioncanbe obtainedby
usingsimpleimagedifference.

In this work, we developeda realtime eye track-
ing techniqudor autostereoscopitisplaysystemsTo
avoid the drawback of wearingsensoror marks,we
useda cameraobservingthe userfor trackingthe eye
positionsof the userin the acquiredimagesequence.
In eachimage we employ thetemplatematchingtech-
nigue to track the four motion parametergX andY
translation,scaling, and rotation) of the users face.
Then,the left andright eyescanbelocatedin the ob-
tainedfaceregion. One of the major difficulties of
applying the templatematchingtechniqueis that the
computationakostis extremelylarge. The reasonis
thatthe searchspaceof trackingin thesefour degrees
of freedomis very large. To meettherealtimerequire-
mentswe appliedafasttemplatematchingalgorithm,
calledthewinnerupdatealgorithm[1], to speedupthe
trackingprocess.

2 Video-basedEye Tracking

In thissectionwewill describeheproposedsideo-
basedeye tracking technique. We will first address
somedesignissuesconsideringthe eye trackingtech-
niguefor autostereoscopidisplays.Next, we will de-
pict the flowchart of the proposedeye trackingtech-
nigue. Then,we will describeeachcomponenbf the
proposedye trackingtechniquen detail.

2.1 Designlssues

2.1.1 Consideration of User Behavior

In our eye trackingsystemwe mounteda video cam-
eraon the display for observingthe user Whenthe
useris watchingthedisplay thefrontal faceof theuser
shouldappeaiin theacquiredmage.In anautostereo-
scopicdisplaysystemit is notnecessaryo keeptrack-
ing theusers eyesall thetime. Insteadthesystemhas
to track the users eyesonly whenthe useris watch-
ing theautostereoscopitisplay Thiswill simplify the
tracking problembecausesorrecttrackingis required
only for thefrontalface.Moreover, we assumehatthe
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Figure 2. An example of face tracking by
using template matc hing.

userintendsto watchthe autostereoscopitdisplayin a
comfortableway. Thatis, theuserwill notlook aslew

at the display on purpose. The usercanlook at the
displayat differentpositionsin 3-D spacebut keeping
his/herfacetowardthe display Sitting in front of the
display theeasiestvay to changehehorizontalview-

ing positionis to rotatethebodyaroundthefrontal axis
of theuser Consequentlythe usermay alsoundego

rotationaroundthe normalaxis of the imageplanein

the image. Moreover, the size of the users facein

the image varieswith the distancebetweenthe user
andthe camera.Thus,a scalingparametemwhich de-
scribeghesizeof theusersfacein theimagehasto be
updatedvhenthe usermovesnearertoward or farther
away from the display To sumup, therearefour pa-
rameterdo be estimatedwhich arethetranslationsn

theX andY axes,thescaling,andtherotationaround
thenormalaxis of theimage.

2.1.2 Tracking Using Template Matching

Templatematchingtechniquenasbeenfrequentlyused
for visual tracking due to its simplicity and robust-
ness.As shawvn in Figure?2, thefaceof theusercanbe
tracked by usingthe faceimagein the previousframe
asatemplateandmatchit within asearchrangein the
currentframe.However, therearetwo majordisadwan-
tagesf thetemplatematchingtechnique Thefirst one
is thatthecomputationatostof thetemplatematching
is solargethatits applicabilityis restricted gespecially
for realtimesystems.The otherdisadwantagds thatit
canonly trackrigid objectundegoing X/Y translation
motion. If the objecin theimageis rotatingor chang-
ing the scale,the templatematchingtechniquemay
fail to keepthe objectin track. In orderto meetthe
realtimerequirementwe useda fasttemplatematch-
ing algorithm, the winnerupdatealgorithm [1], for
computationakpeedup.Moreover, a multilevel con-
jugatedirectionsearchtechniqugMCDS)is proposed
to searchand track the templatewith different scale
androtation.



2.1.3 EyeTracking and FaceTracking

Theeye positionscanbetracked by usingthe eye im-

ageasthetemplateandmatchingin eachimageframe.
However, it is not robust due to the following two

reasons. The first oneis that the imagesof the left

andright eyesare similar. It is difficult to determine
whetherthetrackedeye positionbelonggo theleft eye

or to theright eye. The secondreasonis thatthe im-

agesof theeyesarerelatively smallandthe ambiguity
of matchingis larger becaus®f lessinformationcon-
tent. To overcomethesetwo problems,we first use
the faceimageof the userasthe templateand match
thefacetemplaten eachimageframeto tracktheface
position.Oncethefaceregionis locatedin theimage,
theleft andright eye positionscanbe obtainedin the

uppetleft andupperright partsof the faceregion, re-

spectvely. Thefaceregionincludeseyesandnostrils,
which are salientfeaturesin the faceimage. Hence,
the stability andaccurag canbe greatlyenhancedy

trackingthefacefirst.

2.2 Flowchart

Figure 3 shaws the flowchart of the proposedeye
tracking technique. The systemfirst detectsthe face
and eye positionsin the acquiredimage. Then, the
faceimageis storedasthefacerepresentate if detec-
tion succeedskor eachacquiredmage,the facetem-
plateobtainedn the previousimageframeis usedfor
matchingin asearctrangeby usingthewinnerupdate
algorithm. Then,thecandidatdacepositionwith min-
imum matchingerror is verified with the facerepre-
sentatves to determinewhetherit is actually a face
positionor not. Meanwhile,the facepositionis also
refinedby usingMCDS technique. When the verifi-
cationsucceedgheeye positionsaredetectecandthe
faceimageis storedasthe new facetemplate. When
theverificationfails, on the otherhand,the eye track-
ing systemwill recover assoonaspossibleby match-
ing in afew consecutie imageframeswith the same
facetemplate. If this recovery alsofails, the system
will proceedfacedetectionagainand adda new face
representatie whenthe detectsucceeds.

2.3 Componentsof the Eye Tracking Tech-
nique

This sectionwill presenin detaileachcomponent
of the proposedye trackingtechnique.

2.3.1 Image Preprocessing

The CCD camerawe adoptedis a corventionalone
with interlacescanning. Thatis, the even field scan-
linesandodd field scanlinedn eachimageframeare
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Figure 3. Flowchart of the proposed eye
tracking technique .

exposedat different times. This may influencethe
trackingresultif bothfieldsareusedfor trackingpro-

cess. For this reasonwe discardthe odd field scan-
linesanduseonly evenfield scanlinedor trackingin

eachimageframe. Furthermorewe perform averag-
ing sub-samplingpperation(4:1) for eachscanlineto

smooththe imageandreducethe noise. As a result,
each640 x 480 imageframeacquiredwith the frame
grabberbecomes 160 x 240 miniature. Becauseof

the smallerimagesize, the searchregion of the tem-
plate matchingis alsoreducedthuswill speedup the
trackingprocessBesideswe only tracktheupperpart
of thefaceincludingtheeyesandnosebecaus¢heup-

perpartis relatively morerigid thanthe lower part of

theface which containghe mouththatmaybe speak-
ing, laughing, or eatingduring the tracking process.
After averagingsub-samplingoperation,the rectan-
gular upperfaceimageis reducedto a squareblock,

which can facilitate the winnerupdatealgorithm for

fasttemplatematching.

2.3.2 FaceDetection

When a new userappearsn the imageor whenthe
tracking processhasto be restartecbecauséehe user
hasbeenout of track for a certainperiodof time, the
eye tracking systemshouldbe able to automatically
detectthe position of the users facein the image.
Thefacerepresentatie andfacetemplatecanthenbe
storedfor thefollowing trackingprocessin thiswork,
we adoptthe eigenficemethodto detectthe position
of the users facein theimage. A setof training face
imagescanform a matrix with eachrow representing
the pixel valuesof a training faceimage. The eigen



spaceof smallerdimensioncanthen be obtainedby
using KL transform. For the imageblock (with the
samesizeasthetrainingfaceimages)at eachposition
in theacquiredmage,it is first projectedon theeigen
spaceandits distanceto the eigenspaceis calculated
to determinethisimageblockis afaceimageor not. If
the distancebetweertheimageblock underexamina-
tion andeigenspacds smallenoughwe canconclude
that this imageblock containsa faceandits position
is reported.This faceimageblock s storedasthefirst
oneof the representatie face,which will be usedfor
face verification and face position refinementduring
thefollowing trackingprocess.

Whenthe useris out of track, the eye trackingsys-
temcanrecoveryfrom trackingfailureby detectinghe
useragainin theimage. For fasterrecovery, however,
theeye trackingsystenfirst usesall the availableface
representatiesin turn asthe templateto matchin the
image, insteadof using eigenice method. Because
the templatematchingby usingthe winnerupdateal-
gorithmis fasterthantheeigenficemethod thesystem
canthenrecover from trackingfailurewhenoneof the
availablerepresentatie faceappearsagainin theim-
age. Thatis, oncethe tracking processfails, it can
be recovered soonwhenthe userstop moving to re-
turnto normalpose.If all thefacerepresentatiesare
notsuccessfullymatchedn theimage theeigenspace
methodis thenusedfor detectingthefaceposition. A
new facerepresentatie is storedif eigenficedetection
succeeds.

2.3.3 FaceTracking by Using Winner-Update Al-
gorithm

For eachimage frame, the faceimage block that is
successfullytracked is stored as the face template.
This facetemplatewill be usedfor templatematching
within a searchrangein the consecutie image. The
matchingerror criterion we usedis the Sumof Abso-
lute Difference(SAD):
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SAD(u,v) = — L(u+i,v+7j),

whereT" is the templateimagewith size B x B, I

is the currentimage,and (u, v) is the positionin the
searctrange|—R, R] x [—R, R]. Theposition, (&, v),

with minimum matchingerror can be found by cal-

culating and comparingthe SADs for all the search
positions,{ (u,v)}, in theimage,I;. Thatis,

(@,9) = arg min SAD(u,v),
(u,w)ES
whereS = {(u,v)] — R < u,v < R} is thesearch
regionandR is anintegerwhich determineshesearch
range. This time-consumingbperationcanbe greatly

acceleratethy usingthewinnerupdatealgorithm.The

obtainedminimummatchingerrorandthecorrespond-
ing imagepositionareusedfor furtherverificationand

refinementto determinethis position containsa face

imageor not.

2.3.4 FaceVerification

For each candidate face position with minimum
matchingerror, thegoal of faceverificationis to deter
minewhethertheimageblock at this positionactually
containsa faceor not. Two criteria can be usedfor
makingthis decision. The first oneis that this mini-
mum matchingerror shouldbe small enough thatis,
theimageblock at this candidatdacepositionshould
“looks” similarto thefacetemplatestoredin the pre-
vious imageframe. The secondoneis that this im-
ageblock should“looks” similar to atleastoneof the
facerepresentaties. Theminimummatchingerror be-
tweenthis image block and the face representaties
shouldbesmallenoughto justify thatthisimageblock
is indeedafaceimage.

The secondcriterion of faceverificationis neces-
sarybecausehetrackingerror mightaccumulatelur-
ing thetrackingprocess.For example,if A is similar
to B andB is similar to C, A may be not similar to
C. Thatis, the facepositiontracked might drift away
slowly aftera periodof time. Consequentlywe make
useof the facerepresentaties to perform the verifi-
cationof the secondcriterion while refining the face
position.

Becauseheuseris allowedto rotateandchangehe
scaling(moving nearor faraway from thedisplay),the
rotationandthe scalingof the candidat€faceposition
maybedifferentfrom thoseof thefacerepresentaties.
We proposea MCDStechniqueo overcomethis prob-
lem. Whenthe faceimageis detectednot only the
original faceimageis storedasthefacerepresentatie
but alsothe faceimageswhich are obtainedby rotat-
ing andchangingthe scaleof the original faceimage.
Figure4 illustrateanexampleof faceimagesobtained
with five differentrotationsandfive differentscalings.
Imagepyramid structureis constructedor eachface
image. During the matchingprocessthe rotationand
scalingdimensionsresearchedby usingconjugatedi-
rectionsearch.For eachcombinationof rotationand
scalingunderexamination,the imagepyramid struc-
ture is usedfor speedingup the searchprocessin a
hierarchicalmanner(from the top level to the bottom
level).

2.3.5 FacePosition Refinement

Becausef theaccumulatiorerror, the candidateace
position may hasdrifted away from the correctface
position. To improve the accurag of thetrackedface
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Figure 4. Face representatives with dif-
ferent rotation and scaling.

Table 1. Convolution mask for eye detec-
tion.
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position, we usethe conjugatedirection searchtech-
niqueto refinethe facepositionalongthe gradientdi-

rectionin the X andY dimensions.Along the search
path,thematchingerror usingthe facerepresentaties
is calculated. The position with minimum matching
error is reportedto be the refinedfaceposition. Ac-

cording to our experimentalresults, this methodcan
effectively solve thedrifting problem.

2.3.6 Eyelocation

After obtainingthe positionof the users face,we di-
vide the faceimageblock into four parts. According
to therelative geometrybetweertheeyesandtheface,
we performeye detectionn bothuppetleft andupper
right sub-blocksby using corvolution operationwith
an8 x 8 mask,asshavnin Tablel. Thepositionwith
smallestcorvolution resultare consideredasthe eye
position.

Figure 5. Face detection result.

2.3.7 Temporary Out of Track

When the verification of the candidateface position
fails, thefacepositionof theuseris out of trackandthe
eye tracking systemhasto recover from this failure.
This situationoccursbecausef temporaryocclusion.
For example,the userwaveshis handacrosshis face
or turnshis faceoff the display Oneway of recovery
is to detectthe facepositionall over again. However,

this processis more time-consumingand should not
be performedfrequently Insteadof performingface
detectionpnecantry to recover facetrackingby sim-

ply acquiringthe next imageandusingthetemplateto

matchagainfor a specificperiodof time. Thiswill be
helpfulwhentheusersfacetemporarilyturnsaway or

is temporarilyoccluded.The eye trackingsystemcan
recoverfrom trackingfailurefastethanfacedetection.

3 Experiments
3.1 SystemSpecification

In this section,we will describethe specification
of our experimentaleye tracking system. We imple-
mentedthe proposedeye trackingtechniqueon a PC
with Pentiumlll 500. The video acquisitionequip-
mentswe adoptedinclude a Watec CCD camera,a
Cosmicar8.5mmlens, and a Matrox Meter Il frame
grabber With theseequipmentsthe frame rate of
video acquisitionis 30 Hz, which will limit the max-
imum frame rate and the minimum lateng time of
our eye tracking system. In our implementationthe
eyetrackingprocessaandvideoacquisitionareconcur
rently proceededMoreover, the eye trackingprocess
for eachimagecanbe finishedin lessthan 1/30 sec-
onds. Consequentlythe overall framerate of our eye
trackingsystemis 30 Hz andthe lateng time ranges
from 1/30to 2/30seconds.



Figure 6. Examples of face and eye track-
ing.

3.2 Experimental Results

In our implementationthe imagesize of the face
templatds 32 x 32 andthesearchrangein eachimage
is 160 x 160. Noticethattheimageis preprocessednd

reducedo 160 x 240 beforetheeye trackingproceeds.

Figure5illustrateanexampleof facedetectionwhere
theoriginalimage(640 x 480) is shavn for clarity. As
shawvnin Figure6, thefaceandeyespositionswith dif-

ferentX/Y translationyotation,andscalinghave been
located. The usercanmove aroundfreely to different
positionsin 3-D androtatehis headin 1-D. The pro-
posedeye tracking techniquecan track the face and
eye positionsof the user Figure7 shavs thatthe sys-
temis in temporarily-out-of-trackstage. Becausehe
userturn his faceoff thedisplay the eye trackingsys-
tem cannot successfullytrack the frontal face. When
thishappensthesystendoesnothaveto dealwith this
situationbecausehe useris notwatchingthe display

4 Conclusions

We have presente@ video-basedye trackingtech-
nigue which can accuratelyand robustly track the

Figure 7. Face is temporaril y missed.

users eye positionsin video in realtime. This tech-
nique canbe combinedwith an autostereoscopisys-
tem, which canprovide the userstereovideo without
therequirementf wearingary specialglasse®r sen-
sors. Fasttemplatematchingtechniquehasbeenused
to track the four motion parameterg¢X andY transla-
tion, scaling,and rotation) of the users facein each
image.Accordingto ourimplementatiorona PCwith

Pentiumlll 500, the tracking frame rate can achiere
30Hz.
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