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Abstract

In this paper, we present a network architecture for vetgol®mmunication based on Mobile IP.
The special network environment of a car allows optimizaitut also requires modifications
of existing approaches. We identify these issues and digbgsintegration of possible solutions
into the framework. For example, location information po®d by a car navigation system can
be used to improve handoff decisions and connectivity. Tduate the architecture, simulation
studies were carried out with thres Network Simulator. This paper also gives an overview of the

necessary modifications and extensions to ns and additmwoialto simplify future research in this
area.

*This material is based upon work supported by DaimlerChrglesearch, Palo Alto. Any opinions, findings, and conclusio

or recommendations expressed in this material are tho$eafuthor(s) and do not necessarily reflect the views of Caibiiryler
Research.



Contents

1 Introduction

2 Network Architecture
21 Mobile IP . . . . e e
211 IPVBVS. IPV4A . . . . e
2.2 Mobile Network Architecture . . . . . . . . . . . e e
2.21 AdAressing . . . . . . e e
2.2.2 Optimizations . . . . . . . . . e e e e e
2.2.3 Wireless Technologies . . . . . . . . . . . . e

3 The Network Simulator ns

3.1 Scenario Construction . . . . . . . . . ... e e e e

3.2 Support of Mobile IP and Wireless Communication . . . . ...... . .. ... ......
3.2.1 WirelessNodes . . . . . . . . . e e
3.2.2 PacketFormats . . . . . . . . . e e e
3.23 MobhilelP . . . . . e

3.3 Madifications and Enhancementsnsf. . . . . . . . . . ... ... o
3.3.1 NOAHAgeNnt . . . . . . .
3.3.2 Simple-Distance Radio Propagation Model . . . .. .. ...............
3.3.3 MobhilelP . . . . . . . e e

3.4 Ad-Hockey . . . . . e

4  Simulations
4.1 Evaluation of the Optimized Handoff Protocol . . . . . . .. ... ... ... ......
4.1.1 Throughput Comparison . . . . . . . . . . . . e e
4.1.2 Coverage AreaBoundary Size . . . . . . . ...
4.2 Traffic Analysis . . . . . . . e
4.3 Scalability Simulations . . . . . . ... e e e

5 Outlook and Conclusions

A Installation of the ns Extensions

10
10
10
11
12
13
13
14
14
15

17
17
17
21
23
26

28

31



B Additional Tools
B.1 Plotting Tools
B.2 Scenario Generation

B.2.1 Script Scenario Generator
B.2.2 Meta Scenario Generator

C Usage Instructions

32
32
32
32
33

34



Chapter 1

Introduction

Access to networks such as the Internet and “being accessilolepently of the current point of attachment
to the network is becoming more and more important with aneiasing mobility of Internet users. In this
project, we investigate an architecture for seamless adeesultiple wireless networks from a vehitle
Support for multiple wireless networks is necessary sinég unlikely that a single network can meet all
possible requirements. We assume that many wireless netwail be available, differing in size and
location of the coverage area, provided bandwidth, accests,cand network characteristics. Making use
of several of these networks will allow for a much higher flékiy, which is particularly important since
vehicles can move at high speeds and cover large areas.nlikely that a car will always stay within the
service area of a single provider.

A multitude of applications are conceivable for such an iecture. These applications primarily fall into
two categories:
e applications providing information to the driver and pasgers in the vehicle
— local information about travel conditions, weather, rastats, parking, etc. in addition to the
information provided by the car navigation system
— reservations, ticket booking, etc.
— (voice controlled) e-mail, datebook/calender, etc.
— network services for external devices such as notebook$ A
e applications that retrieve state information to allow ntorihg of the vehicle
— constant monitoring of car sensors
— remote maintenance (e.g. adjustment of ignition timing)
— providing detailed information about the car to a mechd@forethe car is turned in, to speed
up repair time
While the driver will have to communicate to the applica@ver a speech interface to prevent distraction
from the traffic, passengers can use common user interfactsas touch sensitive displays.

The different types of applications have specific commuigoarequirements. WWW access results in
bursty TCP connections that usually transmit a few KByteseSE connections last only for a short time

1In particular, we focus on car communication.



and the quiescence intervals between connections varyitdfioig sensor data of the car from the “outside”
produces a completely different communication patterrreHiine necessary data is likely to fit into a single
data packet. Since old status information is made obsoleteety information, it may be sufficient to just
wait for the next status update in case a packet is lost idstéaequiring reliable data transport. Thus,
status updates should be sent as single UDP packets in rdigodaintervals. Sending audio data over a
wireless connection again has completely different comoation characteristics. While it also results in
small data packets that are sent in regular intervals, giegr varies to a considerably due to compression.
Furthermore, audio stream often have strict timing coirgisa

By simulating these communication patterns, the suitgtili the mobile architecture for this type of traffic
and the efficiency of current mobility protocols can be inigeged. As pointed out in [PF97], simulations as
well as real testbeds are necessary to fully evaluate agthites with respect to robustness and scalability.
Thus, this project can serve as a basis for a later implertientaf the framework.

In the second chapter, we present the communication framkearad protocols for the mobile network
architecture. The third chapter gives an overview of thevoet simulator that was used for the project and
discusses necessary changes and extensions. Chapteahsdohé simulation scenarios and results which
are used to evaluate the envisioned architecture. Finadgive conclusions and an outlook in Chapter 5.



Chapter 2

Network Architecture

Since Mobile IP [JM96, HJ96, Per96] possesses most of thessary features for mobile communication,
itis used as a basis for the wireless network architectusarly all of the concepts of Mobile IP can directly
be transferred to the new architecture.

2.1 Mobile IP

In Mobile IP, a Mobile Host always has a Home Agent (e.g. theawoof the subnetwork the host usually is

attached to). This Home Agent keeps track of the currenttiattachment of the mobile host. Whenever

the mobile host changes the network it is connected to, ithasgister a new care-of address (COA) with

the Home Agent. This association of the Mobile Host's homéress and the current care-of address is
calledbinding The care-of address can either be the address of a Foreigmt fg1g. a wireless base station

node) that has agreed to provide services for the Mobile Kdo#te new IP address of the Mobile Host

itself. A care-of address can be acquired either througielstss or stateful address autoconfiguration.

Traffic to the Mobile Host is always passed through the Home Agent, tilnemeled to the care-of address
and in case of a Foreign Agent care-of address forwardedetd/fibbile Host by the Foreign Agent. Out-
going trafficfrom the Mobile Host does not need to go through the Home Agentheuhost can directly
communicate with Correspondent Hosts. By using a Home Agean intermediary, Correspondent Hosts
do not need to know the Mobile IP protocol or the current lmsabf the Mobile Host. The forwarding of
packets to the current address of the Mobile Host is traespdor other hosts.

By using this architecture, a Mobile Host can roam betwearifo Agents and its Home Agent. When the
Mobile Host leaves the service area of its current Foreigemgnd registers with a new Foreign Agent,
the Home Agent has to be informed about the change of addFéssprocedure is calledandoff During

such a handoff, it is possible that the Mobile Host loses eotivity for a short period of time. To provide
smooth handoffs and speed up the handoff process, the usgarbkcare-of addresses is possible where
wireless service areas overlap. However, amigof those addresses can be registered with the Home Agent
(primary care-of address).
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The Mobile IP architecture is well suited for Mobile Hostsatlchange their point of attachment only

over relatively large time intervals. When fast moving MebiHosts are forced perform a large number
of handoffs per time interval, registering a care-of adsiredth the Home Agent causes too much over-
head and a too high delay, which in turn results in decreasstqol performance. Several approaches to
solve this problem and to provide a more local, hierarchiceh of mobility management are discussed in
[SK99, Val99, CP96, BZCS96].

2.1.1 IPv6 vs. IPv4

Mobile IP exists as an additional feature to IPv4. In the wexsion of IP, IPv6, mobility support is directly
built into the protocol. This facilitates the use of Mobile &nd allows several optimizations as compared to
IPv4. Among others, the following mechanisms are part obtPv

¢ In IPV6, route optimization to avoid triangle routing is built into the pogol and no longer just an
additional feature. Whenever the Mobile Host receives ptttiat was tunneled by the Home Agent,
it sends a binding update to the original sender (CH). ThegSpondent Host can then communicate
directly with the Mobile Host.

e The care-of address is used as the source address for thek&pastead of the home address. The
home address is now specified in in the Home Address Destin@iption. Thus, the use of care-of
addresses is still transparent above the IP layer, but theaph now supports techniques that require
local source adresses in a subnetwork (e.g. ingress fiferin

e The use of care-of addresses as source addresses alsatigilvireless multicasting since the Mobile
Host (as a sender) does not have to tunnel packets to Home Aiggmore.

e The notion of Foreign Agents is no longer needed since theilglétost can operate in any IPv6
environment.

e IPsec (sender authentication, data integrity check, eteiged for secure address binding updates and
acknowledgements.

¢ IPv6 supports bidirectional movement detection (i.e. ndy ahe Mobile Host but also a Foreign
Agent can detect loss of connectivity).

¢ By using the additional IPv6 header options for adressiRgintIP encapsulation is only necessary
for packets that are forwarded to the Mobile Host by the Hongemt. In IPv4, encapsulation is
necessary for all data packets.

e The Mobile Host useanycastinstead of broadcast for Home Agent address discovery wiidhces
the load on the subnetwork.

These additional features improve usability and efficievicilobile IP. Particularly route optimization can
result in a considerable reduction of network load and delaythe other hand, these features require some
additional state information to be kept in the Mobile Hostl &#ime Correspondent Host. The Correspondent
Host caches the current care-of address of the Mobile Hosen&ver the Mobile Host performs a handoff, it
not only has to inform the Home Agent of its new care-of adslied also all Correspondent Host with which

it communicates (binding update). If the Mobile Node woutd inform other nodes in time, Correspondent
Hosts could send data to an outdated care-of address. THeudldbile Node has to keep a list of all
Correspondent Hosts to which it sent binding updates.
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2.2 Mobile Network Architecture

The similarity of the mobile network architecture and MehliP becomes clear in the architecture overview
in Figure 2.1. Packets from a Correspondent Host to the Md#dst are routed to the corresponding Home
Agent. The Home Agent looks up the address of the Mobile Hogttannels the packet. Since all packets
are sent over the Home Agent (unless route optimizationeésl}yghe Home Agent can be a performance
bottleneck when the number of Mobile Hosts increases. & ¢hise, a hierarchical structure of multiple

Home Agents can improve performace and scalability. Hafriaal Home Agents can distribute the Mobile

Hosts among themselves to balance the load.

As mentioned in the introduction, the architecture aimsupp®rt multiple wireless technologies and thus
has to be able to use multiple service providers. Thesecgeprioviders assume the role of the Foreign
Agents. A Mobile Host is assigned an IP address by its cufrergign Agent and can now be reached using
that address. Thus, the care-of address is the address Mbibiee Host €o-locatedcare-of address).

) Different Wireless A | vO
Address Mapping Service Providers MH }(“ »O
a0 No Connectivity
N O
MH <>O
- 0
HA ===
HA ¢
(Hierachical)
Home Agent(s) =
()
=
9 )
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Host C MH
3 FAz4— "

CH
Mobile Subnetwork

Figure 2.1: Architecture Overview

The internal structure of the service providers with rositend base stations is not modeled in Figure 2.1,
since neither the Mobile Host nor the Home Agent need to knmewgit. The type of mobility support (be

it Mobile IP, Cellular IP or a proprietary protocol) used Inetservice provider is transparent for the Mobile
Host. In other words, the framework only handiesrtical handoffs from one service provider to another

1When the care-of address is the address of the Foreign Agertha Agent forwards incoming packets to the corresponding
Mobile Host, the Mobile Host is said to havéaeign-agentcare-of address.
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without takinghorizontalhandoffs within the service area of a single provider intcoamt.

2.2.1 Addressing

In our architecture, the Mobile Host is not just a network eddt a vehicle with possibly many communi-
cation enabled devices. Unless, the service provider@ssigt only a single address but a (small) address
space to the Mobile Host, individual adressing of the devisdlifficult. When a service provider uses IPv6,
its large address space makes the assignment of multiptessdr possible while such a solution is unlikely
with IPv4.

In case only a single adress is available for the Mobile Hiestjces that only initiate communication can
useNetwork Address TranslatidiEF94] instead of an individual address. This service wdhkh have to

be provided by the Mobile Host. One application where NATU#isient is to offer network connections
to external devices (e.g. the notebook or PDA of a passengesgcond solution for individual addressing
(apart from fundamental changes to standardized netwartogols) is to define an additional adressing
scheme between Home Agent and Mobile Host. This requires aifeéw additional bytes in the payload
for the device address and possibly some flags. The actumigiancapsuled in the packets. The schemes
is transparent for all network entities apart from the HongeAt and the Mobile Host. However, such an
approach has a major drawback. Since the Home Agent has apsuate the data, it always has to be part
of the network path from Correspondent Host to Mobile Hogtuf optimization is no longer possible. This
not only results in longer delays and an increased load onghgork but also exacerbates the performance
bottleneck at the Home Agent. With route optimization, othlg first few packets of a connection are sent
via the Home Agent and subsequent data packets are traedrditectly to the Mobile Host. This allows
the Home Agent to handle a much larger number of Mobile Hosts.

Some optimizations are possible by reducing the numberdresdable devices in the car. Instead of being
able to communicate with each single sensor in the car, ihtrbg sufficient (and much more efficient) to
communicate with the vehicle bord computer and requestdke af a particular sensor. This also allows to
combine information into a single status packet which ferihcreases performance.

2.2.2 Optimizations
Adaptive Applications

Wireless technologies vary considerably in offered bawthwand changes of a few orders of magnitude
are possible. Thus, it is necessary that applications adagtanged network conditions as fast as possible.
When a handoff to a low bandwidth provider is necessary biatkies a Voice Over IP application several
seconds until it adjust its bandwidth from high quality audiith 64KBit/s to low quality voice with only
8KBiIt/s, it is possible that due to congestion no traffic &tah be sent from or to the Mobile Host for that
period of time. When also Mobile IP control packets are lesg(binding updates), performance can suffer
for much longer than the time of congestion.

To better be able to deal with such situations, applicatipmdit from additional information that can be
provided by the mobile node. The mobile node has informatibout the maximum bandwith as well
as concurrent applications which allows an applicationddt@rmine its “optimal” throughput. A further
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option might be to install a bandwidth manager in the Mobilestd The bandwith manager has to ensure
that Mobile IP control packets are transmitted with a higheority than all other traffic and it can discard
packets of applications that excessively use scarce bditdeven before they are passed down the protocol
stack.

Optimized Handoff Algorithm

Base stations have to announce their presence by sendiaglipdreacon messages. Upon reception of a
beacon message, a mobile node can request Foreign Ageigesdrom that base station. When the mobile
node leaves the service area of the base station it has torpea handoff to a new base station. A very
basic handoff algorithm is to negotiate Foreign Agent smwviwith a new base station as soon as the old
base station becomes unavailable. This is detected by thdemmwde when it does not receive beacon
signals for a certain amount of time. To prevent that bas#ostare erroneously considered unreachable
because beacon messages are lost, the timeout intervadersbations should be a multiple of the beacon
period. However, when the mobile node loses its current bad®n and a handoff is necessary, the mobile
node cannot communicate until the base station timer expinel the mobile node negotiates Foreign Agent
services with a new base station. This results in a commtioicdropout of up to a few seconds.

The network architecture presented in this report focusesar communication. Location information
which can be obtained via a GPS system can be used to optingzeandoff algorithm for Mobile IP. By
keeping track of its current location, the mobile node caedmt when a handoff is likely to happen and
negotiate Foreign Agent services with a new base staticoréle@nd. This effectively prevents a communi-
cation dropout. When the mobile node is within a certain eaafjthe border of the coverage area, it tries
to perform a handoff to a base station that is located clasttre mobile node. The mobile node can obtain
this information in several ways:
e The signal strength of the beacon messages can be usedtatestiow close the mobile node is to
the border of the service area. When it falls below a certaieshold value the mobile node performs
a handoff to the nearest base station it can hear. Duringahddif, the mobile node is still reachable
via the old base station.
¢ When base stations send information about their maximuwicgerange and their location in the
beacon messages, the mobile node can compute its distatioe base station. By comparing the
distance to the service range, it can estimate the likediof$eaving the base stations service range
and perform a handoff in time should it be necessary.
¢ Map information about base stations and their service ange be stored in a database at the mobile
node. When a mobile node identifies a base station, it canupats location and service range and
perform the same calculations as described above.

Additional information of a car navigation system, such astihation and the anticipated route can be used
to further optimize the algorithm.
2.2.3 Wireless Technologies

The following wireless communication technologies are aghthose available in the Bay Area. Although
other technologies exist, the presented communicatidmt#ogies cover a sufficiently wide range of dif-
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ferent characteristics of wireless channels to allow foormprehensive evaluation of the architecture. With
regard to a later realization of the architecture, we chasda parameters for the wireless connections to
the mobile node in the simulations.

Wireless LAN
e bandwidth: 1-10 MBit/s
e frequency: 2.4 GHz
e range (indoor/outdoor): 20-200m / 2-15km

Wide-Area Wireless Network (Metricom)
¢ bandwidth: 30 KBit/s (raw bandwidth 100 KBit/s)
e frequencies: 2.4 GHz (radio-to-radio), 900 MHz (radioptmletop)
e coverage area: SF Bay Area, Washington D.C., Seattle
e geographical routing (GPS in base stations)

CDPD
e bandwidth: 5-12 KBit/s (raw bandwidth 19.2 KBit/s)
¢ frequencies: 800/900/1900 MHz
e coverage area: good coverage in most of the U.S.



Chapter 3

The Network Simulator ns

The ns Network Simulator is an event driven simulator for computetworks and network protocols. It
was chosen as the simulation tool for this project becaudes ehodular and open architecture. Since it
is widely used in the research community, a large number dfiork components are available fos
By reusing these components, the development of compléitectures can be considerably facilitated.
Amongst othersnssupports the following technologies:
¢ Point-to-point connections, LANs, wireless links, satellinks
Different queueing schemes (DropTail, RED, etc.)
IP, Mobile IP
Multicast (DVMRP, PIM, etc.)
TCP, UDP, and several experimental transport protocols
RTP/RTCP, SRM
QoS (InterServ, DiffServ)
Applications (Telnet, FTP, WWW-like traffic, etc.)
Math support (random number generation, integrals, etc.)
Network emulation (i.e. interaction of the network simolavith a “real” operating network node)

The current version ofs contains modules from several universities and researchpgrsuch as UCB,
LBNL, ISI/USC, Sun, Xerox PARC, etc.

The simulator framework uses a split-language programrapmoach. OTcl, an object oriented version of
Tcl, is used for the control structure and the descriptiothefsimulation scenarios. Also the scheduling of
events and the dynamic configuration of network componeamisgl the simulation is usually done in OTcl.
The actual core of the simulator (i.e. low level event preoss per-packet actions such as forwarding, etc.)
is written in C++ to allow for a fast simulation of large scena. While this approach is very flexible, it also
adds complexity. To use the simulator it is necessary to kagevledge in OTcl as well as C++. Particularly
debugging in both languages simultaneously can be a diffizsik.

Currently, no visual scenario generation tools existrfeand scenarios are usually programmed by hand.
However, simulation results can be visualized using thevddt Animator NAM.
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3.1 Scenario Construction

Generally, the generation of scenarios in the TCL scriptf@ilows a certain order:
Instantiation of the event scheduler object

Creation of the topology

Specification of the communication patterns

Scheduling of dynamic changes to the scenario during thelation

Tracing of events

The topology consists of network nodes connected by linkk wicertain queueing strategy, delay, and
throughput. To exchange packets between nodes, agentdchbBeeattached to the nodes. Traffic sources
such as applications can then use these agents to comneuwitiattraffic sinks at other nodes. There are
several types of agents, for example routing agents thadeéa which link to forward a packet, agents for

sending and receiving TCP or UDP packets, etc.

3.2 Support of Mobile IP and Wireless Communication

The originalnsarchitecture only supported stationary nodes connectesliteygl links. Wireless nodes and
channels were added at a later stage by a different resesyap with focus on the simulation of wireless
ad-hoc networks. Their framework allows a very detailed eliog) of wireless communication using Radio
Propagation Models, Antennas, Link Layer, ARP, and MAC Lgyetocols (e.g. IEEE 802.11), as well as
ad-hoc routing protocols.

3.2.1 Wireless Nodes

Special wireless nodes have to be used to compose wirelegsrke. These nodes have additional features
in comparison to ordinary wired nodes. Nodes have inforomatibout their location and they can move
between locations with a specified speaas only supports linear movement of nodes. More complex
movement patterns have to be constructed from linear segmen

For wireless communication, the notion of links betweena®® no longer valid. To be able to send
packets between mobile nodes, they have to be attached sartiechannel Packets sent over the channel
are distributed to all nodes on the channel.

Also, the internal structure of nodes was extended. Whiledvhodes hand packets directly to the cor-
responding agent which then processes the packets, patkeiseless nodes are passed through several
additional layers. As depicted in Figure 3.1, a packet thakeint over a wireless channel is first handed to
the Physical Layer (PHY). The Physical Layer uses a Radipayation Model (RPM) to determine the
signal strength with which a packet is received. It then carep the signal strength tadatect thresholdo
decide if the receiving node can detect the packet at alhdfsignal is too weak, the packet is marked as
“not received”. When the packet could be detected, the sgmength is further compared to theceive
thresholdto determine if the signal was strong enough to allow a coirgerpretation. If the signal strength
falls short of that threshold, the packet is marked as “resgkivith errors”. In any case, the packet is handed
over to the Medium Access Control layer (MAC). The MAC layéaards packets that the node could not
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have received and packets that were received with bit errors

|
—» Source/Sink

|—> Mobile IP
i

RTAgent
J

v

ARP

IFQ

MAG RPM

[ Antenna l
PHY [ Modulation Scheme]

4 [ Propagation Model |

A 4

Wireless Channel

Figure 3.1: Structure of a Wireless Node

Since the wireless extension was targeted at mobile ad-¢weonks, wireless nodes always have an ad-hoc
routing agent attached. Currenthssupports the following ad-hoc routing protocols:
e Destination Sequenced Distance Vector Routing (DSDV)
Dynamic Source Routing (DSR)
Ad-Hoc On Demand Distance Vector Routing (AODV)
Temporally-Ordered Routing Algorithm (TORA)

In addition to purely wireless nodes, so calBdse Statiomodes (BS) can be connected to wired links as
well as wireless channels. They act as bridges between tieel \@nd the wireless part of the network and
are of paramount importance for the simulation of Mobile IP.

3.2.2 Packet Formats

The changes tas for the support of wireless networks also resulted in a diffé trace file format for
wireless traces. This was necessary since packets aremtadisectly from source to destination, but all
nodes on the corresponding channel can potentially re¢he/@acket. Thus, at the point of time when a
packet is sent it is not known which nodes will receive thekpac The wireless trace lines also display
information about MAC and IP header fields and, if the packet TCP/UDP packet, additional information
about the TCP/UDP header.

When postprocessing simulation traces, it is thereforessary to support both trace file formats. Many
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Trace File Format for Wired Links:

end points packet IP address packet
event | time | from | to | type | size | flags | flow ID | src | dest | seq. no. | uid

Trace File Format for Wireless Channels:

packet higher level headers
event | time | _node_ | layer | flags | uid | type | size | [MAC] | [IP] | [TCP] | [...]

Table 3.1: Trace File Formats

trace analysis tools fans have not been adjusted and only work either with wirelessesaor with wired
traces. Even the Network Animator NAM is not yet fully capaldf visualizing wireless simulations,
although wireless support will be improved in the future. f8g NAM only supports the visualization
of the movement of wireless nodes while packets over wisatbsnnels are not displayed. This makes the
tool rather unsuitable for the task.

3.2.3 Mobile IP

The Mobile IP implementation fanswas developed at a time whes only supported wired networks. It
could not be used together with the wireless extensionsdahat was added later because of the changes
to the structure of wireless nodes. While wireless suppmriMobile IP was implemented at a later stage,
the Mobile IP implementation was not completely redesigagavould have been necessary. The resulting
architecture mismatch considerably aggravates the straolaf Mobile IP.

The implementation of Mobile IP includes the basic comptsméHome Agents, Mobile Nodes, Foreign
Agents) and basic functionality such as registering wittea iroreign Agent. All base stations advertise
their presence by sending beacon messages at a preconiiggtime interval. Mobile Nodes store the
adresses of the base stations within range in a list. Whereaocdm message of a registered base station is
received for a certain amount of time, the list entry times and is removed. Mobile Nodes that have to
perform a handoff because they left the service range of therent Foreign Agent chose a base station
from the list as their new Foreign Agent. If the list does nottain any entries, the Mobile Node sends an
Agent Solicitation Message. Base stations that receiwernti@ssage have to send an advertisement which
then allows the Mobile Node to register with them. The hah@dhitiated with a Registration Request from
the Mobile Node. The base station then forwards the reqoesiet Home Agent of the Mobile Host. The
Home Agent updates the care-of-address (COA) of the Mobistldnd installs a so-called encapsulator
to tunnel IP packets to the mobile host via the base statidre Home Agent then sends a Registration
Reply Message to the base station and the base station iimtarms the Mobile Node that the handoff was
successful. From then on, the base station acts as the Métile’s Foreign Agent.

However, the handoff algorithm itself is kept very simple.h&vever the Mobile Node receives a beacon
message from a Base Station, it sends a Registration Reapue$tom then on uses the Base Station as a
Foreign Agent. This results in a dropout until the new comineds established although the Mobile Node
could still communicate with the rest of the network overcisrent Foreign Agent. The method also works
only when the Mobile Node “hears” a single Base Station. Amsas service areas of Base Stations overlap,
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the Mobile Node constantly switches between Base Statioddacause of that often cannot establish any
transport connection at all. Since a handoff to a new BasioStgenerates a certain amount of overhead,
the simple handoff algorithm produces an unnecessarijelamount of Mobile IP control packets.

Extensions to Mobile IP such as route optimization are nqilé@mented. Furthermore, packdism the
Mobile Host are always routed over the Home Agent as well,v&m esending packets directly from the
Mobile Host to a Correspondent Host as specified in teh aldvobile IP draft (for IPv4) does not work.
Also all enhancements to Mobile IP related to IPv6 are nopetted byns

3.3 Moaodifications and Enhancements of ns

To be able to simulate the mobile network architecure of pinigect,nshad to be extended. The following
modules were added or modified:

e new routing agent

¢ new radio propagation model

e modification of the Base Station and the Mobile Host module

¢ new handoff mechanism

3.3.1 NOAH Agent

Mobile Nodes always contain a full-fledged ad-hoc routingragThus, communication over multiple wire-
less hops is always possible. In Mobile IP scenarios, tmspeaduce unwanted results when Mobile Hosts
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use other Mobile Hosts as intermediate “routers” insteadammunicating with their Foreign Agent. In
many real-world scenarios, Mobile Hosts can only commuasigath Base Stations but not with other Mo-
bile Nodes. To make the simulation of these scenario pessaiNon-Ad-Hoc Routing Agent (NOAH) was
developed. While nodes keep a list of other wireless nodaisate within range, they no longer have to
exchange routing tables for multihop routing. NOAH Agentsibt generate any routing related traffic but
learn from the packets it receive which hosts are in rangés djpproach does not allow arbitrary commu-
nication patterns but works well with Mobile IP. First, pat& have to be broadcasted to initialize the lists
of nodes in range. Only then is direct communication betwiaenwireless nodes possible. With Mobile
IP, beacon messages (and possibly agent solicitationg) tbawe sent before nodes can exchange packets.
Thus, the NOAH node lists can be initialized accordinglyceithose messages are always broadcast.

3.3.2 Simple-Distance Radio Propagation Model

The existing wireless module ims models radio propagation with a high level of detail. Wissenodes
send with a certain signal strength and the attenuationeo$ignal is calculated based on Friss free-space
attenuation at near distances and an approximate Two Rayn@nmmodel at far distances [Rap96]. While
this is useful for small scale simulations, it complicatesigations with a high abstraction level where only
the range of base stations is known. For this reason, a vemgisiradio propagation model based only on
the distance between wireless nodes was developed. Notes winge of each other have full connectivity
and nodes beyond that range have no connectivity at all. €Tiseno signal attenuation or an increased
error rate at the border of the service area but an abruptgehanconnectivity. This propagation model
should only be used when exact information about the sigeguency, signal strength, detect and receive
thresholds, etc. are not available.

3.3.3 Mobile IP

Due to the previously discussed shortcomings, substatéiges to Mobile IP were necessary. The handoff
procedure was redesigned to improve performance in netermrkonments with a high handoffs frequency.
Priorities can be assigned to base stations to establistrden of preference. The Mobile Host always
performs a handoff to the base stations with the highestipriaithin range. This feature can be used to
include bandwidth, cost, and provider preferences of tlee (i£. the mobile node) into the simulations. As
an additional option, the handoff protocol can take theatlis¢ to base stations into account to reduce the
number of handoffs and to ensure a timely handoff in orderévgnt loss of connectivity.

When the Mobile Host receives a beacon message, it checkemibe corresponding base station is already
in the list of base stations within range. If yes, the entrypslated and the expiration time of the entry is
adjusted. If the base station is not in the list, an new ergrgréated. The Mobile Host then checks if
it currently has a care-of-address. If not, it immediateynds a Registration Request to the base station
that sent the beacon message. If the advertisement was li@gutrent Foreign Agent, the Mobile Node
reregisters to refresh the binding to the Foreign Agent.aliyna Registration Request is also sent when
the priority of the beacon is higher than the priority of tresb station that is currently used as the Foreign
Agent.

The Mobile Host caches the addresses of all base stationsith v sends requests. The Mobile Host only
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processes Registration Reply Messages from base statiting cache. Other Reply Messages from nodes
that the Mobile Host did not contact are discarded. When i Wegistration Reply arrives at the Mobile
Host, it updates its care-of-address as well as other paessn@.g. priority of the current base station) and
clears the cache. Thus, cache entries have a timeout ihieqeoportion to the beacon interval.

The handoff procedure can be further optimized by takingdiséance to base stations into account. For
each Mobile Hosts, base stations are divided into the ceagsguear, distant andunreachable The ratio
of nearrange to overall range is called boundary parametéfor example @ value of 0.2 means that the
Mobil Host tries to perform handoff when its distance to tlherent base station is longer than 80% of the
total service range. The overall preference structure felisvs:

e If base stations are withinear range choose the one with the highest priority. The Home Agen
generally set to a higher priority than Foreign Agents tospre unnecessary tunneling of packets.
If several base stations fall into this category choose #aest of them.
If no base station is withinearrange choose thaistantbase station with the highest priority.
If several base stations fall into this category choose #aest of them.
If no base station is reachable send a Solicitation Message

far near unreachable
®

Bas&tation

Figure 3.3: Coverage Area Boundary

Thus, as soon as the Mobile Host leavesrtbar range of the current Foreign Agent, it performs a handoff
if there is anothenearbase station. The Mobile Node does not perform a handoff itheneives a beacon
message from a closer base station which has the same rasgéichtion. During the transition from one
Foreign Agent to another, the Mobile Node retains its rebitiya via the old care-of-address (provided the
old Base Station is still within “hearing range”).

3.4 Ad-Hockey

The Ad-Hockey tool fomsthat was originally developed to visualize wireless ad-hetworks. Hence, it
neither supports wired links and nodes nor Mobile IP. To He &b use Ad-Hockey for the simulations if
this project, these features had to be added. Furtherni@esxtended version of Ad-Hockey now supports
the originalnstrace file format as well as the new wireless trace file forrtratication of packet events (e.g.
send, receive, forward, drop) was improved and some opditioizs to speed up the visualization of large
scenarion were implemented.
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Figure 3.4: Ad-Hockey Screenshot

Ad-hockey has a simple user interface that allows to modiié/durrent time and speed as well as start and
stop the simulation. Furthermore, ad-hockey has (limigegyport for scenario creation.
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Chapter 4

Simulations

We created several simulation scenarioststo evalute the network architecture and study the effextge
of the optimizations. Among the aspects we focused on are:

e Evaluation of the optimized handoff protocol

¢ Traffic analysis

e Scalability analysis

4.1 Evaluation of the Optimized Handoff Protocol

In Chapter 2.2.2, we presented an optimization for the héimdechanism based on location information.
The purpose of the following simulations is to determindaropt parameters for this mechanism and inves-
tigate the impact of the optimization on network traffic.

4.1.1 Throughput Comparison

The simulation topology consists of three large and one Issealice areas, as shown in Figure 4.1. The
wired node 1.2.0 connects service area 1 and wired node do8rtects service areas 2, 3, and 4 to the rest
of the wired network via node 1.1.0. The sending node in tlk@agos is node 1.0.0. The Home Agent has
the address 0.0.0 and is also connected to node 1.1.0. Adbviiimks have a bandwidth of 128 KBit/s, a
propagation delay between 10 ms and 50 ms, and use RED [FFJ§8kaeing mechanism.

No. | Address| Radius| # Base Stations Base Station Rangg Priority Color
1 2.0.0 100 29 25.0 1 grey
2 3.0.0 100 29 20.0 2 light yellow
3 4.0.0 50 13 16.0 3 yellow
4 5.0.0 100 29 30.0 1 grey

Table 4.1: Scenario Parameters
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The duration of the simulation is 160.0 seconds. From tim® bh, the Mobile Host moves from its
original position (120,320) towards position (520,144 traversing the coverage areas of all four service
providers. Itis always within reach of one or more base @tatiexcept from time 113.0 to time 117.0 before
the handoff to base station 5.0.0. Starting at time 5.0 stgahe sender (1.0.0) opens a connection to the
mobile node and transmits packets with the maximum postibteighput. TCP as well as UDP are used
as transport protocols.

1.0.0 ®Ha 000

Hrasiio »

=] <@
=] o
Lo} L=l O
o o
L=} =] L] =] ]

Figure 4.1: Simulation Scenario

TCP

Since TCP reduces its bandwidth when it encounters packet(ls can be the case during a handoff), it
is very sensitive to connection dropouts. Furthermore, whe packets get through to the receiver for a
longer period of time, TCP performs an exponential back iodf. the time before retransmission is tried

again increases exponentially). Bandwidth reduction aqpabeential backoff are part of TCP’s congestion

control mechanism.As long as no packet loss occurs, TCP slowly increases isi¢fnput.

Figures 4.2a) and 4.2b) show the throughput of the TCP cdiometo the Mobile Host over the entire

duration of the simulation. The simple handoff mechanismsea many triple duplicate ACKS and TCP
timeouts which severely impair TCP throughput. All handaffuse the loss of one or more packets. With
the optimized handoff protocol on the other hand, no packetdost due to handoffs at all. The periodic

1For a more thorough discussion see e.g. [Ste94].
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Figure 4.2: TCP Throughput Comparison

“dents” in the throughput are not caused by packet loss owitedess link but reflect the typical sawtooth-

like TCP throughput. TCP increases its rate until it reachesnmaximum bandwidth of the link, experiences
aloss, and then backs off again. In this simulation scentmgoutilization of the optimized handoff protocol

increases overall TCP throughput by 45%.

Surprisingly enough, the period with no connectivity froetend 113.4 to second 116.9 results in a longer
dropout of the TCP connection in the trace with the optimigeatocol. However, this is not caused by the
handoff algorithm itself but is a random result. Due to theslof connectivity, TCP performs an exponential
backoff and does not send packets for a few seconds. In diolB with the optimized version of the
handoff protocol, TCP sends a packet at time 116.96 whichss IThe exponential backoff mechanism
causes TCP to wait for roughly four seconds before the reitnégsion of the lost packet.

SimulationA:

D 113.
D 113.
D 114.
r 116.
r 117.

721459519
773525519
587995199
980963479
340283391

SimulationB:

D 113.
D 113.
D 114.
D 116.
r 121.

733876129
752362129
462023808
964472833
068531986

68 MAC --- 15452 tcp 512 [a2 1 40 800]
_68_ MAC --- 15455 tcp 512 [a2 1 40 800]
_68_ MAC --- 15570 tcp 512 [a2 1 40 800]
5 MAC --- 15918 tcp 512 [a2 1 60 800]
5 MAC --- 15964 tcp 512 [a2 1 60 800]
_68_ MAC --- 17612 tcp 512 [a2 1 40 800]
68 MAC --- 17617 tcp 512 [a2 1 40 800]
68 MAC --- 17721 tcp 512 [a2 1 40 800]
_68_ MAC --- 18045 tcp 512 [a2 1 40 800]

5 MAC --- 18502 tcp 512 [a2 1 60 800]
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Figure 4.3: UDP Throughput Comparison
r 121.427971694 _ 5 MAC --- 18540 tcp 512 [a2 1 60 800]

The corresponding trace file for simulatiginwith the simple handoff protocol shows a very similar seqgen
of packets. However, the packet that is lost in simulatidrs transmitted 16 ms later. During these 16 ms,
the mobile node gets close enough to the next base statiois abte to receive the packet. The connection
is reestablished and packets start to flow again. Thus, tlegit®e difference in send time of 16 ms actually
results in a four second difference in the inter-packetruatis. Since packets of different flows are never
sent at exactly the same time, this is a random result ndeckta the handoff mechanism.

UDP

In contrast to TCP, the UDP transport protocol does not reggacket loss and thus often achieves a higher
throughput than TCP. It never performs a backoff and alwaysls data when transmission is possfbkor

this reason, UDP throughput as depicted in Figures 4.3a}&811) can be used to investigate connectivity.
It presents the optimum throughput a TCP connection couhiege, if additional measures were taken to
prevent TCP from backing off in case of non-congestion eelgtacket loss.

As UDP throughput is not sensitive to packet loss, the diffiee in throughput between the simulations
with the optimized and the normal handoff protocol is not esirct. Sill, in case of the optimized handoff
protocol UDP achieves an overall throughput that is 19% drigBandwidth utilization is exactly the link
bandwidth and throughput is completely smooth apart froenstiort period of time without connectivity.

2This can be unfair to competing traffic and may lead to a caiesollaps [FF99].
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No. | Address| Radius| # Base Stations Base Station Rangg Priority Color

1 2.0.0 - 1 3.0 1 darkgreen
2 3.0.0 - 1 20.0 1 green

3 4.0.0 - 1 5.0 2 lightblue
4 5.0.0 - 1 5.0 2 lightblue
5 6.0.0 - 1 5.0 2 lightblue
6 7.0.0 - 1 5.0 2 lightblue
7 8.0.0 - 1 20.0 1 darkgreen
8 9.0.0 - 1 30.0 1 darkgreen
9 10.0.0 - 1 5.0 1 blue
10 | 11.0.0 - 1 5.0 1 blue

11 | 12.0.0 - 1 5.0 1 blue

Table 4.2: Scenario Parameters 1

No. | Address| Radius| # Base Stations Base Station Rangg Priority Color

1 2.0.0 - 1 3.0 1 darkgreen
2 3.0.0 20.0 49 3.6 1 green

3 4.0.0 8.0 5 6.0 2 lightgreen
4 5.0.0 30.0 29 8.0 1 blue

5 6.0.0 20.0 13 8.0 1 darkgreen
6 7.0.0 5.0 5 3.0 1 lightblue
7 8.0.0 5.0 5 3.0 1 lightblue

Table 4.3: Scenario Parameters 2

4.1.2 Coverage Area Boundary Size

In the above simulations, the coverage area boundary péeafoethe handoff protocol was set to the outer
20% of the radius of the service range (i.e. the Mobile Hasyesi with its current Foreign Agent within
80% of the overall radius of the coverage area). This parangtatly influences the performance of the
handoff. Ifit set to a too low value, it cannot guarantee astimbandoff without packet loss. If however itis
set to a too high value, performance is decreased by theesgrtaused by too many unnecessary handoffs.
The following simulations compare protocol performancedifferent boundary parameter values and are
aimed to find an optimal value.

For the simulations, the two basic scenario topologiesalegiin Figures 4.4a) and 4.4b) were used. Sce-
nario 1 has only a small number of base stations with largecgeareas, while in scenario 2 the number
of base stations is much higher and the base station rangeites This results in different time intervals
between consecutive handoffs. For each simulation rursetbh@pologies were populated with 10 Mobile
Hosts located at random positions. Throughout the sinmulatithe hosts moved to a random location at a
random speed, thus creating a large number of differentexdivity and handoff patterns.

We ran simulations with a boundary parameéterf 0.02, 0.05, 0.1, 0.2, and 0.5. Multiple simulations were
conducted for each setting and the results were averageduoe the impact of outliers. The total number of



4.1 Evaluation of the Optimized Handoff Protocol 22

®100
10 “Hanon

CFa’s00 ®razon
®Fa g0
CFazap
FA 300
CFa400
®raE00
®raa0n
®ratan
®ra1z00
®Fa1000
a) Scenario 1
@
*100
*10 — “Ha000
L] L] o o @
=
of Jo(Nal jof Jelllle 1o + ®Faz00
< < L] @ o S ] 8 °
Fa 400
L ] L) L] L] L]
L2 <@ <@ <@ OFA_ 360 @ <@ . ]
o
L=] [=] =] =] @ =] o
- - L] L ] . -
L=] L=] L=] @ @ @ i3
=] L=] @ @ =)
. ® L ] L ] L ] L ] .F.’:\ 500 L ] L ] L ]
L ] L 2 .F.q 600 L ] L ] L ] L ] L ] L
L ] L ] L] L ] L ] Q L ] L ] L]
=]
° Faglp
Lemvig JoE2 20
L] O *

b) Scenario 2

Figure 4.4: Scenarios for Coverage Area Boundary Simuiatio
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Figure 4.5: Comparison of Different Service Area Boundarie

handoffs increases in proportion to the boundary paranfieter 112 ¢ = 0.02) to 187 ¢ = 0.5). Also the
overall throughput of the Mobile Hosts is proportional te size of the coverage area boundary for smaller
boundary parameter values. Handoffs are performed wetirbehe Mobile Host leaves the coverage area
and handoff related packet drops are rare. The highestdghput is achieved fas = 0.2. For higher values

of b, the throughput decreases again, caused by a very high mahbandoffs and the resulting overhead.
Thus, optimal values fdr are in the range of 0.1 to 0.2, depending on the actual ovedraémndoff causes

in a real environment.

4.2 Traffic Analysis

In the simulations in this section, we focus on the intecactf different types of traffic. The total simulation
time is 920.0 seconds. The topology consists of two basmstatvith a large coverage area, two base
stations with a medium coverage area, and two base statibms&wmall coverage area. The base stations
and the movement pattern of the Mobile Host are arrangedatdtie Mobile Host starts out with a base
station with a small coverage area and a high bandwidth (1t/g)BiAfter 100 seconds, the Mobile Host
starts to move and as a consequence has to switch to a medianbase station with a bandwidth of
30 KBit/s. When it leaves the service range of that secone sdion it is forced to swich to the base station
with the largest coverage area and the lowest bandwidth Bi¥$. The Mobile Host completely loses
connectivity from time 385.6 to time 529.3. After regainiognnectivity, it performs a similar sequence of
handoffs in reverse order (i.e. first to the large base statlen to the medium base station, and then to the
small base station).
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No. | Address| Radius| # Base Stations Base Station Rangg Priority | Color
1 2.0.0 - 1 0.3 3 black
2 3.0.0 - 1 9.0 2 black
3 4.0.0 - 1 18.0 1 black
4 5.0.0 - 1 0.3 3 black
5 6.0.0 - 1 9.0 2 black
6 7.0.0 - 1 18.0 1 black

Table 4.4: Scenario Parameters

SHa 0.0.0 1.00

*110

*raa00 *raaon *racoo ®rason0 *rago0 *Fazoo

Figure 4.6: Traffic Analysis Scenario

Four different types of traffic were used in the simulations:

e FTP (TCP traffic with the maximum avaliable bandwidth)

e HTTP (short UDP bursfswith an average duration of 2 seconds, followed by a quigbgewith an
average duration of 15.5 seconds. The duration of send ardpgriods is exponentially distributed
and the rate during send periods is about 4 KBit/s.)

¢ Status updates (a single 1 KByte UDP packet that is sent &wgonds. It could be used to transport
information about the status of the vehicle to the Home Agemither entities.)

¢ very low bandwith streaming media (UDP flows with raw datasdietween 1 KBit/s and 3.2 KBit/s)

We created three scenarios, all of which use FTP and HTTRctad well as status updates. In the first
scenario, no streaming media traffic is used. The secon@sodras an additional flow of streaming media
traffic with a bandwidth of 1 KBit/s and a packet size of 60 Byéad the third scenario has a flow with a
bandwidth of 3.2 KBit/s and a packet size of 30 Bytes.

3The HTTP protocol actually uses the TCP protocol. However,HTTP connections usually only transmit very few packets
and TCP has no time to get to a state of equilibrium and perfmnyestion control. Thus, UDP can be used to approximate TCP
traffic under such conditions.
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Throughput results for the three scenarios are shown inr€igus. In all three scenarios, in the begin-
ning FTP consumes most of the available bandwidth since fithe are rate limited. This changes when
bandwith is reduced to 30 KBit/s or 10 KBit/s. In the first sago, the bursts of HTTP-like traffic reduce
FTP throughput but FTP quickly recovers when the burst is.0Vke sensor updates have little impact on
other traffic. After the period without connectivity, HTTRffic and the status requests immediately resume
sending, while this takes TCP more time because of the expiahbackoff.

The results of the second scenario are similar as long av#ilalsle bandwith is 30 KBit/s or above. Below
that bandwidth, the increased amount of UDP traffic prevérasTCP can reach its fair share of bandwidth.
After the no-connectivity period, TCP is not able to regaamtiwidth again. Whenever it attempts to send
packets they are dropped because of the competing UDP tadifficugh unused bandwidth is available.
However, with an overall bandwidth of 1 MBit/s TCP would etgadly get enough packets through to the
Mobile Host to reachs its equilibrium again and consume tf@lable bandwidth. This can be seen in
the third scenario, where TCP manages to resume the cooneafter the Mobile Host reaches the high
bandwidth base station, although even less bandwidth ilabiedue to the streaming media flow. When
the Mobile Host is within the coverage area of the 30 KBit/sebstations, TCP does not get any throughput
at all and also the HTTP-like traffic is severely harmed bydtneaming media flow. Also most of the status
updates are lost.

The bandwidth consumed by the streaming media flows is extselow. Typical throughput would rather
be in the range of 10 KBit/s to 64 KBit/s (i.e. 3 to 20 times t@gh When running simulations with high
bandwidth streaming media flows, Mobile Hosts are often neheable to get any connectivity although
they are within the service range of a base station. Sincex¢hwork nodes do not distinguish between
normal data packets and Mobile IP control packets, eventagdinitations, beacon messages, and binding
request/replies are frequently lost when flows send at a rhigtter rate than the available bandwidth. This
prevents the Mobile Host from performing a handoff to thetriease station or refresh the binding to the
current Foreign Agent to keep up its connection.

The above simulations show, that bandwidth managementasrative for an acceptable throughput distri-
bution of competing flows when bandwidth is scarce. In paldic Mobile IP control packets should always
be given priority over normal data packets. Such a bandwitihager could for example be implemented
in the Mobile Host. Since the number of flows to the Mobile Hegypically low, keeping state information
about each of the flows is unproblematic. The bandwidth mamean prevent packets from being passed
down the protocol stack when they belong to flows that shoeldebtricted. This effectively prevents packet
collisions caused by the flows. Preferential treatment obiMdP control packets can be achieved by using
two separate queues for data and control packets with ahpgiegity for the control packet queue.

4.3 Scalability Simulations

To determine how the framework performs when the number dbiMdlost per Home Agent is increased,
we set up simulation scenarios with 1 to 256 Mobile Hosts. these simulations, the scenario topology
of the boundary size simulations was reused (Figure 4.4d&)¢. Mobile Hosts were randomly placed and
assigned random movement patterns. Simulations were ctewlwith Mobile Hosts using TCP as well as
UDP for the transport protocol.
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Since a potentially large number of Mobile Hosts can be irstirae service area, it was necessary to restrict
maximum UDP throughput in the simulations to prevent thes lok Mobile IP control packets. TCP’s
backoff mechanism makes this unnecessary for the TCP diwnga Without such a restriction, overall
throughput in the UDP simulations is higher than TCP thrgughwhen the number of Mobile Nodes is
very low, but as soon as the number increases, the aboveanedtphenomenon of lost Mobile IP control
packets drastically reduces throughput.

Figure 4.8 shows overall throughput for all mobile nodes.PT&hd UDP throughput both increase in pro-
portion to the number of nodes for smaller numbers of nodesakRhroughput is achieved for 32 nodes
(UDP) and 64 nodes (TCP) respectively. However, this is noagproximation for the scalability of the
whole framework since these simulations assume, that déesiigbile Host can potentially consume all of
the available bandwidth of a base station. In real-life ieckures, this is usually not the case and base sta-
tions can handle multiple Mobile Hosts without reduced genfance. The optimal number of Mobile Hosts
for a topology increases in proportion to the number of ¢8em base station can handle without reduced
performance.

The problem of the Home Agent being a bottleneck (in particsince thensimplementation of Mobile IP
does not use route optimization) can be solved by using aeclo§ hierarchical Home Agents. These can
be distributed over the network topology to achieve an ogkidistribution of the load of the network. In
addition, a load balancing algorithm can be used to assigbilslblosts to Home Agents with a low load.
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Chapter 5

Outlook and Conclusions

The simulations of the communication framework that weneduwted for this project show that it is well
suited as a basis for a vehicle communication architecturenany cases, modifications to existing mech-
anism can greatly improve performance. When bandwidth ascg¢ a bandwidth manager can help to
considerably improve connectivity and inter-flow fairneliss particularly important to ensure the delivery
of Mobile IP control packets since otherwise the conneigtiof the Mobile Host suffers. Such a bandwidth
manager is not yet implementedns An implementaion will be necessary for further in-deptimsiations

of the framework and to assess possible performance imprents.

Additional location information often available in vehesl via GPS can be used to optimize the handoff
process. This leads to throughput improvements for flowsuka some form of congestion control. The
handoff mechanism presented in this report only takes ttegtilan into account. The method can be further
optimized, when information about velocity, destinatiand anticipated route can be used. This information
is often available, for example through a car navigatiortesys The Mobile Host can then preferentially
perform a handoff to the base station with which it will hawaoectivity for the longest period of time to
reduce the total number of handoffs that is necessary.

Also further improvements to the simulation evironment desirable. So far, Mobile Hosts just use one
communication channel and only the base stations diffev@ilable bandwidth. In reality, however, the
Mobile Host would have to use multiple wireless devices #raton different wireless channels and have
different network interfaces. Basic support for multiphéerfaces in a mobile node existsriabut has to be
extended for the framework.

Before the realization of the framework, it is also advisatol conduct further simulations to study transport
protocol behavior. Improved network protocols can be usettvben Home Agent and Mobile Host that
offer congestion control while being insensitive to lossaghe wireless channel. A comparison of some of
these approaches can be found in [BPSK97].

However, the simulations we presented in this report aravgortant first step towards the realization of
the communication framework.
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Appendix A

Installation of the ns Extensions

To be able to use the extensionsn®presented in this project, it is necessary to replace or in@time
files of thensinstallation. The extensions were tested witversion 2.1b6 and might not work with other

versions ofns

¢ Inthe maimsdirectory, the filexnmu-trace. cc,m p. h,m p-reg. cc,sdi st. h,sdi st. cc,
andwi r el ess- phy. h have to be replaced.

Thenoah/ directory has to be copied into the maiadirectory.

The filenoah. t cl has to be added in the subdirectargl / nobi | i ty/ .

Thefilesns-1i b.tcl andns-defaul t.tcl inthetcl/Ii b/ subdirectory have to be replaced.
The fileMakefi | e. i n has to be replaced or modified to include the NOAH routing agens
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Appendix B

Additional Tools

B.1 Plotting Tools

The plotting tool consists of a script that transforms tisdrace files into graphs depicting the send and
receive rate for each nodeTo better visualize which node is communicating with whateotnode, the
graphs are plotted one above the other.

Usageppl ot tp.pl [-s size] <trace file> [nodel node2 ...]

The optional size parameter sets the size of the y-axis df salograph<trace fi | e> is the name of
the nstrace file. In addition, a list of nodes to plot can be specififcbmitted, the graphs for all nodes
that participate in any communication are plotted. Theltegugraphic is saved as a postscript file with the
same name as the trace file end ending witlpa suffix.

To plot all the flows to a specific network node, a flow plottirdity can be used. The output is saved in a
postscript file with the namel ow.n<node>. ps.

Usagepl ot fl ows. pl <trace fil e> <node>

B.2 Scenario Generation
B.2.1 Script Scenario Generator

The scenario generator can be used to easily generate cosgglearios with hundreds of nodes. It features
its own simple scripting language to specify service areasisting of multiple base stations, their density
and transmission range, network links, wired nodes, etomRihis script file, the scenario generator pro-
duces three TCL scripts farsto run the simulations. These files are formatted so that taeybe used
together with ad-hockey to visualize the results. They st the main simulation file (suffixt cl ), the

1The script parses the MAC trace né For this reason, MAC trace has to be enabled for the scriptaxk ($ns_ node-
config -macTrace ON).
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scenario description file (suffixscn), and the communication pattern file (suffie om.
Usage:gen_scen. pl <script file>

Scripting Language Commands
e Size-Xx <sx>
set width of the network topology tex

e Size-y <sy>
set height of the network topology 8y

etine <t>
set end time of the simulation to

e Wi red-node <nr> <x> <y>
create wired noder at location( x, y)

e home-agent <nr> <x> <y> [-t txr] [-p p] [-c col]
create home agentr at location( x, y) , optional parameters: transmission range , node priority
p, colorcol

e service-area <nr> <x> <y> [-r rng] [-d dy] [-t txr] [-p] [-c col]
create service araa with its center at locatiofix, y) , optional parameters: range of the service area
r ng, density of the base stations within the service aggtransmission rangexw, node priorityp,
colorcol . To create just a single foreign agent use a service are@ 1&g

e [ink <nrl> <nr2> <bw> <del ay> <queue>
connect nodenr 1 andnr 2 over a link with bandwidthow, link delaydel ay and queueing policy
queue (DropTail, RED)

e nOvVenent <nr> <t> <dx> <dy> <s>
at timet nodenr starts to move from its current location towards locatjatx, dy) with speeds

e connection <nrl> <nr2> <t1l> <t2> <type> [packet size [interval]]
open a network connection between nodel andnr 2 and send data from tintel to timet 2 using
the transport protocdlype

B.2.2 Meta Scenario Generator

The Meta Scenario Generator can be used to easily generatgearlumber of input files for the Scenario
Generator. It allows to create scenarios for different neralof Mobile Nodes with random node placement
and movement.

Usage:net a_gen. pl <type of traffic (udp|tcp)>
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Appendix C

Usage Instructions

This section gives a concrete example how to create a scenami simulations, and analyze the results.

1. Create the simulation description fd€ mul at i on. gen:

e Specify the duration of the simulation and set the size ofthmilation topology:
time 920.0
size-x 60.0
size-y 40.0

¢ Create the wired nodes:
Wi r ed- node 0 33.0 2.0
Wi r ed- node 1 30.0 4.0

¢ Create Home Agents and Mobile Nodes:
home- agent 227.0 2.0-t 0.1 -p 3
nobi | e-node 3 20.0 20.1

e Specify location and size of the service are

QO

S

service-area 4 20.0 20.0 -t 0.3 -p 3
service-area 5 15.0 20.0 -t 8.0 -p 2
service-area 6 10.0 20.0 -t 16.0 -p 1
service-area 7 40.0 20.0 -t 0.3 -p 3
service-area 8 45.0 20.0 -t 8.0 -p 2
service-area 9 50.0 20.0 -t 16.0 -p 1

e Connect wired nodes and service areas with wired links:

link O 1 1000Kb 10ms RED

link 2 1 1000Kb 10nms RED

link 1 4 1000Kb 10nms DropTai l
link 1 5 30Kb 50ns DropTail
link 1 6 10Kb 100ns DropTai l
link 1 7 1000Kb 10nms DropTail
link 1 8 30Kb 50nms DropTail
link 1 9 10Kb 100ns DropTail

e Specify movement and communication patterns for the Mdlddes:
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novement 3 100.0 40.0 20.1 0.028
connection 0 3 10.0 920.0 tcp

2. Generate TCL simulation files fais with the Scenario Generator:
gen_scen. pl sinul ati on. gen

3. Run the simulation:
ns sinulation.tcl

4. Plot a ghraph for node throughpuytt ot _t p. pI out. tr (assuming thabut . t r is the the trace
file created byng)?!

5. Analyze network flows of single nodes in detail (e.g. nofleo2 ot _.node. pl out.tr 2

6. Visualize the simulation with Ad-Hockewd- hockey si nmul ati on.scn out.tr

'Instead of the general trace file, a smaller trace file for thesport protocol packetsut . t r 1 can be used. This speeds up
processing time considerably.



