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Abstract. Abstract interpretation is a formal method that enables the static and automatic
determination of run-time properties of programs. This method uses a characterization of
program invariants as least and greatest fixed points of continuous functions over complete
lattices of program properties. In this paper, we study precise and efficient chaotic iteration
strategies for computing such fixed points when lattices are of infinite height and speedup
techniques, known as widening and narrowing, have to be used. These strategies are based
on a weak topological ordering of the dependency graph of the system of semantic equations
associated with the program and minimize the loss in precision due to the use of widening
operators. We discuss complexity and implementation issues and give precise upper bounds on
the complexity of the intraprocedural and interprocedural abstract interpretation of higher-order
programs based on the structure of their control flow graph.

1 Introduction

Abstract interpretation [7, 10, 11] is a formal method that enables the static and auto-
matic determination of run-time properties of programs, such as the range [2, 4, 5] or
congruence properties [15] of integer variables, linear inequalities [9] between variables,
data aliasing [2, 4, 12, 13], etc. This method is based on a characterization of programs
invariants as either least or greatest fixed points of continuous functions over complete
lattices, which are classically computed by iterative computations starting from either
the smallest element or the largest element of the lattice. Efficient computation of ex-
tremal fixed points of functions over lattices of finite height is a classical topic [17, 19].
Unfortunately, abstract interpretation also has to deal with lattices of infinite or very
large height. For instance, when the values of the integer variables of a program are
coded on n bits, the lattice of intervals, which is used to compute the maximum range
of these variables, is of height 2n and iterative computations of extremal fixed points of
functions over this lattice have a worst-case complexity of 2n, which is unacceptable in
practice. Speed-up techniques, known as widening and narrowing [7, 11], have been
designed to determine safe approximations of extremal fixed points of continuous func-
tion over lattices of infinite height, non-complete lattices [9], and even complete partial



orders [3, 4]. When the control flow graph of the program being analyzed is known
in advance (as is the case for intraprocedural abstract interpretation) the fixed point
equation to be solved amounts to a system of equations, each equation being associated
with a control point c 2 C. In this case, widening techniques require that widening (i.e.
generalization) operators be applied at each control point of a set of widening points
W such that every cycle in the dependency graph of the system is cut by at least one
widening point. Of course, it is always possible to choose W = C, but this leads to very
poor results. In this paper, we propose efficient and precise algorithms for computing
approximate fixed points of continuous functions over lattices of infinite height by an
appropriate use of widening and narrowing operators.

The paper is organized as follows. In section 2, we review the classical notions of
widening operators, narrowing operators and chaotic iterations. Then, in section 3, we
introduce the notion of weak topological ordering of directed graphs, which generalizes
the notion of topological ordering of directed acyclic graphs. We show that this notion is
very well suited to the design of chaotic iteration strategies with widenings and give the
worst-case complexity of the corresponding algorithms. In section 4, we present three
algorithms for computing weak topological orderings with different price/performance
ratios. In section 5, we apply the previous theoretical framework to the intraprocedural
abstract interpretationof programs. Finally, in section 6, we describe a simple algorithm
for the interprocedural abstract interpretation of higher-order programs (for which the
control flow graph is not known in advance) and deduce its worst-case complexity from
a canonical weak topological ordering of the interprocedural call graph.

2 Chaotic iterations

A central problem in the abstract interpretation of a program is to compute the least (or
greatest) solution of a system of semantic equations of the form:8><>: x1 = Φ1(x1; : : : ; xn)

...
xn = Φn(x1; : : : ; xn)

where each index i 2 C = [1; n] represents a control point of the program, and each
function Φi is a continuous function from Ln to L (L being the abstract lattice of
program properties) which computes the property holding at point i after one program
step executed from any point leading to i. The dependency graph of this system is a
graph with set of vertices C such that there is an edge i ! j if Φj depends on its i-th
parameter, that is, if it is possible to jump from point i to point j by executing a single
program step. In most cases, this graph is thus identical to the control flow graph of the
program. For the sake of simplicity, we shall suppose that point 1 is the entry point of
the program and that every other point is reachable from 1.

A naive algorithm for solving this system consists in applying each equation in
parallel until the vector (x1; : : : ; xn) stabilizes, starting from the least (or greatest)
element of Ln. If the lattice L is of height h, then the lattice Ln is of height h � n
and, therefore, at most h � n2 equations can be applied before the solution is reached.



But this algorithm is far from optimal, since it does not follow the control flow of the
program and recomputes the program property associated with every control point at
each iteration step. However, since each Φi is continuous, and hence monotonic, any
sequential algorithm à la Gauss-Seidel can also be used, provided that every equation is
applied infinitely many times. Such algorithms are called chaotic iteration algorithms
[8, 10], and a particular choice of the order in which the equations are applied is called
a chaotic iteration strategy.

When the dependency graph is acyclic, an optimal and linear iteration strategy thus
consists in applying the equations in any topological ordering of the set of vertices of
the dependency graph, but when there are loops in the program, this method is not
applicable. Furthermore, even the naive algorithm cannot be effectively applied to
compute least fixed points when the height of the abstract lattice is very large or infinite,
as for the lattice of intervals.

A speed-up technique, pioneered by Patrick and Radhia Cousot [7, 10, 11] consists
in choosing a subset W � C and replacing each equation i 2 W by the equation:

xi = xi r Φi(x1; : : : ; xn)
where “r” is a widening operator, i.e. a safe approximation of the least upper bound
such that for every increasing chain (lk)k�0, the chain (l0k)k�0 defined by l00 = l0 and
l0k+1 = l0k r lk+1 is eventually stable.

When W is such that every cycle in the dependency graph contains at least an element
of W , then any chaotic iteration strategy is guaranteed to terminate and stabilize on a
safe approximation of the least fixed point (actually a post-fixed point).

Similarly, narrowing operators can be used to improve the post-fixed points de-
termined by widening operators and to compute safe approximations of greatest fixed
points.

However, since widening operators generally lead to an important loss in precision,
it is essential that W be as small as possible. Unfortunately, the problem of finding
a minimal set W , which happens to be a classical problem (minimal feedback vertex
set), is a NP-complete problem[14], and since the worst-case complexity of the naive
algorithm is quadratic, finding this set would be by far too costly. Hence, two distinct
problems have to be solved:� Determine a good iteration strategy, that is, an order in which to apply the equa-

tions.� Determine a good set of widening points W .

The first problem has been addressed by many authors [6, 16, 17, 19] but, to our
knowledge, no algorithm exists for finding good sets of widening points, and authors
who mention widening operators use them everywhere or improperly [18].

In the next section, we introduce the notion of weak topological ordering of a directed
graph and we show that this notion yields an interesting answer to both problems. In
particular, and contrary to what is done by many authors, the iteration strategies we
propose are guided by the structure of the dependency graph rather than dynamically
selected through the use of ad-hoc data structures, such as work lists. We shall see
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Figure 1: Intraprocedural dependency graph

that this property ensures excellent theoretical upper bounds on the complexities of the
resulting algorithms.

3 Weak topological ordering

3.1 Definition

Definition 1 (Hierarchical ordering) A hierarchical ordering of a set is a well-paren-
thesized permutation of this set without two consecutive “(”.

A hierarchical ordering of a set C defines a total order� over C. The elements between
two matching parentheses are called a component and the first element of a component
is called the head. We call !(c), c 2 C, the set of heads of the nested components
containing c, and W the set of components’ heads. We define the depth of c by�(c) = j!(c)j. An element has depth 0 if it is not contained in a component.

Definition 2 (Weak topological ordering) A weak topological ordering of a directed
graph (w.t.o. for short) is a hierarchical ordering of its vertices such that for every edge
u! v: (u � v ^ v =2 !(u)) _ (v � u ^ v 2 !(u))
An edge u ! v such that v � u is called a feedback edge. A w.t.o. of a directed graph
is such that the head v of every feedback edge is the head of a component containing its
tail u. For instance, a w.t.o. of the dependency graph of figure 1 is:

1 2 (3 4 (5 6) 7) 8

This decomposition consists of two nested components with heads 3 and 5 and, for
instance, !(1) = ;, !(6) = f3; 5g, and the feedback edge 7! 3 is such that 3 2 !(7).
Note that a w.t.o. without parentheses is a topological ordering and that every directed
graph over a set of vertices C = f1; : : : ; ng always has a trivial w.t.o.:(1 (2 (3 � � � (n))))
with n nested components. The following theorem shows that every w.t.o. naturally
defines an admissible set of widening points.



Theorem 3 (Widening points) The set W of components’ heads of a w.t.o. of the de-
pendency graph of a system of semantic equations is an admissible set of widening
points.

Proof. Let c1 ! � � � ! ck ! c1, be a cycle of k distinct elements. If k = 1, then
c1 � c1 and c1 ! c1, and thus c1 2 !(c1) � W . If k > 1, then either there exist i < j
such that cj � ci and thus cj 2 !(ci) � W , or c1 � � � � � ck and thus c1 � ck and
ck ! c1, which shows that c1 2 !(ck) � W .

In either case, the cycle is thus cut by at least one widening point, which proves the
theorem.

Of course, since widenings are costly in terms of precision, one should attempt to
minimize the cardinal of W , and the trivial w.t.o. is not very interesting in this respect.

3.2 Iteration strategies

We have seen that a w.t.o. of a dependency graph is useful for determining sets of
widening points, but every w.t.o. also defines at least two chaotic iteration strategies.
The first strategy, called the iterative strategy, simply applies the equations in sequence
and “stabilizes” outermost components whereas the second strategy, called the recursive
strategy, recursively stabilizes the subcomponents of every component every time the
component is stabilized.

For instance, the w.t.o. “1 2 (3 4 (5 6) 7) 8” of the graph of figure 1 yields the
iterative strategy:

1 2 [ 3 4 5 6 7 ]� 8

where [ ]� is the “iterate until stabilization” operator, and the recursive strategy:

1 2 [ 3 4 [ 5 6 ]� 7 ]� 8

It is easy to see that these strategies are correct, since for every vertex v of depth 0
and every edge u ! v, u is necessarily listed before v, i.e. u � v, and the value of
u used in the computation of v already has its final value, which implies that it is not
necessary to iterate over the vertices of depth 0. Note that this idea forms the heart of
the method described in Jones [16], where the strongly connected components are listed
in topological order (c.f. section 4.3). However, our approach is superior in that we also
give algorithms for computing fixed points of strongly connected systems of semantic
equations instead of using the brute-force, O(n2) algorithm.

Theorem 4 (Iterative strategy) For the iterative strategy, the stabilization of an out-
ermost component of a w.t.o. can be detected by the stabilization of its widening points.

Proof. Let us suppose that the w.t.o. consists of a single outermost component. We are
going to show that after applying the equations in sequence, either one (at least) of the
the semantic values associated to a widening point has increased, or none has changed.

Suppose that the contrary holds, and that the value associated to a vertex v =2 W has
changed. Then by definition of a w.t.o., every edge u ! v is such that u � v. Thus,
there exists at least one vertex u � v whose value has changed since the last iteration.



But since u =2 W by hypothesis, the inductive application of the same argument to u
shows that the head of the component has changed, which is absurd.

Theorem 5 (Recursive strategy) For the recursive strategy, the stabilizationof a com-
ponent of a w.t.o. can be detected by the stabilization of its head.

Proof. Let us suppose that the w.t.o. consists of a single outermost component and that,
after applying the equations and stabilizing the sub-components, the value associated to
the head of the component remains unchanged after recomputation. Then the argument
used to prove the fact that no iteration is necessary over the vertices of depth 0 shows
that the values associated to the vertices within the component won’t change when the
equations are applied once more. Therefore, the stabilization of the component’s head
imply the stabilization of the entire component.

These two theorems show that the iterative and recursive strategies minimize the number
of comparisons between elements of the lattice L of program properties, which can be
very useful when this test is very costly, as with the abstract interpretation of functional
or logic programs for instance. Also, note that even though the ordering v over L is
not explicitly used by the algorithm, it can be used to improve precision and force the
convergence of the computation to the first post-fixed point when the widening operator
is not stable [3, 4], i.e. does not satisfy:8 x; y 2 L : y v x =) x r y = x

The following theorem gives an upper bound on the complexity of each strategy.

Theorem 6 (Complexity) When the lattice L is of finite height h, or when the increasing
chains built by the widening operator are at most of length h, the maximum complexity
of the iterative iteration strategy for a strongly connected graph is:

h � jCj � jWj
and the maximum complexity of the recursive iteration strategy is:

h �X
c2C

�(c)
Proof. Since theorem 4 shows that each iteration yields a strictly greater element over
the lattice LjWj of height h � jWj, the first result is trivial. The second result is easily
proved inductively by showing that each equation (i.e. vertex) of depth k is applied at
most h � k and each sub-component of depth k + 1 is stabilized at most h � k times. A
detailed proof can be found in Bourdoncle [4].

The complexity of the recursive iteration strategy is thus a linear function of the sum
of the individual depths of the vertices of the graph. It is interesting to remark that
since �(c) � jWj for every vertex c, the upper bound of the recursive iteration strategy
is always better than that of the iterative strategy. Practice shows that the recursive
strategy is indeed almost always better than the iterative strategy. Furthermore, it is
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Figure 2: Flow graphs

clear that the worst-case of each strategy for a program of size n, which is obtained with
the trivial w.t.o., is h � n2 for the iterative strategy and:

h � (1 + 2 + � � �+ n) = h � n � (n + 1)
2

for the recursive strategy. These results show that not only does the number of widening
points impact on the precision of the fixed point computation, but it also impacts on
the cost of the analysis. An essential goal is thus to minimize the number of widening
points as well as the sum of the individual depths of the graph’s vertices.

The following section presents three algorithms with different price/performance
ratios that can be used to compute weak topological orderings of directed graphs and
relate them to previous works.

4 Algorithms

4.1 Depth-first numbering

A first idea for building a non-trivial w.t.o. of a graph is to use a depth-first numbering
of this graph, which can be obtained in linear time, and 1) open a parenthesis before
every head b of edges a! b whose tail a has a greater number than b, 2) close all the
parentheses after the last vertex. For instance, this algorithm would yield the following
result on the graph of figure 1:

1 2 (3 4 (5 6 7 8))
which is better than the trivial w.t.o. but not as good as the “optimal” ordering:

1 2 (3 4 (5 6) 7) 8

Also, note that this algorithm has a tendency to overestimate the number of widening
points. For instance, the graph on the left of figure 2 would yield the following w.t.o.:

1 2 (3 (4 5))
with two widening points, although the graph has a single cycle. However, it is shown
in Bourdoncle [4] that the set of heads of the retreating edges (c.f. [1], p. 661) of the
depth-first spanning tree, i.e. edges a! b such that b is an ancestor of a in the tree, is a
smaller admissible set of widening points. For the graph on the left of figure 2, the only
retreating edge is 5! 4 and f4g is thus a set of widening points.
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Figure 3: Limit flow graph

Consequently, the w.t.o. decomposition can be used as the basis of the iteration
strategy whereas widening points can be detected through the retreating edges of the
depth-first spanning tree (which can be easily found by using a stack of “currently visited
vertices” during the depth-first visit of the graph).

In spite of its drawbacks, the advantage of this algorithm is that it is very simple and
incremental, and can be applied even when the graph is not known in advance as for the
abstract interpretation of higher-order programs (c.f. section 6).

4.2 Reducible graphs

When the dependency graph is reducible [1], as is always the case for structured
programming languages without goto statement, it has been suggested [11] to choose
as widening points the heads of the intervals of the graph which are also the head of a
back-edge.

This idea can be pushed a step further to build a w.t.o. of the graph and, hence,
an iteration strategy. The idea consists in computing the limit flow graph obtained by
iteratively collapsing the graph into its intervals (c.f. [1], p. 666). When the graph is
reducible, this process is guaranteed to converge to a limit graph reduced to a single
vertex containing all the vertices of the original graph. This process is illustrated figure
3 for the reducible graph of figure 1 and gives the following result:

1 2 (3 4 (5 6) 7) 8

Note that an interval I is parenthesized only when there exists a feedback edge u ! v
from a vertex u 2 I to the header v of I.

To prove that the resulting decomposition of the graph is a w.t.o., the only thing
to show is that the head v of every feedback edge u ! v is the header of an interval
containing u.

First, remark that the property trivially holds when u and v belong to the same
interval of level 1. So let K denote the interval who first “merged” the two distinct
intervals I containing u and J containing v during the computation of the limit flow
graph. It is known (c.f. [1], prop. 2, p. 669) that v is necessarily the header of J. Now,
if J is the first “vertex” of K (as for the interval (3 4) of figure 3) then v is the head of K
and the property holds. Otherwise, I and J are proper “vertices” of K, J is listed before I
(since u! v is a feedback edge) and there is an edge from I to J, which is incompatible
with the fact that J has been added to K before I.

This algorithm has a worst-case complexity equal to O(� � " � �(")) where � is the
depth of the graph, " is the number of edges, and � is the inverse of Ackerman’s function



(which is nearly constant).
Finally, note that the iteration strategies built using this algorithm are similar to the

ones described in Burke [6] in a data-flow analysis framework.

4.3 Strongly connected components

Reducible graphs have been extensively studied in the literature but, unfortunately,
interprocedural dependency graphs are not reducible in general. For instance, the graph
of figure 5, which is an unfolded version of the graph of function “Fact”, is not reducible
since the head 60 of the back-edge 50 ! 60 does not dominate its tail, i.e. there is a path
from 1 to 50 that does not go through 60.

The base of the algorithm we propose in this case is an algorithm due to R.E.
Tarjan [20] to compute in linear time the strongly connected components of a directed
graph. Since Tarjan’s algorithm computes a list of (possibly trivial) strongly connected
components in topological order, the basic idea of the algorithm, given figure 4, is to
recursively apply Tarjan’s algorithm to each non-trivialcomponent after having removed
its head b and all the back-edges of the form a ! b. Note that “::” denotes the list
constructor operator.

Theorem 7 The algorithm of figure 4 computes a w.t.o. of any directed graph.

The proof is omitted here for the sake of brevity and can be found in Bourdoncle [4].
Note that when the graph is reducible, the interval-based algorithm can give better
results. For instance, depending on the order in which the graph’s vertices are visited,
the algorithm of figure 4 gives one of the following results for the graph on the right of
figure 2: (1 2 3 4)(1 4 3 2)
whereas the interval-based algorithm gives the optimum result:(1 2 4 3)
However, excellent decompositions are obtained for non-reducible graphs, such as the
graph of figure 5: (1 4 10 40) 20 30 2 3 (6 50 60 5)(1 4 10 40) 2 3 20 30 (60 5 6 50)
The worst-case complexity of this algorithm is � � ", where � is the maximum depth of
the graph’s vertices and " is the number of edges. Hence, this algorithm does not cost
more than the fixed point computation itself, and its complexity is a linear function of
the intrinsic complexity of the graph.

Finally, note that to our knowledge, other hierarchical decompositions of directed
graphs into strongly connected components [21] are not weak topological orderings and,
hence, cannot be used to perform chaotic iteration strategies with widenings.



function Partition
var vertex, partition

begin
foreach vertex 2 verticesG do

DFN[vertex] 0
NUM 0
partition nil
Visit(rootG, partition)
return partition

end
function Component(in vertex)

var succ, partition
begin

partition nil
foreach succ 2 succG[vertex] do

if DFN[succ] = 0 then
Visit(succ, partition)

return (vertex :: partition)
end
function Visit(in vertex, inout partition)

var head, min, succ, element, loop
begin

push(vertex)
head DFN[vertex] NUM NUM + 1
loop false
foreach succ 2 succG[vertex] do

if DFN[succ] = 0 then
min Visit(succ, partition)

else min DFN[succ]
if min � head then

head min
loop true

if head = DFN[vertex] then
DFN[vertex] +1
pop(element)
if loop then

while element 6= vertex do
DFN[element] 0
pop(element)

partition Component(vertex) :: partition
else partition vertex :: partition

return head
end

Figure 4: Hierarchical decomposition of a directed graph into
strongly connected components and subcomponents.



function Fact(n : integer) : integer;
begin
1
 if n = 0 then

2
 Fact := 1 3

else
4
 Fact := n � Fact(n�1) 5


6

end;

1

2 3

4 5

6

1´

2´ 3´

4´ 5´

6´

Figure 5: Interprocedural dependency graph

5 Intraprocedural abstract interpretation

The algorithm of figure 4 is thus directly applicable to intraprocedural abstract inter-
pretation, and has been implemented in the abstract debugger Syntox [2, 4, 5]. The
advantage of using a w.t.o. is that it is computed once at the beginning of the analysis
and that the resulting chaotic iteration strategy minimizes the use of widening operators
as well as the number of tests needed to detect the stabilization of iterative computations.
Furthermore, the algorithm has a predictable worst-case complexity, which is n for a
program without loops and:

h � p � (n� p� 1
2

)
for a program with p nested loops.

6 Interprocedural abstract interpretation

The method of the previous section is applicable to the interprocedural abstract inter-
pretation of first-order program but cannot be used for higher-order programs for which
the dependency graph is not known in advance. However, the incremental algorithm
of section 4.1 can be used, and since the w.t.o. determined by this algorithm has the
generic form:

a1 � � � (ak1 � � � (ak2 � � � (ak3 � � � )))
the iterative strategy seems easier to implement and corresponds to a straightforward
depth-first execution of the program. Furthermore, if we note that each point aki is
necessarily either an entry point of a procedure, the head of an intraprocedural loop or
the return point of a procedure call, we have the following property on the worst-case
complexity of the interprocedural abstract interpretation of a program.

Theorem 8 If a program has p procedures, n control points, c procedure calls and l
intraprocedural loops, then the abstract interpretation over a lattice of height h using
the iterative iteration strategy has a worst-case complexity of:

h � (p + c + l) � n = � � h � n2

where � � 1 is sum c=n + l=n of the densities of procedure calls and intraprocedural
loops and of the inverse of the average size n=p of procedures. Furthermore, if each



procedure of a higher-order program has at most m procedural formal parameters,
then the computation of the interprocedural call graph of the program has a worst-case
complexity of � �m � p � n2.

Note that, as hinted in section 4.1, the depth-first visit of the interprocedural dependency
graph allows for the on-line determination of a better set of widening points thanfak1; ak2; : : :g and, in practice, it is sufficient to use widening operators at the head of
intraprocedural loops and at the entry and exit points of formally recursive procedures,
as opposed to the return points of procedure calls ([4], p. 52).

Note that the algorithm proposed by Le Charlier et al. [18], which is in fact a
particular implementation of basic functional partitioning [3], uses widening operators
at the entry point of every logic predicate but not at the exit point. This is justified
in their context, since they use noetherian domains with no infinite strictly increasing
chain, but their algorithm can loop when the abstract domain is of infinite height.

7 Conclusion

In this paper, we have addressed the problem of the efficient computation of least
and greatest fixed points of continuous functions over lattices of infinite height using
widening and narrowing operators.

We have introduced the notion of weak topological ordering of directed graphs and
shown how this notion can be used to determine admissible sets of widening points and
design efficient chaotic iteration strategies.

We have given several algorithms with different price/performance ratios to compute
weak topological orderings of directed graphs and shown how to apply them to the
intraprocedural and interprocedural abstract interpretation of higher-order languages.

Further work will be to design an incremental version of the algorithm of figure
4 to handle the interprocedural abstract interpretation of higher-order programs more
efficiently.
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