
Interconnect Estimation and Planning for Deep Submicron DesignsJason Cong and David Zhigang PanDepartment of Computer ScienceUniversity of California, Los Angeles, CA 90095Email: fcong,pang@cs.ucla.edu �AbstractThis paper reports two sets of important results in our exploration of an interconnect-centric designmethodology for deep submicron (DSM) designs: (I) We obtain a set of e�cient, accurate performanceand area estimation models for optimal wire sizing (OWS) using two simple wire sizing schemes, namelysingle-width sizing (1-WS) and two-width sizing (2-WS). These simple, e�cient estimation models enableus to explore the trade-o� between delay and area of interconnect designs. They also enable high leveldesign tools to consider interconnect layout optimization during design planning. (II) Guided by ourinterconnect estimation models, we study the interconnect architecture planning problem for wire-widthdesigns. We achieve a rather surprising result which suggests that two pre-determined wire widths permetal layer are su�cient to achieve near-optimal performance for current and future technologies from0.25�m to 0.07�m generations.. This result will greatly simplify the routing architecture and routingtools for DSM designs. We believe that our interconnect estimation and planning results will have asigni�cant impact to guide high-performance DSM designs.1 IntroductionAs VLSI technology moves to deep submicron (DSM) dimensions and gigahertz clock frequencies, VLSIinterconnects play the dominant role in determining the overall performance, power, reliability, and cost ofthe system. Recently, many interconnect optimization techniques, including wire sizing and spacing, bu�erinsertion and sizing, etc., have been proposed and shown to be very e�ective for interconnect performanceoptimization (e.g., see [1] for a recent survey). However, in the conventional VLSI design ow, interconnectoptimization is usually performed at late stages in the design process. As a consequence, accurate inter-connect delay and area, especially those for global interconnects are not known to higher level synthesisand design planning tools. Therefore, it is necessary to consider an interconnect-centric design ow whichincludes interconnect estimation and planning, optimal interconnect synthesis, and e�cient interconnectlayout implementation at each level of the design process. Early interconnect estimation and planning arecritical to assure the proper coupling between synthesis and layout to achieve the design convergence.So far, there has been very limited work on interconnect estimation and planning that consider inter-connect layout optimization. [2] provides the �rst systematic study on interconnect delay estimation underinterconnect optimization. It derived a set of simple delay estimation models (DEM) under various opti-mization techniques, e.g., optimal wire sizing, simultaneous driver and wire sizing, and simultaneous bu�erinsertion/sizing and wire sizing. These DEMs are shown to have 90% accuracy when compared with those�This research is partially sponsored by Semiconductor Research Corporation under Contract 98-DJ-605.1



obtained by running corresponding complex interconnect optimization algorithms (for example, those fromthe TRIO package in [1]) directly. These DEMs can be used in various design planning stages to provideaccurate timing information without really going into the layout details.However, [2] does not provide any estimation of wiring area used for interconnect optimization. The wiringresources must also be planned at high levels to make sure that the planned interconnect optimization isrealizable at the layout level. Also, the trade-o� between delay and area is not available from these models.Furthermore, the coupling e�ect under variable spacings is not modeled in [2], while coupling capacitancea�ects the delay calculation considerably in DSM designs.In this paper, we study interconnect estimation for both delay and area, with consideration of cou-pling capacitance. Based on our simple but accurate estimation modeling, we propose a novel interconnectarchitecture planning for wire-width design. Our main contributions include the following:� First, we show that the delay and area of the optimal wire sizing (OWS) solutions [3] can be approxi-mated accurately by two simple wire sizing schemes, namely single-width sizing (1-WS) and two-widthsizing (2-WS). When the coupling capacitance is considered explicitly, 2-WS outperforms 1-WS interms of delay and area reduction, and achieves close to optimal solution compared to running globalinterconnect sizing and spacing (GISS) algorithm [4] directly.� We study the area/delay trade-o� using the closed-form interconnect estimation models from 1-WS andshow that delay is not sensitive to certain variation of wire width around the optimal width. Therefore,we can achieve signi�cant area reduction with a slight increase in delay. In particular, we show thatthe AT 4 (A{area, T{delay) metric works well to guide the area-e�cient performance optimization andleads to more than 60% area reduction from OWS but with only about 10% delay increase.� The delay sensitivity study further suggests that there exists some small set of \globally" optimalwidths for a wide range of interconnect lengths. Therefore, we study the interconnect architectureplanning for wire-width design at each metal layer.� We derive such \globally" optimal 1-width and 2-width designs, and show rather surprisingly thatusing two \pre-designed" widths, we are still able to achieve close to optimal performance comparedwith those obtained by GISS using many possible widths. For 0.10�m technology, our 2-width designleads to optimal 2-WS solution which is only no more than 7% away from those by GISS, regardlessof wire length distributions.� We further provide the area-e�cient, high-performance 2-width design recommendation for every metallayer in each of future technology generations.The rest of the paper will be organized as follows. Section 2 states the notations and preliminaries. InSection 3, the e�cient and accurate interconnect delay and area estimation models are derived. Delay versusarea trade-o� is also explored. In Section 4, interconnect architecture planning is studied, and the 2-widthdesign is shown to work surprisingly well and recommended for future technologies. The conclusion followsin Section 5.2 Notations and PreliminariesTo derive e�cient and accurate interconnect estimation models, we need simple but accurate delay com-putation, as well as a set of key interconnect and device parameters. We model the driver as an e�ectiveresistance Rd connected to an ideal voltage source. The well-known Elmore delay model [5, 6] is used for2



delay computation. Although Elmore delay model is not very accurate in DSM design, especially for delaycalculation of near-source critical sinks due to the resistive shielding [7], it is accurate enough for our estima-tion purpose to provide guidance to high-level design planning1. The key interconnect and device parametersfor our estimation modeling are identi�ed and listed below.� Wmin: the minimum wire width, in �m� Smin: the minimum wire spacing in �m� r: the sheet resistance, in 
=2� ca: the unit area capacitance, in fF=�m2� cf : the unit e�ective-fringing capacitance2, in fF=�m� tg: the intrinsic device delay in ps� cg: input capacitance of a minimum device, in fF� rg : output resistance of a minimum device, in k
The values of these parameters for our study are shown in Table 1. They are based on the 1997 NationalTechnology Roadmap for Semiconductors (NTRS'97) [8]. In the table, a tier is de�ned to be a pair ofadjacent metal layers with the same cross-sectional dimensions [9, 10]. So from bottom to top, Tier1 refersto metal layers 1 and 2, Tier2 refers to metal layers 3 and 4, . . . , and Tier4 refers to metal layers 7 and8. NTRS'97 only provides the geometry information for Tier1. To study the e�ect of interconnect reversescaling [9, 11, 10] at higher metal layers, we extract a set of RC parasitics for higher metal layers, basedon the geometry information from UC Berkeley's Strawman technology [12, 13] and from SEMATECH [14].For capacitance extraction, we use the 2.5D capacitance extraction methodology reported in [15] which usesa 3-D �eld solver to generate accurate capacitance values for interpolation and extrapolation.3 Interconnect Delay and Area EstimationProper wire sizing has been shown to be very e�ective to reduce interconnect delay for DSM designs. Itwas �rst proposed in [3] and later on studied by others with various extensions [16, 17, 18, 19, 20, 21, 22].However, these works did not consider the coupling capacitance which becomes the dominant capacitancecomponent in DSM designs. A recent work in [4] took the coupling capacitance into consideration byperforming global interconnect sizing and spacing (GISS) for multiple nets simultaneously, and providedfurther delay reduction than OWS. In this section, we show that the delay and area of optimal wire sizing(OWS) [3] can be estimated accurately by two simple wire sizing schemes, namely single-width sizing (1-WS)and two-width sizing (2-WS). When the coupling capacitance need to be considered explicitly, 2-WS willhave further delay and area reduction than 1-WS and achieve near optimal solution compared to runningcomplex GISS algorithm [4]. We further explore the delay/area trade-o� and propose a new metric forarea-e�cient delay optimization.1At the high-level design and planning, other sources of errors, such as interconnect estimation of coupling capacitance dueto unknown neighborhood structures, will outweight the inaccuracy due to the Elmore delay model.2It is de�ned as the sum of the fringing and coupling capacitances, as introduced in [4].
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Tech. (�m) 0.25 0.18 0.13 0.10 0.07Wmin 0.25 0.18 0.13 0.10 0.07Smin 0.34 0.24 0.17 0.14 0.10tg 86.6 66.4 54.4 50.1 29.8cg 0.282 0.234 0.135 0.072 0.066rg 16.2 17.1 22.1 23.4 22.1r 0.073 0.068 0.081 0.092 0.095Tier1 ca 0.059 0.060 0.046 0.053 0.056cf 0.082 0.064 0.043 0.045 0.040r 0.016 0.011 0.018 0.022 0.030Tier2 ca 0.021 0.0176 0.0128 0.0136 0.0163cf 0.206 0.160 0.103 0.103 0.089r 0.013 0.0088 0.011 0.011 0.012Tier3 ca 0.0125 0.0097 0.0067 0.0074 0.0077cf 0.154 0.119 0.104 0.103 0.088r - - 0.0088 0.0088 0.0075Tier4 ca - - 0.0043 0.0043 0.0035cf - - 0.0782 0.0782 0.0904Table 1: Parameters based on NTRS'97. For Tier2 through Tier4, interconnect reverse scaling is considered.3.1 Interconnect Estimation under Single-Width Sizing (1-WS)3.1.1 Algorithm and Estimation ModelGiven an interconnect of length l with loading capacitance CL and driver resistance Rd, as shown in Fig-ure 1(a), single-width sizing (1-WS) problem is to determine the best uniform width that minimizes thedelay. To compute the distributed Elmore delay, the original wire is often divided into many small wiresegments, and each wire segment is modeled as a �-type RC circuit. For example, Figures 1 (b) and (c)show the 1- and k-segment �-type RC circuits. In the �gures, Rw is the total wire resistance, and Cw is thetotal wire capacitance. For uniform wire, we have the following lemma.Lemma 1 The Elmore delay of a uniform width wire is unchanged regardless how it is divided to shortersegments.Proof: First, we prove the case of two segments. Without loss of generality, we assume they have length �land (1� �)l. According to [6], the Elmore delay isT = Rd(Cw + CL) + �Rw � ��Cw2 + (1� �)Cw + CL�+ (1� �)Rw � � (1� �)Cw2 + CL�= Rd(Cw + CL) +Rw � (Cw2 + CL)which is independent of �. For the case of more than 2 segments, simple mathematical induction can beused to prove it. 24
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(c)Figure 1: (a) Single-width sizing (1-WS) to determine the optimal uniform width w. (b) The 1-segment�-type RC model for the interconnect. (c) The distributed k-segment �-type RC model. It can be shownthat (b) and (c) are equivalent to compute the Elmore delay.From Lemma 1, we can just use one-segment �-model in Figure 1(b) to compute the Elmore delay forFigure 1(a). T (w; l) = Rd [(ca � w + cf ) � l + CL] + rlw � �(ca � w + cf ) � l2 + CL�= Rdcf l +RdCL + 12rca � l2 +Rdcal � w +�12rcf l2 + rlCL� � 1w (1)Thus the best wire width to minimize T (w; l) isw�(l) =sr(cf l + 2CL)2Rdca (2)The optimal delay for 1-WS under w� isT1ws(l) = RdCL +Rdcf l +q2Rdcar(cf l+ 2CL) � l + 12rca � l2 (3)The four terms at the r.h.s. of (3) are constant, linear, super-linear and quadratic terms of l, respectivelyand they are called Term1 through Term4.Lemma 2 Let f(x) = xpx+ a (x > 0, and a � 0). Then f(x) is a convex function. 2Theorem 1 T1ws is a quadratic convex function of the interconnect length l.Proof: We can easily show that Term2 and Term4 in (3) are convex functions. From Lemma 2, Term3 in(3) is also convex function of l. Since the positive linear combination of convex functions are still convex[23], we have the above theorem. 2Corollary 1 Since T1ws is convex, the equally spaced bu�er insertion algorithm as in [2] can be used toperform simultaneous bu�er insertion and wire sizing. 25



3.1.2 Comparison of 1-WS with OWSOur experiments show surprisingly that the optimized delay under 1-WS is close to that from running OWSalgorithm [3] for a wide range of parameters from NTRS'97. As an example, Figure 2 shows the comparisonof optimized delays for an interconnect of length up to 2cm, under 1-WS and OWS for Tier1 and Tier4using 0.10 �m technology. The 1-WS for Tier1 has only up to 10% more delay than OWS for wires shorterthan 5mm. And the 1-WS for Tier4 has almost the same delay as OWS for all wire lengths up to 2cm (thechip dimension). Note that in theory, T1ws is quadratic function of l, while Tows from the closed-form delayestimation modeling under OWS in [2] is sub-quadratic function of l. To see under what condition 1-WS hasdelay close to that from OWS, we draw the delay distributions among di�erent terms in Eqn. (3), namelyTerm1 through Term4, respectively. Figure 3 shows the total delay and delay distributions among thesefour terms. We observe that as long as the quadratic Term4 in (3), i.e., 12rcal2 is smaller than both Term2and Term3, 1-WS approximates OWS well (in general within 90% accuracy). Thus 1-WS can be used toestimate the delay for OWS provided that12rcal2 < Rdcf l;and 12rcal2 < q2Rdcar(cf l + 2CL):The two inequalities above are satis�ed as long as l < 2Rdcf=rca. For Tier1, 2Rdcf=rca = 4:3mm; for Tier4,2Rdcf=rca = 96cm which is much larger than the chip dimension. This explains why 1-WS and OWS delaysare so close for wires shorter than 4mm in Tier13 and for all wires up to chip dimension in Tier4.
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Figure 2: Comparison of 1-WS and OWS for Tier1 and Tier4 under the 0.10 �m technology. Rd = rg=100,CL = cg�100. To run OWS algorithm, we set Wmax = 50�Wmin with the width incremental to be 12Wminand the wire is segmented in every 100�m (same for other Figures).In Figure 4, we show the comparison of average wire widths under 1-WS and OWS. To our surprise, 1-WSand OWS have very similar average wire width too. For Tier1, the average wire width under 1-WS is almostidentical to that under OWS. For Tier4, the average wire width under 1-WS is just slightly larger (about5%) than that under OWS. So we can conclude that w� in (2) from 1-WS is a very good approximation tothe average wire width (i.e., wire area) under OWS.3Tier1 is mostly used for local interconnects, which are much shorter than 4mm. So in practice, 1-WS scheme works verywell for all tiers compared to OWS, as we shall see in Section 4.6
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Figure 3: Delay distribution of di�erent terms in T1ws for (a) Tier1 and (b) Tier4 under the 0.10�m tech-nology. Rd = rg=100, CL = cg � 100.
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3.1.3 Comparison of 1-WS with GISSSo far we have considered wire-sizing scenario of �xed e�ective-fringing capacitance, which assumes some�xed nominal spacing to neighboring nets and lumps the associated coupling capacitance with the fringingcapacitance to ground to form e�ective-fringing capacitance. In actual routing, however, the pitch-spacings,de�ned as the distances between the center lines of two neighboring wires (see Figure 5), are usually �xed.So the edge-to-edge spacing will be di�erent as wire width changes, resulting in di�erent coupling capaci-tances. The 1-WS solution, in this case, is not exible enough to take the advantage of down-sizing certaindownstream (i.e., closer to sinks) wire segments (wire tapering) to reduce their coupling capacitances tothe neighbors. Figure 6 shows the delay comparison of the 1-WS solution with using GISS algorithm from[4] with variable coupling capacitance. We can see that the delay from 1-WS is about 20-30% larger thanthat from GISS. Also 1-WS tends to use larger area since it does not allow wire tapering. However, smallersizing in the downstream does provide more bene�t in the case of �xed pitch-spacings since smaller sizingwill reduce the coupling capacitance. In the next subsection, we will study 2-width sizing and show that itis su�cient to consider the variable coupling capacitances.
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Figure 5: Illustration of the edge-to-edge spacing and the center-to-center pitch-spacing.
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3.2 Interconnect Estimation under Two-Width Sizing (2-WS)3.2.1 Algorithm and Estimation Model
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Figure 7: Two-width sizing (2-WS). We need to determine the best w2, w1, l2, and l1 with the constraint ofl1 + l2 = l.In this subsection, we study two-width sizing (2-WS). As shown in Figure 7, given Rd, l and CL, we shalldetermine the best w2, w1, l2 and l1, with l2 + l1 = l. Using Lemma 1, the distributed Elmore delay can bewritten as T (w1; w2; l1; l2) = Rd � (cf l + caw2l2 + caw1l1 + CL)+rl2w2 � [(caw2 + cf )l2=2 + (caw1 + cf )l1 + CL]+rl1w1 � [(caw1 + cf )l1=2 + CL]= Rd(cf l+ CL) + 12rca(l22 + l21) +Rdca(w2l2 + w1l1)+rcal1l2w1w2 + rcf l1l2w2 + rcf l222w2 + rcf l212w1 + rCL( l2w2 + l1w1 ) (4)Substituting the constraint l1 = l� l2 into the above equation, it is not di�cult to conclude that T (w1; w2; l2)is not a posynomial [24] or a convex function. Therefore, multiple local optimal solutions may exist. However,if we assume that l2 is �xed (which implies l1 = l � l2 is also �xed), then T becomes a function of w1 andw2. It is easy to see that T is now a posynomial function of w1 and w2 in the following form.T (w1; w2) = K1w1 + K2w1 +K3w2 + K4w2 +K5w1w2 : (5)where K1;K2;K3;K4;K5 are some constant coe�cients.It is well known that a posynomial function can be transformed into a convex function [24] so that a localoptimal solution is the global optimal solution. We can obtain the optimal w1 and w2 in (5) by adapting thelocal re�nement (LR) operation4 �rst introduced in [3] for discrete wire-sizing. The LR procedure is shownin Figure 8. Our experiments show that for a precision of �w = 0:001�m, and �T = 1ps, only 3-5 iterationsare needed in step 2 to get the optimal w1 and w25. Since for each given length l2 (or equivalently l1), wecan compute the best w1, w2 and T in just a few steps, we can use a simple linear search to get the best l2(and l1). We denote the best delay under 2-WS to be T2ws(Rd; l; CL), and the best widths to be w�2 and w�1 .4Directly setting @T=@w1 = 0 and @T=@w2 = 0 from (5) will result in a 5-th order equation which does not have closed-formsolution. So we use the fast numerical technique of LR.5In fact, the results in [25] shows that LR converges to optimal solution at the exponential rate, i.e., jx[k]�x�j � �kjx[0]�x�j(0 < � < 1 is the convergence rate). 9



Local re�nement to compute 2-WSInput: K1;K2;K3;K4;K5 as in Eqn.(5)1. Initialize w1; w2  Wmin, and compute T from Eqn.(5);2. repeat fw02  w2;w01  w1;T 0  T ;w2  p(K4 +K5w01)=K3;w1  pK2=(K1 +K5=w02);Compute T from Eqn.(5);g until ( jw02 � w2j < �w and jw01 � w1j < �w and jT 0 � T j < �T );3. return w2 and w1;Figure 8: The local re�nement procedure for 2-WS.Note that a 2-WS solution can handle di�erent coupling capacitances and thus di�erent e�ective-fringingcapacitances, cf1 and cf2 (in general, cf1 < cf2 as w1 < w2), as shown in Figure 9. The nice feature of using2-width is that it can determine the best length l2 (or equivalently l1) to adjust to the variable couplingcapacitance e�ect and minimize the delay. Similar to (4), we can write the delay T as a function of l2 in thefollowing form. T (w1; w2; l) = A � l22 +B � l2 + C (6)where A = rca(1� w1w2 ) + 12r(cf1w1 � cf2w2 ) (7)B = Rd(cf2 � cf1) +Rdca(w2 � w1) + rcal(w1w2 � 1) + rl(cf2w2 � cf1w1 ) + r( 1w2 � 1w1 ) (8)C = Rd(cf1l+ caw1l) + 12r(ca + cf1w1 )l2 + rCLlw1 (9)Then the optimal length for l2 is l�2 = 8><>: 0; � B2A < 0� B2A ; 0 � � B2A � ll; � B2A > l (10)The optimal delay is thus T �(w1; w2; l) = A � l�22 +B � l�2 + C (11)and the area is A�(w1; w2; l) = w2l�2 + w1(l � l�2) (12)3.2.2 Comparison of 2-WS with OWS and GISSFigure 10 shows the optimized delay comparison of 1-WS, 2-WS and OWS for Tier1 and Tier4 under 0.10�mtechnology. For Tier1, 2-WS and 1-WS have very similar delay up to interconnect length of 5mm. For a 2cm10
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neighborFigure 9: 2-width sizing with di�erent e�ective-fringing capacitances.global interconnect, the delay using 2-WS is 1.76ns, which is 16% less than the 2.09ns delay under 1-WS.The average wire width under 2-WS is still almost the same as OWS, similar to Figure 4. The optimalwidths w�2 and w�1 are shown in Figure 11. It is interesting that for all the wire lengths, the ratio of w�2=w�1 isabout 2-3. This observation will be useful in Section 4 to guide interconnect planning. Note that we have a�xed ratio of w2=w1 = �, we can solve (5) directly to get the best w�1 , without going through LR iterations.

0.000

0.500

1.000

1.500

2.000

2.500

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000

de
la

y 
(n

s)

length (um)

Tier1--1WS
Tie1--2WS

Tier1--OWS
Tier4--1WS
Tier4--2WS
Tier4--OWS

Figure 10: Comparison of 1-WS, 2WS and OWS for Tier1 and Tier4 using the 0.10 �m technology. Rd =rg=100, CL = cg � 100.In the case of �xed pitch spacing (i.e., variable coupling capacitance), the 2-WS scheme is more exiblethan 1-WS. Figure 12 shows the delay comparison of using 1-WS, 2-WS and GISS. 2-WS has up to 15%delay reduction from 1-WS and has close to optimal solution from that by running GISS.
11



0.000

0.500

1.000

1.500

2.000

2.500

3.000

3.500

4.000

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000

W
id

th
 (

um
)

Length (um)

Tier1 - W2opt
Tier1 - W1opt
Tier4 - W2opt
Tier4 - W1opt

Figure 11: The two optimal widths w�2 and w�1 for Tier1 and Tier4 under the 0.10 �m technology. Rd =rg=100, CL = cg � 100.

0.000

0.100

0.200

0.300

0.400

0.500

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 20000

de
la

y 
(n

s)

length (um)

Tier4--1WS
Tier4--2WS
Tier4--GISS

Figure 12: Comparison of 1-WS, 2-WS and GISS with variable coupling capacitance for Tier4 using the 0.10�m technology. Rd = rg=100, CL = cg � 100.
12



3.3 Delay/Area Trade-o� and Sensitivity StudyThe simple closed-form delay formula of 1-WS enables us to study the sensitivity of delay versus wire width.From Eqn. (1), we can compute the di�erentialdTdw = Rdca � 12rcf l2 + rlCLw2 :As shown in Figure 13, delay decreases sharply as width increases from minimum wire width (i.e., 0.10 �m)since dTdw << 0 when w � Wmin, then attens as dTdw slowly achieves 0 where the delay is the minimum,and after that delay increases slowly as dTdw > 0. The optimal width w� is about 2.6�m for a 2cm globalinterconnect in Tier4 under 0:10�m. However, it is not di�cult to see in order to achieve the minimum delay,the cost, in terms of wire area, is high. For example, using wire width of 1�m has only 10% more delay thanthe optimal OWS, but saves 62% area. Therefore, delay minimization only could lead to signi�cantly largerarea!
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Figure 13: The delay T and its sensitivity to w, dTdw , using di�erent uniform wire width for a 2cm globalinterconnect using the 0.10 �m technology. Rd = rg=100, CL = cg � 100.To obtain a good metric for area e�cient performance optimization, we have performed extensive ex-periments on di�erent area-delay metrics, including T (delay only), AT (area-delay product), AT 2 (area-delay-square product), AT 3, AT 4, AT 5, etc. Our study concludes that AT 4 is a metric that is suited forarea-e�cient performance optimization, with in general of only about 10% delay slack from OWS, but withsigni�cant area reduction. Figure 14 shows an example. The optimal widths of a 2cm interconnect for T , AT ,AT 2, AT 3, AT 4, AT 5 are 2.6�m, 0.10�m, 0.30�m, 0.60�m, 1.0�m, and 1.15�m, respectively, with delaysof 0.48ns, 1.77ns, 0.84ns, 0.62ns, 0.53ns, and 0.52ns respectively. The optimal 1-WS solution under the AT 4metric uses 62% smaller wiring area compared to OWS (20,000�m2 vs. 52,000�m2) with only 10% increaseof delay. The performance-driven but area-e�cient metric AT 4 will be used in Section 4 for interconnectarchitecture planning.3.4 Other Applications of Interconnect Estimation ModelsOur simple interconnect delay and area estimation models can be used in a wide spectrum of applicationsto guide high level design planning. Here are some examples:13
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Figure 14: Di�erent optimization metrics for a 2cm interconnect in Tier4 under the 0.10 �m technology.Rd = rg=100, CL = cg � 100. The y-axis is scaled to compare all metrics in one �gure.� Physical and RTL level oorplan: During the placement and sizing of functional blocks, one can useour models to accurately predict the delay and area of global interconnects.� Placement-driven synthesis and mapping: One may keep a companion placement during synthesisand technology mapping [26]. For every logic synthesis operation, the companion placement will beupdated. Once the cell positions are known, one can use our models to accurately predict interconnectdelay and area for the synthesis engine with consideration of wire sizing.� Interconnect architecture planning: Interconnect parameters (e.g., metal width, aspect ratio, spacing,etc.) may be tuned to optimize the delays predicted by our models for global, average and localinterconnects under certain wire-length distributions. In next section, we will study the interconnectarchitecture planning problem for wire-width design to achieve area-e�cient performance optimization.4 Interconnect Architecture Planning4.1 MotivationFrom our study of 1-WS and 2-WS in the previous section, a very interesting observation is that the delayis not sensitive to certain degree wire width variations around the optimal solution (e.g., see Figure 13).This not only suggests that we can achieve close to optimal performance with signi�cant area saving (as weshow in Section 3.3), but also suggests that there may exist a small set of \globally" optimal widths for arange of interconnect lengths, so that by just using such a small set of pre-determined \�xed" widths forall the lengths within a reasonably wide range, we are still able to get close to optimal performance for allinterconnects in the length range! In Figure 15, we draw the delay sensitivity versus wire width for threeinterconnects of length 0.5cm, 1cm and 2cm. The optimal widths for them are about 1.0 �m, 1.4�m, and2.6�m. However, any 1-WS with width from 1.0 �m to 2.0 �m will have less than 10% delay from that ofOWS for all three lengths.This crucial observation motivates our study on the interconnect architecture planning for optimal wire-width design. In particular, we want to determine certain \optimal" and �xed one width for 1-WS or apair of �xed widths for 2-WS during design planning such that by using just these pre-determined widths,14
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Figure 15: Delay sensitivity of using di�erent width for a 0.5cm, 1cm and 2cm lines for Tier4 of 0.10 �mtechnology. Rd = rg=100, CL = cg � 100.we can achieve close to optimal performance for a wide range of interconnect lengths (not just one length!)compared to the wire sizing solution with many di�erent widths obtained from running complicated wiresizing (and/or spacing) algorithms. This optimal wire-width design, on the one hand, still guarantees close tooptimal performance; on the other hand, greatly simpli�es the routing problem and the interaction of layoutoptimization with other higher level design planning tools and lower level routing tools. In particular, if onlyone or two �xed widths are used for every metal layer, a full-blown gridless router may not be necessary. Thiswill signi�cantly simplify many problems, including RC extraction, detailed routing and layout veri�cation.4.2 Problem FormulationOur wire-width planning is tier-based, i.e., we will determine the best 1-W and 2-W designs for each tier.In general, local interconnects are routed in the lowest tier (Tier1), while global interconnects are routed inthe highest tier (Tier3 or Tier4, depending on technology). The wire length distribution on di�erent tiersusually varies from design to design, and also depends on the layout tools and optimization objectives. Inour study, we assume that the maximum wire length (lmax) in Tier1 is 10; 000� feature size, and lmax inthe top tier is Ledge, i.e, the chip dimension [14]. The lmax in the intermediate tiers will be determined by ageometric sequence such that for any tier i, lmax(i+ 1)=lmax(i) = lmax(i)=lmax(i� 1). For example, in 0.10�m technology, lmax(1) = 1000�m, lmax(4) = 22800�m. Since 22:81=4 = 2:84, we have lmax(2) = 2840�m,and lmax(3) = 8040�m. The minimum wire length for tier i is the maximum length for tier i � 1, i.e.,lmin(i) = lmax(i � 1). Table 2 shows the wire length range of each tier for NTRS'97 technologies. We alsotake a representative driver for each metal tier for our wire width planning. The drivers for Tier1 throughTier4 are 10�, 40�, 100�, and 250� of the minimum gate in the given technology, respectively.Note that our interconnect planning tool is very exible. If the designer speci�es a di�erent wire lengthdistribution scheme for each layer, we can easily determine the optimal width accordingly. Given the wirelength range for each tier, the wire-width design problem is to �nd the best width vector ~W such that thefollowing objective function �( ~W ; lmin; lmax) = Z lmaxlmin �(l) � f( ~W; l)dl (13)is minimized, where �(l) is the distribution function of l, and f( ~W; l) is the objective function to be minimized15



Tech. (�m) 0.25 0.18 0.13 0.10 0.07Tier 1 0{2.50 0{1.80 0{1.30 0{1.00 0{0.70Tier 2 2.50{6.50 1.80{5.85 1.30{3.27 1.00{2.84 0.70{2.30Tier 3 6.50{17.3 5.85{19.0 3.27{8.23 2.84{8.04 2.30{7.57Tier 4 - - 8.23{20.7 8.04{22.8 7.57{24.9Table 2: Wire length ranges (in mm) that are assigned to each tier.by the design. In this study we choose f(l) = Aj( ~W ; l) � T k( ~W; l), where A(l) = wavg � l is the area for lwith average wire width of wavg , and T ( ~W; l) is the optimized delay using 1-WS or 2-WS. For our 1-widthdesign, ~W has only one component W . For 2-width design, ~W has two components W1 and W2.For our current study, we assume �(l) is a uniform distribution function. Other distribution functionssuch as wire length distribution function in [27], can also be used. Yet, our results in Section 4.4 show thatour 2-width design is so robust that it can be applied to any length distribution function, with predictablesmall amount of errors compared with the optimal design objective using many possible widths. For j = 0and k = 1, the objective is performance optimization only. However, as we observe in Section 3, delayminimization only tends to use large wire width with very marginal performance gain, since the delay/widthcurve becomes very at while approaching optimal delay. Again, we use the AT 4 (i.e., j = 1 and k = 4)metric as suggested in Section 3.3 which was shown to be a good metric for area-e�cient performance-drivendesign. For comparison, however, we will show the wire width designs under both metrics T and AT 4.4.3 Overall ApproachesThe overall approach of the wire-width planning is straightforward. Basically, we want to �nd the best1-width or 2-width pair to minimize the objective function in (13). We take 1-width planning with metric Tas an example to illustrate how the wire-width planning works. For 1-width planning, we need to determinethe best width W � to minimize Z lmaxlmin T (w; l)dl (14)where T (w; l) is from Eqn. (1). So the \globally" optimal width W � is thusW � = vuutR lmaxlmin r( 12rcf l + rCL)ldlR lmaxlmin Rdcaldl= s 13rcf (l3max � l3min) + rCL(l2max � l2min)Rdca(l2max � l2min) (15)If l2max >> l2min, which is the case for our length range for each tier, then W � can be approximated asW � � s 13rcf lmax + rCLRdca ; (16)which is about q 23 � w�(lmax) from (2) provided that CL << cf lmax.For the 1-width design under metric AT 4, a simple analytical formula like (15) or (16) cannot be obtainedas we need to solve an 8-th order equation for w (it is not di�cult to verify), which does not have analytical16



solutions. But since the complexity of our delay and area modeling is so low that we can just use a exhaustivesearch from available wire width (provided by given technology) to �nd the the best width design.Similarly for the two-width design, we can obtain the \globally" optimal width pair W �1 and W �2 in aexhaustive search manner. Without loss of generality, we assume that W �2 = �W �1 . To enable the grid-basedrouting, it is best to set � to be an integer. From Section 3.2, we �nd that � is usually between 2 to 3.Given each �, we can easily search the best W �1 . In practice, we just need to search two �'s6, � = 2 and� = 3. Since according to Section 3.2, we have closed-form delay formula given some w1 and w2 = �w1,the complexity of our search for the best W �1 and W �1 is still very low. Indeed we shall point out that thecomplexity for our wire-width planning is not a major concern, since we just need to run it once.4.4 Detailed Study of Wire-Width Planning for 0.10�m TechnologyIn this subsection, we present our detailed study and comparison of using 1-width and 2-width designs underboth T and AT 4 metrics. Our study concludes that the 2-width design under AT 4 metric has both areae�ciency and also near-optimal performance.Table 3 shows the 1-width design the W �'s for metric T in di�erent tiers of 0.10�m technology. It takesabout minimum wire width for Tier1, and sizes up in a factor from 2.5 to 5, with 3.82�m in Tier4. Theaverage delays for Tier1 through Tier4 are about 70ps to 167ps, which are only a few percent larger thanthose obtained by running OWS algorithm with many di�erent wire widths, listed at the last row of thetable. Table 3 also shows the 1-width design W 0� under the optimization metric of AT 4. The W 0� for Tier2to Tier4 is only 1/2 to 1/4 of correspondingW � shown in Table 3, meaning a area reduction of 50% to 75%.But the delay under W 0� is still just 10-15% larger.Tier 1 2 3 4Length Range (mm) 0-1.00 1.00-2.84 2.84-8.04 8.04-22.8W � for T (�m) 0.11 0.55 1.40 3.82Tavg(W �) (ps) 69.2 134.8 160.5 166.8W 0� for AT 4 (�m) 0.10 0.13 0.43 1.83Tavg(W 0�) (ps) 69.3 155.5 181.1 180.2Tavg by OWS (ps) 69.2 132.2 156.2 158.9Table 3: 1-Width planning for 0.10�m technology.Table 4 shows the 2-width design under T and AT 4 metrics in di�erent tiers of 0.10�m technology. Again,it suggests that W 0�1 and W 0�2 are area e�cient but still close to OWS.However, when we assume �xed pitch-spacing and consider variable coupling capacitance when performingwire sizing, the 2-width design shows much more exibility than the 1-width design. Table 5 shows thecomparison of the average delay, the maximum delay di�erence (in percentage) compared with GISS (�Tmax),and the average widths by using the pre-determined 1-width design, 2-width design (with metric AT 4) andby using GISS algorithm [4] for Tier4 under di�erent pitch-spacings (pitch-sp). For pitch-spacing of 2.0�m, 1-width design has average delay about 14% and 20% larger than those from 2-width design and GISS.Moreover, it has average wire width (thus area) about 1.83� and 1.92� of those from 2-WS and GISS.The 2-width design, however, has close to optimal delay compared to the solution obtained from runningGISS algorithm (just 3-6% larger) and uses only slightly bigger area (less than 5%) than that of GISS.6In fact, we try many di�erent �'s (not just integers) in our experiments and it turns out that � = 2 or 3 is good enough.17



Tier 1 2 3 4W �1 for T (�m) 0.10 0.33 0.84 2.32W �2 for T (�m) 0.20 0.66 1.68 4.64Tavg(W �1 ;W �2 ) (ps) 69.2 134.0 159.2 163.9W 0�1 for AT 4 (�m) 0.10 0.10 0.22 1.00W 0�2 for AT 4 (�m) 0.10 0.20 0.44 2.00Tavg(W 0�1 ;W 0�2 ) (ps) 69.3 144.1 180.2 176.6Tavg by OWS (ps) 69.2 132.2 156.2 158.9Table 4: 2-Width planning for 0.10�m technology.Note that when the pitch-spacing becomes larger, the di�erence between 1-width design, 2-width design andGISS will get smaller. In Table 5, we also list the maximum delay di�erence(�Tmax) from GISS. This isan important metric which bounds our estimation error under any length distribution function �(l) in ourobjective function based on the following theorem.Scheme pitch-sp=2.0 �m pitch-sp=2.9 �m pitch-sp=3.8 �mTavg �Tmax avg-w Tavg �Tmax avg-w Tavg �Tmax avg-w1-width 0.245 28.2% 1.98 0.177 15.7% 1.83 0.143 5.9% 1.632-width 0.215 7.0% 1.08 0.167 5.9% 1.23 0.140 3.9% 1.41GISS [4] 0.204 - 1.03 0.159 - 1.19 0.136 - 1.38Table 5: Comparison of the average delay (in ns), the maximum delay di�erence (in percentage) comparedwith GISS, and the average wire width (in �m) of using 1-width design, 2-width design and running GISSalgorithm with consideration of variable coupling capacitance under di�erent pitch-spacings. Tier4 0:10�mtechnology is used.Theorem 2 If j f( ~W;l)�f( ~W�;l)f( ~W�;l) j � �max for any l 2 (lmin; lmax), then for any distribution function �(l), wehave ������( ~W; lmin; lmax)��( ~W �; lmin; lmax)�( ~W �; lmin; lmax) ����� � �max (17)Proof: The left hand side of (17) can be written asl:h:s: = ������R lmaxlmin �(l) � hf( ~W; l)� f( ~W �; l)i dlR lmaxlmin �(l) � f( ~W �; l)dl ������� �����R lmaxlmin �(l) � �max � f( ~W �; l)dlR lmaxlmin �(l) � f( ~W �; l)dl �����= �maxNow the signi�cance of �Tmax in Table 5 is clear. Although we derive the optimal 2-width design usingthe uniform distribution �(l) � 1, our maximum delay di�erence �Tmax using 2-width design is only 3.9{7%under di�erent pitch spacings. Therefore, from Theorem 2, our 2-width design di�ers from many-widthdesign by at most 3.9{7% for any distribution function �(l).18



4.5 Recommendation for Future TechnologiesTo complete our study, we have performed interconnect architecture planning for all major technologygenerations listed in NTRS'97 from 0.25�m to 0.07�m. Our recommendation is based on the optimal 2-width design considering the area-e�cient performance optimization metric AT 4. The results are shown inTable 6. It suggests the minimum widths for local interconnects in Tier1. For Tier2 to Tier4, there are twodi�erent pre-determined wire widths with 1:2 ratio. Therefore, we have a wiring hierarchy on di�erent metallayers such that Tier2 is about 1-2 times wider than Tier1, Tier3 is about 2-3 times wider than Tier2, andTier4 (if available) is about 4-5 times wider than Tier3. Such a wiring hierarchy can e�ectively minimize theinterconnect delays for all local, semi-global and global interconnects while ensuring high routing density andhighly simpli�ed routing solutions. Our experiments show that by just using these pre-determined width-pairs for each tier, we can still achieve close to optimal delays compared to those obtained from runningcomplex wire sizing and spacing algorithms [3, 4] with many di�erent width selections.Tech. (�m) 0.25 0.18 0.13 0.10 0.07Tier1 W 0�1 0.25 0.18 0.13 0.10 0.07W 0�2 0.25 0.18 0.13 0.10 0.07Tier2 W 0�1 0.25 0.18 0.13 0.10 0.08W 0�2 0.50 0.36 0.26 0.20 0.16Tier3 W 0�1 0.65 0.47 0.24 0.22 0.23W 0�2 1.30 0.94 0.48 0.44 0.46Tier4 W 0�1 - - 0.98 1.00 1.06W 0�2 - - 1.96 2.00 2.12Table 6: 2-width design (in �m) for area-e�cient performance optimization.5 ConclusionTo summarize, we have presented in this paper two sets of important results on interconnect-centric designmethodology. First, we obtain e�cient and accurate interconnect delay and area estimation models ofoptimal wire sizing by using two simple wire sizing schemes, 1-WS and 2-WS. Based on our simple butaccurate estimation models, we study the delay and area sensitivity for interconnect designs and propose anarea-e�cient performance optimization metric AT 4. Our models can also be used in many other applicationssuch as to provide interconnect performance estimation to high-level and logic-level design tools, and to studyinterconnect-centric design planning.Based on our interconnect estimation study, we achieve very interesting results on area-e�cient, high-performance interconnect architecture planning for wire-width design. We obtain a rather surprising resultwhich shows that by just using two pre-determined wire widths for each metal layer, we can achieve closeto optimal performance compared to that obtained by running complex wire sizing and spacing algorithmswith many di�erent wire width choices. This result will greatly simplify the routing architecture and routingtools for DSM designs.
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