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Abstract

Inspired by the recent improvements in domain adapta-
tion and session variability compensation techniques usedfor
speech and speaker processing, we study their effect for emo-
tion prediction. More specifically, we investigated the useof
publicly available out-of-domain data with emotion annotations
for improving the performance of the in-domain model trained
using 911 emergency-hotline calls. Following the emotion de-
tection literature, we use prosodic (pitch, energy, and speaking
rate) features as the inputs to a discriminative classifier.We
performed segment-level n-fold cross validation emotion pre-
diction experiments. Our results indicate significant improve-
ment of performance for emotion prediction exploiting out-of-
domain data.
Index Terms: emotion detection, domain adaptation

1. Introduction
In the framework of a larger-scale project on speech-based sit-
uational awareness for emergency response, we are interested
in predicting the emotional status of 911 emergency-hotline
callers. There is an established body of research attempting to
characterize the emotional state of human speech, such as anger,
fear, joy, and sadness. However the largest part of the existing
literature relies on acted emotional speech with high signal-to-
noise ratios, as in the Linguistic Data Consortium (LDC) Emo-
tional Prosody Speech and Transcripts Corpus.

This paper discusses our methods and results for the emo-
tion detection of fear versus neutral in a 911 emergency call
setting. The main focus of this paper is exploring novel do-
main adaptation and compensation methods to exploit the out-
of-domain data, in our case the LDC Corpus. The first ap-
proach is based on established domain adaptation techniques.
Although statistical model adaptation has been a well studied
area in speech and language processing (such as language mod-
eling [1], call classification [2], and dialog act tagging [3]) there
is no previous study on emotion model adaptation.

The second approach is based on recent breakthrough
improvements in speaker processing via session variability
compensation, more specifically nuisance attribute projection
(NAP), where typically the nuisance is the acoustic conditions,
such as recording device [4, 5] or emotion [6]. We use the NAP
techniques to propose a novel way of viewing the session vari-
ability compensation in which thedomainis treated as a kind of
nuisancewhich needs to be compensated for. To the best of our
knowledge, there are no speech and language processing stud-
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ies attempting to build models robust for different domainsto
predict emotion via this technique.

In the next section, we review the emotion detection lit-
erature briefly. Section 3 briefly describes the modeling ap-
proach for emotion prediction using prosodic features. Then
in Section 4, we present the domain adaptation and compen-
sation methods studied. Section 5 describes the experimental
setup using the 911 calls manually transcribed and annotated
and presents the results. Section 6 discusses future work.

2. Emotion Detection
Much research on emotion detection has been done on changes
that are seen in acoustic features, such as speaking rate, pitch,
and intensity. Liscombeet al. extracted acoustic features con-
sisting of pitch and energy features and also added some hand-
labeled features [7]. They used a binary classification algorithm
to differentiate between 10 different emotions by detecting the
presence or absence of each emotion. Bhattiet al. classified
six emotions (happiness, sadness, anger, fear, surprise, disgust)
using a neural network approach [8].

Prosodic features such as pitch and energy, mean pause
length, and speaking rate were extracted before sequentialfor-
ward selection was performed to select the most useful features.
Lugger and Yang used the Berlin Emotional Speech Database to
classify six emotions (anger, happiness, sadness, boredom, anx-
iety, neutral) with a Bayesian classifier modeled with Gaussians
using both prosodic and voice quality features [9]. Schuller et
al. classified six different emotions (same as in [9]) based on a
combination of a Gaussian mixture model (GMM) and a hid-
den Markov model (HMM) approach using both acted and real
emotional speech in both English and German, and using pitch
and energy features [10]. Schulleret al. have done recent work
on the influence of noise and microphone conditions on both
acted and spontaneous data [11]. The acted speech consistedof
two databases, the Danish Emotional Speech Corpus and Berlin
Emotional Speech Database, and the spontaneous speech was
from a German corpus of recordings of children communicating
with a robot controlled by a human. They used decision trees
to classify emotion based on two different feature sets includ-
ing pitch, energy, and spectral features, mel frequency scaled-
cepstral coefficients (MFCCs), and additional features.

Past research performed on non-acted speech data included
the following: Ang et al. employed human-computer dialog
strictly used for research making feigned air travel reservations
in order to classify annoyed and frustrated versus neutral us-
ing decision trees [12]. Their prosodic model included features
such as pitch, energy, pause, duration, speaking rate, and spec-



tral tilt. Liscombeet al. used data from the AT&T “How May
I Help You” spoken dialog system to detect negative versus
nonnegative emotions using a type of boosting algorithm [13].
Their feature space included both lexical features using a tri-
gram model and prosodic features including pitch, energy, voice
quality, and speaking rate. Leeet al. extracted acoustic features
like pitch and energy and performed principal component analy-
sis to reduce the feature space while maximizing the recognition
accuracy [14]. Lee and Narayanan added lexical and discourse
features into both a linear discriminant classifier and a k-nearest
neighborhood classifier [15] . Devillers and Vidrascu have done
work similar to our task using a real-life data corpus of calls
from a medical emergency call center [16]. Their task was to
classify relief, anger, fear, and sadness using both linguistic and
paralinguistic features. The linguistic features were based on a
unigram model, and the paralinguistic features included pitch,
spectral, energy, and duration.

3. Modeling Emotion

As established in the literature [12, 16, among others], we ex-
ploited prosodic features for emotion detection. As the emer-
gency call center data we are working with had low audio qual-
ity and the spoken utterances were very emotional and ungram-
matical, in order not to deal with the speech recognition errors,
the experiments have been carried out using the manual tran-
scriptions. The prosodic feature are extracted using the SRI Al-
gemy toolkit from the forced alignment of the speech to manual
transcriptions for detecting the start times of individualwords.
Algemy contains a graphical user interface that allows users to
easily read and program scripts for the calculation of prosodic
features using modular algorithms as building blocks. These
blocks are strung together in directed acyclic graphs to extract
the desired features.

Motivated by previous work, we extracted the following
types of prosodic features for each segment: pitch (extracted
as the fundamental frequency (F0)), energy (extracted as the
root mean square (RMS) of the amplitude of the signal), and
speaking rate. Pitch features included mean, maximum, mini-
mum, range, and standard deviation of the voiced segments of
logarithm of F0. In most previous work, log F0 is normalized
per speaker. Each speaker appeared in only one phone call so
this was not an option for us. Instead of being normalized over
the entire data set, the pitch features were post-processedand
normalized globally based on gender.

Energy features included mean, maximum, minimum,
range, and standard deviation of log energy normalized per call
for the range of 0 to 1. The speaking rate was the number of
phones divided by the duration of the segment. The speaking
rate was normalized globally over all the calls

The features, as extracted from the segments, are then fed
into a support vector machine (SVM) classifier. While the mod-
eling is always at the segment level, as the manual emotion an-
notation has been done at the call level, the segments are as-
signed to the emotion label of the calls during training.

The automatically annotated segments are then postpro-
cessed. The majority emotion category in each call is assigned
as the predicted emotion of that call. The evaluation is then
done at the segment level using the F-Measure metric on the
minority class, i.e., fear emotion.

4. Domain Adaptation and Compensation
In our work, we explored the use of out-of-domain emotion
data, namely the LDC Corpus, when testing the 911 data in two
different ways: domain adaptation and domain compensation.

4.1. Domain Adaptation

In cases where only a limited amount of data annotated with
emotion is available, an immediate solution would be to use
supervised domain adaptation methods with existing out-of-
domain data or models.

Based on the taxonomy of Dasarathy [17], the model adap-
tation methods can be categorized depending on where the com-
bination happens. Some popular methods include thefeature-
in-decision-out(early) fusion, where the feature space or data
is concatenated,decision-in-decision-out(late) fusion, as typ-
ically done using interpolation, ordecision-as-feature, where
the decision of the out-of-domain model is used as a feature for
the in-domain model. We briefly describe these three methods
below.

The simplest way of early fusion is data concatenation,
where the data from the existing corpus is used as additional
training data along with the current corpus. In this study, the
LDC Corpus is used as it already had segments labeled with
different types of emotions. We used the panic and neutral seg-
ments from this corpus as added training data.

In the late fusion,decision-in-decision-out(Co × Ci), a
final model combining the decisions of the out-of-domain,Co,
and in-domain,Ci, models is interpolated using some held-out
set. In this study we did not employ this method as we did not
have a separate held-out set to train the combination model.

In the third method,decision-as-feature(Co → Ci), the
classifier trained using only out-of-domain data,Co, is run first
on the in-domain data. The probability it outputs for each class
is then used as an extra feature while training a model with the
in-domain data,Ci. The final decision is made byCi trained on
this enriched set of features. We have experimented with these
methods in our earlier work on dialog act segmentation [18].To
experiment with the decision-as-feature method, we trained the
out-of-domain model using the LDC emotion corpus and used
the prediction values from this classifier as an added feature in
a new model classifier.

4.2. Domain Compensation

Nuisance compensation for the most part has been used for
speaker recognition where the method is used to account for
session variability effects due to speech recorded on different
channels, with different styles, or with different background
noise. Using the Nuisance Attribute Projection (NAP) meth-
ods described by Solomonoffet al. [4, 5] for more accurate
speaker recognition, we account for these nuisance differences
to produce more accurate emotion recognition. The nuisance
we were compensating for was the domain of the data (911
or LDC) including the channel (911 was telephone speech and
LDC was microphone speech) and the length of the speech seg-
ments (LDC segments were much shorter than 911). The emo-
tion was either fear or neutral. Throughout the rest of the paper,
we call our technique domain compensation since the nuisance
is the difference in the domains.

In order to reduce the domain effects using NAP, one needs
to create a matrixP to project points in the original space to a
space that is more robust to effects from the undesired variabil-
ity due to domain differences. We used Solomonoff’s method



caller: help please
dispatcher: fire emergency
caller: okay my girlfriend just fell over she’s like having a seizure i’m
so scared somethings going wrong
dispatcher: hello
caller: my girlfriend
dispatcher: hello
caller: yes
dispatcher: what is the address
caller: address∗ street apartment l seven oh no i’m sorry not apartment
l seven it’s the it’s the office oh my god her eyes are rolling back
dispatcher: okay calm down okay
caller: okay
dispatcher: what city are you in
caller: i hope she’s breathing
dispatcher: what city
caller: santa ana heights
dispatcher: okay, the ambulance is on its way

Figure 1: Sample emotional dialog from 911 corpus.∗address
is italicized to keep this information private.

using the kernel space to reduce the domain effects between the
911 and LDC data. First, we create a matrixA whose columns
are vectors from the training corpus. Then,X is defined to be

X = AV (1)

whereV is a matrix containing the eigenvectors corresponding
to the largest eigenvalues of the symmetric eigenvalue problem

KZKV = KV Λ (2)

whereK = AT A. Z = diag(W1) − W is a matrix that
depends on a weight matrixW where

W = αWdomain − γWemotion (3)

and 1 is the vector of all ones.diag(Y ) is a matrix whose
diagonal elements are the values in the vectorY . The value
of an entry inWdomain is 1 if the domains are different and
the value of an entry inWemotion is 1 if if the emotions are
different. In our experiments, we made bothα andγ 1 which
makes the weight matrix 1 for training points we want to pull
together, -1 for training points we want to pull apart, and 0 for
the pairs that do not matter. After solving forV , we can solve
for X and find the projection matrixP = I − XXT . We
then project the original data on this matrixP to get the new
domain compensated data. In doing this, we reduce the domain
effects and create a bigger distance between the fear and neutral
samples.

5. Experiments and results
We performed experiments at the segment level using call-level
emotion categories. We explored the use of out-of-domain emo-
tion data, namely the LDC corpus, for this task for both cases.
SVM Light with default parameters was used in all our classifi-
cation experiments in this section [19]. Because we had only95
phone calls, we used 95-fold leave-one-out-cross-validation to
maximize the use of our data. We focused only on fearful and
neutral speech, ignoring the sad emotion cases.

Number of Segments Number of Calls
Domain LDC 911 LDC 911

Male 96 585 3 42
Female 165 657 5 50
Neutral 114 839 - 67

Fear/Panic 147 403 - 28

Table 1: The characteristics of the LDC and 911 data used in
the experiments.

5.1. Speech data and emotion labeling

All 911 data was recorded mono over the telephone. The dis-
patcher’s duty is to determine the type of emergency, the caller’s
location and telephone number, and give advice on what to do
before the paramedics arrive. Figure 1 shows the beginning of
a transcription from an emotional example in the corpus.

Every phone call was labeled by five different labelers with
one of three emotions of the caller: fear, sadness, and neutral.
A majority vote was taken to verify emotion agreement. The
kappa is 65% between three annotators.

Of the 99 phone calls in the 911 data set, 28 were classi-
fied as fear, 4 as sadness, and 67 as neutral. Since so few calls
were classified as sadness, we decided to focus on classifying
fear versus neutral, giving us a total of 95 phone calls for our
experiments. Each phone call was broken down into segments
of the caller’s voice. These segments were obtained by a turnin
the conversation or a natural break in the speech of the caller.
Each call had about 13 segments on average. Eight calls had
two different caller voices because the original caller gave the
phone to a different person during the call and 3 calls contain-
ing both male and female voices. Table 1 provides more details
about the LDC and 911 data used in the experiments. LDC cor-
pus is more balanced for neutral and emotional speech while
most 911 calls are annotated as neutral (either because a health
care professional or some third person is making the call or the
callers try to remain calm to better describe the situation).

5.2. Classification Results

While the emotion annotations were at the call level, we per-
formed experiments for each segment of the phone call. The re-
sults from these experiments are in Table 2 in term of F-measure
of detecting fearful calls. The baseline (B) represents theresults
when assigning fear or the minority class to all utterances (i.e.,
100% recall but low precision). Using just five pitch features
(P) normalized by gender, we see significant1 improvement.

Training the classifier using also the LDC segments
(911+LDC) always shows a similar result or an improvement
over not using these segments in training. The initial experi-
ments were run by adding the panic and neutral segments from
the LDC corpus as additional training segments along with the
911 data. An even larger improvement (5% relative) occurs
when we train using only the LDC segments first and then use
the prediction as an added feature in a new SVM classifier (LDC
→ 911). The LDC model was trained using the five pitch fea-
tures only.

As seen in Table 2, training the classifier using domain
compensated features of the 911 data (NAP 911) and training
the classifier using the domain compensated features of both
911 and LDC data (NAP 911+LDC) show improvement over
the original experiments without doing feature projectionwith

1According to the Z-test with 0.95 confidence.



Experiment 911 911+LDC LDC → 911 NAP 911 NAP 911+LDC
B 49.0 % 49.0 % 49.0 % 49.0 % 49.0 %
P 64.1 % 64.0 % 64.6 % 64.5 % 64.8 %

P+SR 63.5 % 64.2 % 64.4 % 64.4 % 64.8 %
P+E+SR 63.6 % 63.3 % 64.3 % 64.3 % 64.4 %

Postprocess 70.9 % 73.1 % 74.5 % 71.1 % 72.4 %

Table 2:Summary of experimental results for classifying fear versus neutral with and without additional LDC training segments, using
LDC model score (LDC→ 911), and with and without additional LDC training segmentsafter performing NAP. F-measure is the score
used in the table. B is baseline, P is pitch features, SR is speaking rate, E is energy features.

NAP.
In postprocessing, we labeled all of the segments of each

call with the majority decision label and this resulted in signif-
icant improvements in the classification performance. We used
the best F-measure obtained in each column of Table 2 to cal-
culate the postprocessing results.

Overall, using NAP techniques when training on both 911
and LDC performed the best before postprocessing and using
the LDC model score as an additional feature when classifying
the 911 calls showed the best results after postprocessing.

6. Conclusions
We have shown that using out-of-domain data improves our re-
sults in the 911 emergency call setting. We experimented with
both established domain adaptation methods and proposed us-
ing domain compensation methods for this purpose, viewing the
domain mismatch as a nuisance.

Detecting emotion of real-life data is a very important yet
difficult task. Most data sets used in the past have had multiple
acted conversations or calls from the same speaker. In our case,
we had only one call for each speaker which is harder to model.

In the future, we would like to add more prosodic features
like the first derivative of pitch or pause duration to our classifi-
cation algorithm, or contextual features like whether or not the
caller and dispatcher interrupt each other during the call,and
how much speech overlap there is in each segment of the call.
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