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software bus whih has been developed in the AG Siekmann1. We intend to developa distributed network of mathematial software agents (MathWeb agents) whih useagent ommuniation languages to exhange information about their (virtual) knowl-edge bases and to assign subtasks to spei� problem solvers. Furthermore, we willinvestigate the appliability of di�erent agent oordination tehniques to soieties ofMathWeb agents.1.1 Automated ReasoningThe origin of automated reasoning dates bak to the 17th entury when Leibniz hadthe idea to formulate a universal formal language (lingua harateristia universalis)in whih to express all human thoughts. Leibniz's vision was that with the help ofthis language and a formal alulus (alulus rationinator) it would be possible toverify human thought like it is possible to verify an arithmeti alulation. This ideaumulated in the famous itation \Calulemus! - Let us ompute.".In 1879, Leibniz' ideas were taken up again in by Frege who de�ned the �rstformal language [Fre79℄. This language is today known as �rst order prediate alulus(PL1) and builds the basis of many dedution systems.The �rst omplete alulus forPL1 was presented by Hilbert in 1927 [Hil27℄. Hilbert wanted to prove that itwas possible to desribe and verify all mathematial statements in his logial alulus.Hilbert's alulus was proved to be omplete by G�odel in 1930, but it was alsoG�odel who proved that it is impossible to formalize all of arithmeti in any orretlogial system [G�od31℄. What remained was the semi-deidability of PL1 whih wasshown by the work ofHerbrand and Skolem. This property of PL1 is the justi�ationfor its use in modern dedution systems.With the development of omputer tehnology and its appliation to mathematis, itwas a onsequent step to use omputers not only for numeri or symboli omputation,but also to automatially prove theorems with a logial alulus, i.e. to build dedutionsystems. The �rst simple dedution systems tried to enumerate the Herbrand universein order to �nd a proof for a given theorem, but they where not very suessful inproving theorems. One reason for this were the exponentially large searh spaes. Thedevelopment of uni�ation and the resolution priniple [Rob65℄ pushed the problemsolving horizon of dedution systems and some systems were even able to prove openproblems in ombinatoris. Many of todays powerful automated theorem provers arebased on resolution and use various speialized heuristis to prune the searh spae.But they also still fail to prove many theorems of medium omplexity, like, e.g. mostof the limit theorems [Mel97℄.This drawbak of lassial dedution systems and the insight that humans obviouslyuse speial tehniques to ope with the huge searh spaes led to the fundamental ideaof Bundy to �rst plan proofs at an abstrat level before �lling in the details of theproof [Bun88℄. The researh area of proof planning was born and sine then evolved toa fruitful paradigm shift in automated dedution.Proof planning also builds the basis of the mathematial assistane system 
mega[BCF+97, SKM99℄. The 
mega system is based on knowledge-based proof planning[MS99℄ that is a variant of proof planning as it was introdued by Bundy. Knowledge-based proof planning makes extensive use of mathematial knowledge, whih an beenoded in proof planning methods, ontrol rules, or proof strategies. Another impor-tant soure of mathematial knowledge are external reasoning systems whih usuallyenapsulate knowledge in a speial domain of mathematis, e.g. dedution systems1http://www.ags.uni-sb.de/\~omega 2



that are speialized in indution or equational theorem proving, or omputer algebrasystems ontaining speial omputation algorithms. Throughout this doument, wewill use the term reasoning system for both, dedution and omputational systems.The need for the integration of external reasoners into 
mega led to the develop-ment of a �rst simple integration sheme [SHS98℄ based on the distribution features ofthe Oz programming language. In reent years, this arhiteture has advaned to theMathWeb software bus (MathWeb-SB) [FK99℄. The MathWeb-SB is now totallyindependent of 
mega and supports the onnetion of a wide-range of mathemati-al servies by a ommon software bus. The development of the MathWeb-SB wasnot a oinidene. With omputer networks beoming ubiquitous in every sub�eld ofomputer siene, the idea of onurrent, distributed problem solving also beame in-uential in the automated reasoning ommunity. The sub�eld of distributed automatedreasoning (DAR)2 arose with its own methodology and researh projets [Bon00℄, e.g.Prosper [DCN+00℄, Teamwork [Den93℄, and, last but not least, the Logi BrokerArhiteture [AZ00℄ projet. All these approahes have their individual strengths andlimitations. In setion 2.1 we give a more detailed desription of the arhitetures andname new desiderata that are not met by any existing system.1.2 Distributed Arti�ial IntelligeneSine its early days in the mid and late 1970s distributed arti�ial intelligene (DAI)has evolved to an established researh and appliation �eld. While lassi AI researhis mainly interested in the development of single omputer programs that show oremulate some kind of \intelligent" behavior, distributed arti�ial intelligene is dividedinto several sub�elds, the most important is the study, onstrution and appliation ofmulti-agent systems (MAS) [G.W99℄. Aording to Russel and Norvig [RN95℄, anagent is a self-ontained, autonomous omputational struture whih is sited in a ertainphysial or virtual environment. Agents are supposed to pereive their environmentand at upon it through ations. As an interating entity, an agent an be a�eted inits ativities by other agents and perhaps humans.A key pattern of interation in multi-agent systems is goal- or task-oriented oor-dination [NLJ96℄, both in ooperative and in ompetitive situations. In the ase ofooperation several agents try to ombine their e�orts to ahieve as a group what theindividuals alone annot ahieve. In ase of ompetition several agents try to get whatonly some of them an have.The long term goals of DAI are to develop and implement mehanisms and methodsthat enable agents to ommuniate as well as humans, and to understand the interationbetween intelligent entities suh as software agents or humans.Many existing and potential appliations of DAI are desribed in the literature[JSW98℄. These range from industrial appliations, suh as, eletroni ommere, andreal-time monitoring of ommuniation networks, up to omplex researh questions,like, for instane, information handling and information retrieval in the Internet, andthe investigation of soial aspets of intelligene and the simulation of omplex soialphenomena. These appliation areas of DAI have in ommon that they show up one ormore of the following harateristis [BG88℄:� Inherent Distribution: The data and information that is proessed by the agents2Some authors also use the terms distributed automated dedution or parallel theorem proving. Inthis proposal we use the term DAR beause we deal also with omputation systems (e.g. omputeralgebra systems). 3



{ are stored at geographially di�erent loations{ arise at di�erent times{ an only be aessed if the agent is familiar with the spei� ontologies andlanguages� Inherent Complexity: The appliation domain is too large to be solved by a single,entralized systems beause of the limitations of urrent hardware of softwaretehnology.Enlarging a entralized system for a inherently omplex appliation domain is verydiÆult, time-onsuming, and ostly. Suh an enlargement usually leads to fragilearhitetures that break down if the appliation requirements hange only slightly.The alternative way is to distribute the solution proess aross multiple omputationalentities (the agents) that are apable of oordination, where the oordination of agentsis ruial for the suess of the multi-agent system.1.3 Proposed ResearhThe researh proposed in this doument aims at developing a distributed mathematialproblem solving system whih is robust and salable and whih automatially hoosessuitable reasoners for a problem at hand. To reah this goal, we intend to apply theagent-oriented programming paradigm [Sho91℄ to the MathWeb-SB and build up aworld wide web of mathematial software agents, so alled MathWeb agents. Math-Web agents are intended to use agent ommuniation languages to exhange informa-tion about their (virtual) knowledge bases and to assign subtasks to spei� problemsolvers. Having the means of agent ommuniation, we are going to develop a generalommuniation framework for MathWeb agents whih takes into aount a formalspei�ation of mathematial servies, the ontext of agent onversations, and the roleof mathematial knowledge bases in these onversations. Furthermore, we are going toinvestigate the appliability of di�erent agent oordination tehniques to soieties ofMathWeb agents with regard to distributed, deentralized, and autonomous solvingof mathematial problems.The proposed researh will ombine the ideas, methodologies, and tehniques of twomore or less independent sub�elds of AI, automated dedution and distributed arti�ialintelligene. The researh will be supervised by Prof. Dr. J�org Siekmann.1.4 General FrameworkThe \Arbeitsgruppe Siekmann" (AGS) of Prof. Siekmann o�ers a exellent sienti�environment for the proposed researh. It has many years of experiene in automatedand semi-automated theorem proving and in proof planning. Developing the 
mega[BCF+97℄ system the AGS ould already gain muh experiene with knowledge-basedproof planning, multi-strategy proof planning, and the integration of various externalreasoning systems. With the MathWeb-SB the AGS developed a robust platform forthis integration and for the inter-operation of a wide range of mathematial serviesin general. Therefore, the group has already gained signi�ant experiene with theinter-operation of heterogeneous reasoning systems. The MathWeb-SB also buildsthe basis of the DORIS projet [BBK99℄ of the omputational linguistis departmentof the Universit�at des Saarlandes (USAAR) and in the AtiveMath projet [Mel00℄ ofthe DFKI. 4



Also the OMDo format for open mathematial douments has been developed bymembers of the AGS. It is an extension of the OpenMath standard and is espeiallysuited for ommuniating mathematial objets, suh as axioms, de�nitions, theorems,and whole theories, between mathematial software systems and mathematial agents.First work towards agent-based theorem proving and the ombination of interativeand automated theorem proving has been done with the 
-ANTS ommand suggestionmehanism [BS98℄ and the 
-ANTS theorem prover [BS00℄. The 
-ANTS approahalso make extensive use of external reasoners integrated via the MathWeb-SB.The AGS is a member of the international researh network Calulemus whihbrings together researhers from the �elds of omputer algebra systems and automatedtheorem provers. The goal of Calulemus is the development of a new generationof mathematial assistane systems based on the integration of the dedution powerof dedution systems and the omputational power of omputer algebra systems. TheAGS and several other researh groups of the Calulemus network are supported byan IHP network grant of the European Union whih allows the exhange of researhersand ooperations, for instane, with the researh groups of Prof. Bundy in Edinburgh,Prof. Buhberger in Linz, Prof. Giunhiglia in Trento, and with the MehanizedReasoning Group (MRG) in Genoa.In the surroundings of the USAAR, there is also the Multi-Agent Systems Group ofthe German Institute for Arti�al Intelligene (DFKI) at the University of the Saarlandwhih has an internationally respeted expertise in the theory and pratie of multi-agent systems and the appliation of multi-agent programming to di�erent domains.1.5 Struture of this DoumentThis proposal is organized as follows. In setion 2 we �rst desribe requirements ofmodern appliations of automated reasoning in general and give an introdution tourrent researh projets in the �eld of distributed automated reasoning. Setion 2.2 isdediated to the MathWeb-SB beause it builds the basis for this researh. We thenname some desiderata that are not met by any of the urrently available arhiteturesfor distributed automated reasoning. In setion 3 we shortly depit the ideas of DAIand fous on the agent ommuniation language KQML and on oordination tehniquesfor multi-agent systems. Setion 4 desribes the onrete goals of this researh. Welose this doument with a short summary and a work plan in setion 5.2 Automated ReasoningModern appliations of automated reasoning and theorem proving, for instane in themathematial assistane system 
mega or in program veri�ation [HLS+96℄, all foropen, distributed arhitetures whih allow the integration of speialized reasoning sys-tems. A widely aepted approah to build suh arhitetures is to upgrade lassialreasoning or omputation systems to so-alled mathematial servies [HC96℄ by pro-viding it with an interfae to a ommon mathematial software bus [CH97℄. Manyresearh projets in the �eld of distributed automated reasoning followed this approahand developed di�erent arhitetures for distributed automated reasoning. Franke etal. [FHJ+99℄ name four major requirements for distributed systems of mathematialservies:Modularization: Dedution systems are very omplex and speialized AI programswhih are typially developed by more than one individual. Usually the develop-ers of dedution systems are less interested in developing a modularized system5



with standardized interfaes but in onstruting an eÆient standalone reasoningsystem whih an be used as a blak-box. For building a distributed system ofreasoning omponents, it is important that the omponents o�er a standardizedinterfae whih enapsulates related funtionality into re-usable modules.Inter-Operability: Inter-operability is the entral presumption for the onstrution ofa working distributed system out of heterogeneous omponents. Inter-operabilitydepends on a ommon platform whih supports the exhange of mathematialservies, suh as, for instane, the Corba middle-ware [Sie96℄. In a systemof inter-operable servies, eah servie provides additional funtionality to thesystem as a whole and, in turn, an use all existing servies to use for its ownreasoning.Robustness: Software systems with a �xed inexible arhiteture often have problemswith handling failures. A lassial proof system with a stati topology will notwork if one of its parts does not work. To build a robust system a dynami,deentralized arhiteture is needed whih an permanently provide mathematialservies, even if some parts, e.g. a partiular servie, are temporarily shut down.Salability: Computer networks, whether they are loal (LAN) or global (WAN, In-ternet) typially show a dynami alloation of omputational resoures. Thus,for distributed systems to perform in an optimal manner, it is important that thesystem adapts its topology and the distribution of tasks to the number of tasksto be solved and to the urrently available resoures, i.e. to �nd an optimal load-balaning. Consequently, also a distributed reasoning arhiteture should show aexible, dynami topology whih adapts to hanging omputational resoures.The entral laim in [FHJ+99℄ was that the Agent-Oriented Programming paradigmmeets all these requirements. The authors of [FHJ+99℄ therefore propose to apply thisparadigm to the MathWeb software bus. They mainly fous on the ommuniationbetween logial reasoning systems using the agent ommuniation KQML. In setion 2we will argue that sole ommuniation with an agent ommuniation language is notsuÆient to build a multi-agent system, in whih autonomous agents at in a oherentway and perform deentralized mathematial problem solving. But �rst, we present ashort survey of researh projets in the �eld of distributed automated reasoning in thefollowing setions. We briey desribe the goals and the results of the projets andwhih of the above-mentioned requirements they meet. In setion 2.2 we give a moredetailed desription of the MathWeb software bus, beause it builds the basis for theideas presented in setion 4.2.1 Arhitetures for Distributed Automated Reasoning SystemsThe Prosper projet [DCN+00℄ aims at developing the tehnology needed to deliverthe bene�ts of formal spei�ation and veri�ation to system designers in industry. Theentral idea of the Prosper projet is that of a proof engine (a ustom built veri�ationengine) whih an be aessed by appliations via an appliation programming interfae(API). This API is supposed to support the onstrution of CASE-tools3 inorporatinguser-friendly aess to formal tehniques. Muh work of the Prosper projet wentinto the de�nition and implementation of the API, the development of the Prosper-toolkit, and into intensive ase studies. The Prosper-toolkit urrently integrates the3CASE: Computer Aided Software Engineering6



higher order theorem prover HOL, and the veri�ation system ACL2. With respetto the requirements mentioned in the last setion, the API of Prosper mainly allowsthe modularization of CASE software systems and the inter-operation of these moduleswith proof engines. However, the omponents of Prosper toolkit still use a proprietaryprotool for ommuniation.The Logi Broker Arhiteture (LBA) [AZ00℄ has been developed within the MRG4.It is based on the ommuniation funtionality provided by the Common Objet Re-quest Broker Arhiteture (Corba) [Sie96, Groa℄ and theOpenMath standard [CC98℄.Corba is a widely used standard for the development robust, platform and lan-guage independent lient-server appliations. The LBA provides the infrastrutureneeded for making mehanized reasoning systems inter-operate by a simple registra-tion/subsription mehanism. Additionally, it o�ers loation transpareny and a trans-lation mehanism whih ensures the transparent and provably sound exhange of logialservies. Logial servies in the LBA (e.g. fatorize for the fatorization of polynomi-als) are abstrat, i.e. they are independent of a onrete implementation in a reasoningsystem (e.g. a onrete algorithm whih performs the polynomial fatorization). It isplanned to insure the logial orretness of the interation of servies by using a logiservie mather whih tries to �nd a morphism between the logi of a lient reasoningsystem and the logi of a servie server (see [AZ00℄ for details).The Teamwork method [Den93, AD93℄ has been developed to distribute equa-tional theorem proving by ompletion. A team inTeamwork onsists of several expertswhih are the atual problem solvers (e.g. equational theorem provers with di�erentheuristis) and of referees who evaluate the ahievements of the di�erent experts anddetermine their best results. A entral supervisor omposes the group of agents work-ing on a given problem and omposes the initial searh state for these agents. Oneof the main motivations for the Teamwork method was the fat, that ommunia-tion overhead an easily diminish the merits of distributed problem solving. In theTeamwork method the amount ommuniation is redued by introduing phases ofthe overall problem solving proess, so-alled team meetings, in whih the reasoningagents send their best results to the entral supervisor. Between two team meetings,in the working phases, the agents ompute new loal results (sets of lauses) and noommuniation takes plae at all. The Teamwork method led to synergeti e�etswhih allowed the system to perform better that every single theorem prover alone.However, Teamwork was based on a network of homogeneous theorem provers whihdi�ered only in their searh heuristi.The TECHS system [DD98℄ builds on Teamwork tehnology and ombines het-erogeneous state-of-the-art theorem provers while minimizing the hanges that haveto be done to these provers. TECHS ombines the ATPs Spass and DISCOUNTand the tableau-based prover SETHEO that ommuniate by exhanging lauses. Theprovers perform two kinds of ooperation. They send requests for needed information(demand-driven) and autonomously send information they found useful to all otheragents (suess-driven). In order to redue the ommuniation overhead several heuris-tis are used to selet the lauses that sent to other agents and lauses from other agentsthat seem to be useful. TECHS has also been ombined with the ILF environment toallow interative ooperation of a human user with the prover network.The 
-ANTS theorem proving approah [BS00℄ is based on the homonymous om-mand suggestion mehanism within the 
mega system. The ore of 
-ANTS suggestionmehanism is a entral hierarhy of a suggestion-blakboard and several ommand-blakboards. Command argument agents write information about a entral proof data4MRG: Mehanized Reasoning Group, DIST, Universit�a di Genova, Italy.7



struture on the latter. Other argument agents are triggered by this information andin turn write their suggestions to the ommand-blakboard. The suggestion agentsread from the argument-blakboards and �nally write ommand suggestions on thesuggestion-blakboard. A human user an then selet one of the ommands suggestedin the urrent proof state. Benzm�uller and Sorge automated this proess to a fullautomated theorem proving proedure by adding an agent whih automatially selets aommand and stores all other seletions for possible baktraking. With speial agents,external reasoning systems are also integrated into the proof searh. For this, 
-ANTSrelies on the failities of MathWeb-SB. 
-ANTS provides an any-time algorithm forommand suggestion and has proved to be quite exible. Agents an be de�ned in adelarative way and an be added, deleted and modi�ed during run-time.Summary. TheTeamworkmethod, the TECHS system, and the 
-ANTS approahare losest to the researh proposed in this doument. But these approahes have somedrawbaks. While the Teamwork method and the TECHS system are still restritedto resolution-based theorem provers, the 
-ANTS theorem prover relies on a entralproof objet and on ommuniation via blakboards and therefore su�ers from thetypial problems of entralized arhitetures like restrited parallelism and bottleneks.Furthermore, the agents in both approahes do not ommuniate via a standardizedommuniation language but via some proprietary protool.This researh goes one step further in that it aims at the development of fully au-tonomous, heterogeneous mathematial reasoning agents that ommuniate via stan-dardized languages and enapsulate both, dedution systems and omputation systems.We will also apply higher order oordination protools (like the ontrat net, f. se-tion 3) to our soieties of agents whih has not been done in previous approahes. Ourreasoning agents will be apable to perform distributed mathematial problem solvingwith deentralized ontrol and a deentralized onstrution of a proof objet.2.2 The MathWeb Software BusAlso the MathWeb Software Bus (MathWeb-SB or short MathWeb) is a platformfor distributed automated theorem proving that supports the onnetion of a widerange of mathematial servies by a ommon software bus [FK99℄. TheMathWeb-SBprovides the funtionality to turn existing theorem proving systems, omputer algebrasystems, and tools into mathematial servies that are homogeneously integrated intoa networked proof development environment. The environment thus gains the serviesfrom these partiular modules, but eah module in turn gains from using the features ofother, plugged-in omponents. The MathWeb-SB is implemented in the onurrentonstraint programming language Mozart [Smo95, grob℄.The development of theMathWeb-SB originates in the e�ort to integrate externalreasoning systems into the mathematial proof assistane system 
mega. The �rstversion of MathWeb-SB mainly enabled the user of 
mega to run several ATPs inparallel on a problem in order to maximize the likelihood of suess and to minimizethe time the user has to wait for a response.In the last three years we further developed theMathWeb system whih is based onthe MathWeb-SB tehnology and reated a stable network of mathematial servieswhih is in every day use. The servies of the urrent MathWeb system are usedpermanently by many projets, e.g. the 
mega projet, the DORIS [BBK99℄ system,and the AtiveMath projet [Mel00℄. MathWeb urrently integrates many di�erentreasoning and omputation systems: 8



Automated Theorem Provers (ATP). MathWeb urrently features the �rst-order theorem provers Bliksem, EQP, Otter, ProTeIn, Spass, Waldmeister and thehigher-order theorem prover TPS (see [ABI+96℄ for referene). Furthermore, thereis a servie ompetitive-atp that alls onurrently a given set of ATPs on a set of�rst order problems. This servie uses the round robin method to distribute unsolvedproblems to ATPs that are not busy.Computer Algebra Systems (CAS). There are servies wrapping the CASsMaple, MagMa, CoCoA, and GAP (see [KKS98℄). These CASs are suessfullyused to perform omputations for the proof planner of the 
mega system. Theiromputational power is essential for planning proofs of limit theorems [Mel97, Zim00℄and for theorems on properties of residue lasses [MS00℄.Mediators. Mediators are mathematial servies that transform mathematialknowledge from one format to another. MathWeb integrates translation servieswhih translate mathematial formulas from one language to another. However, theurrent translation servies translate formulas from one proprietary language to another(e.g. from POST, the logi underlying the 
mega system, to Maple syntax) and donot use standardized ontent languages like OpenMath [CC98℄ or OMDo [Koh,Koh00℄.Mathematial Knowledge Base. MathWeb urrently inludes the MBaseservie, a simple web-based mathematial knowledge base system that stores math-ematial fats like theorems, de�nitions and proofs and an perform type heking,de�nition expansion and semanti searh. MBase is still under development but apreliminary version already serves mathematial douments to the AtiveMath system.Constraint Solvers. MathWeb urrently o�ers two onstraint solving systems.CoSIE [Zim00, MMZ00℄ is a onstraint solver for non-linear arithmeti onstraints overthe real numbers. Chorus [KN00℄ is a speial onstraint solver developed in omputa-tional linguistis whih handles dominane onstraints to resolve ambiguities in naturallanguage sentenes.The urrent struture of the MathWeb system is depited in Figure 1. The software
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whih loal brokers provide routing and authentiation information to the mathemat-ial servies (see [FK99, SHS98℄ for details). So alled meta-servies (MS), o�er themathematial servies (e.g. an ATP, CAS or a model heker) to their loal broker.MathWeb brokers register and unregister eah other and, therfore, build a dynamiweb of brokers. AMathWeb broker forwards servie requests, if the requested servieis not o�ered loally by one of the broker's meta-servies.Client appliations, like, for instane, the 
mega system, L
UI (a GUI for 
mega),or a CGI-sript, onnet to one of the MathWeb brokers and request servies. If therequested servie is not o�ered by a loal meta-servie, the broker forwards the requestto all other brokers until the servie is found (aept) or it isn't found anywhere in theMathWeb (deny). If the requested servie is found, the lient appliation reeives areferene to a newly reated servie objet and an diretly send messages to the objet.Servie objets, like e.g. the 
mega system, an again at as MathWeb lients andrequest other servies.2.3 Additional DesiderataThe MathWeb-SB already meets some of the desiderata mentioned in setion 2. Itallows modularization and inter-operability of mathematial servies. The dynami(un-)registering ofMathWeb brokers and meta-servies allows to build a robust systemwith a exible topology. However, the urrent version of the MathWeb-SB does notallow to build a salable system whih adapts its topology to hanging omputationalresoures, i.e. MathWeb-SB is not resoure adaptive. In the following setions, wepropose some additional desiderata that are also not met by the urrent version of theMathWeb-SB. These desiderate originate in the experiene we made in reent yearswith the integration of di�erent reasoning and omputation systems.2.3.1 Abstrat Mathematial ServiesA mathematial servie in MathWeb mainly onsists of the reasoning system itselfwhih is enapsulated into a Mozart wrapper that handles the ommuniation. Toaess the reasoning system, a MathWeb lient appliation has to send the rightommands to the system, i.e. the lient has to know the system's internal struture,ommands and input syntax.Example 2.1: The CAS Maple is integrated as a mathematial servie into Math-Web and is used to solve omputational problems in proof planning suh as simpli�-ation of terms and polynomial devision. To perform these omputations, the spei�ommands of Maple have to be alled (simplify or quo respetively) in the Maplespei� input syntax. Naturally, the ommands and the input syntax di�er from CASto CAS. For instane, in the Computeralgebra-System CoCoA the ommand for poly-nomial devision is alled DivAlg and the input syntax is di�erent from the syntax ofMaple.Abstrat mathematial servies would free the designer of reasoning systems fromthe burden to learn the internals of all integrated reasoners. Abstrat servies shouldbe independent of onrete implementations (e.g. of polynomial devision in Mapleand CoCoA) and should provide a system independent interfae with a standard I/Olanguage, e.g. theOpenMath standard. First experiments with abstrat mathematialservies have already been done in the ontext of the LBA (.f. setion 2.1).on Corba middle-ware, sine their is no Corba implementation for Mozart available at the moment.10



2.3.2 Autonomy and DeentralizationClassial integration of reasoning systems (e.g. the integration of ATPs and CASs in
mega) follow a master-slave model, i.e. one master system sends subtasks to theslave systems whih at more or less as a blak-box. The master system has full ontrolover the slaves whih annot ommuniate with eah other. Very often, they evendon't know of the existene of other reasoning systems. We say, the reasoning proessis entralized. Mostly, the master-slave ommuniation is also synhronous, i.e. themaster waits for the results of its slaves and is bloked until the results of the slavesystems arrive.The following example will show that a deentralization of problem solving proessand an asynhronous ommuniation between autonomous systems an help to redueommuniation, an lead to more parallelism in problem solving, and an release thereasoning systems from waiting for the results of external reasoners.Example 2.2: The higher-order theorem prover TPS [AINP90℄ is urrently integratedin a master-slave manner into 
mega. TPS has a exible mehanism for the expansionof de�nitions, i.e. during the searh for a proof, de�nitions for symbols an be expandedby-need. When 
mega wants an open subgoal to be solved by TPS it �rst retrievesthe de�nitions of all symbols in the subgoal from its loal knowledge base and sendsthese de�nitions to TPS, even if they are not (all) needed for the proof attempt of TPS.Finally, 
mega sends the atual subgoal and waits for TPS' result. It turned out thata great portion of the total problem solving time is needed for sending all de�nitionsto TPS. The amount of ommuniation ould be drastially redued, if the symbolde�nitions ould be delivered by a separated mathematial knowledge base MBase.Then an autonomous version of TPS ould request the de�nition of a symbol only ifit is atually needed. This ommuniation between TPS and MBase would not a�etthe 
mega system anymore. If, additionally, the ommuniation between 
mega andTPS was asynhronous, 
mega would only have to send the atual subgoal to TPSand go on trying to solve other subgoals until the result of TPS arrives.MathWeb agents should therefore exhibit some autonomy, i.e. they should beable to at on their own, without the intervention of other systems. For instane, inExample 2.2 TPS should be able to dynamially request the needed de�nitions from amathematial knowledge base. Reasoners should also be able to deide whether theyan arry out a given reasoning task and whether they aept a task or not. A reason-ing system ould, for instane, deny a task if it does not have enough omputationalresoures left to spend.2.3.3 CoordinationIn all arhitetures mentioned in setion 2.1 and also in theMathWeb-SB, the designerof a reasoning systems has to oordinate the use of external reasoning systems, i.e. hehas to deide whih external reasoning systems to all on whih subproblem, and whihof the various funtionalities of the external reasoner to use (e.g. the CAS Maple 6o�ers more than 3000 omputational funtions). In most ases, it is not obvious whethera reasoning system an perform a given task or not, or whih reasoner will perform beston this task.With an aurate formal spei�ation of reasoning tasks and the apabilities ofreasoning systems it is possible to { at least partially { automate the oordination ofdi�erent reasoners. This automation ould lead to a system of reasoners whih is muhmore exible and whose omponents would dynamially oordinate their behavior for a11



given problem at hand and not aording to a previously �xed integration sheme. Thedynami oordination of MathWeb agents ould also take into aount the previousperformane of an agent on ertain lasses of problems in order to hoose the best agentfor a given task. AI learning tehniques ould be used to learn an optimal assignmentof tasks to MathWeb agents.The problems of resoure-adaptivity, autonomy, deentralization, and oordinationare entral researh topis in the �eld of distributed arti�ial intelligene (DAI). In thefollowing setion we give a short overview over DAI researh. In setion 4 we desribehow we intend to apply DAI tehniques to distributed automated reasoning and namethe entral researh questions that follow from this appliation.3 Distributed Arti�ial IntelligeneWhile the lassi AI endeavor is mainly interested in the development of single om-puter programs whih show or emulate some kind of \intelligent" behavior, distributedarti�ial intelligene (DAI) is onerned with the study, design and appliation of dis-tributed problem solving [G.W99℄. There have been many proposal and, at least, asmany disussions on what an agent atually is. Following Russel and Norvig[RN95℄,an agent is a self-ontained, autonomous omputational struture situated in a physialor virtual environment. An agent an pereive it's environment through sensors andat on it with e�etors. Wooldridge and Jennings [WJ95℄ proposed the followingkey properties for the haraterization of agents:Autonomy: Agents should to some extent have ontrol over their behavior and shouldat without the intervention of humans or other software systems.Reativity: Agents should reat to some hanges in their environment. In the aseof software agents that live in a virtual environment this means that the agentsshould be able to modify their behavior aording to hanging environmental andomputational onstraints (e.g. resoures, like time and memory).Pro-ativeness: Agents are able to exhibit goal-direted behavior by taking the initia-tive in order to satisfy their design objetives.Soial Ability: Agents are apable of interating with other agents (and possiblyhumans) to satisfy their design objetives and reah their goals. This requiresthat agents have the means to ommuniate with other agents and that theyhave some kind of soial model, i.e. knowledge about neighboring agents andtheir apabilities.In the following setions, we solely talk about software agents whih live in a (virtual)software environment. The development of software agents was strongly inuened bythe paradigm of Agent-Oriented Programming.3.1 Agent-Oriented ProgrammingThe term Agent-Oriented Programming (AOP) was oined by Shoham in 1991 [Sho91℄.He desribed it as a \new programming paradigm, based on a soietal view of omputa-tion". The key idea is to diretly program software agents whih enapsulate arbitrary,traditional software appliations. These agent-shells are able to interfae and ontrolthe operation of the embedded servies. The agents introdue a soial model referringto other servie agents with whih they build a soiety of agents. The basi means12



for the interation between soial agents is a ommon Agent Communiation Language(ACL) whih enable the agents to oordinate their behavior, i.e. steer the embed-ded appliations by exhanging beliefs, goals, and intentions. There have been manyproposals for agent ommuniation languages. Two of the most widely used are theFIPA industrial standard [Ste97, fIPA℄ for physial agents and the KQML standardfor software agents. These two ACLs are equally expressive but di�er in syntax andappliation domains. While FIPA is supposed to be applied in industrial domains, suhas teleommuniation, KQML is widely used in researh projets. Sine we intend tobuild software agents, we think, that KQML is the ACL of hoie for our appliationdomain. Last but not least, KQML and FIPA have a similar expressiveness and o�era similar set of performatives. Sine the funtionality that has to be implemented forKQML is very similar to that of FIPA, we think that it will not be muh e�ort to o�erboth ommuniation languages in the future.3.2 The Knowledge Query and Manipulation LanguageThe Knowledge Query and Manipulation Language (KQML) [FMF92, Lab96℄ is a om-muniation language for software agents whih supports the exhange of informationabout the (virtual) knowledge bases of the agents. KQML is both a message formatand a message-handling protool to support shared knowledge in a multi-agent system.KQML is based on the speeh at theory [Sea69℄. Its primitives are so alled perfor-matives whih de�ne the permissible \speeh ats" that ations are allowed to performin ommuniation with eah other. Thus, KQML messages do not solely ommuniatesentenes in some language, but rather ommuniate an attitude about the ontent ofthe message.KQML performatives an be modeled as ations whih hange the ognitive statesof agents. Aording to [Lab96℄, ognitive states an be spei�ed using the prediatesknow, want, intend, and bel whih desribe the knowledge, goals, intentions, and beliefsof agents. With these prediates, the semantis of KQML performatives an be for-mally spei�ed in terms of preonditions and postonditions desribing the appliabilityonditions and the e�et of the performatives respetively (f. [Lab96℄).A soiety of KQML speaking agents an be enrihed with speial agents, alledfailitators. Failitators typially provide funtionalities suh as: assoiation of physialaddresses with symboli names of agents, registration of agents, and forwarding andbrokering of messages.3.3 Coordination in Multi-Agent SystemsIn most multi-agent systems sole ommuniation via an ACL is not suÆient to ensurethat the agent ommunity ats in a oherent way, where oherene refers to how well asystem of agents behaves as a unit [Sy89℄. A serious problem in MAS is to maintainglobal oherene without expliit global ontrol. In this ase, the agents must be ableon their own to determine goals they share with other agents, determine ommon tasks,avoid unneessary onits, and pool knowledge and evidene. Coordination an takeplae in soieties of antagonisti agents (negotiation) and of non-antagonisti agents(ooperation) as shown in Figure 2. Typially, to ooperate suessfully, eah agentmust maintain a list with the apabilities of the other agents, and also develop a modelof future interations. This presupposes soiability of agents [HL99℄.One means for ahieving oherene are higher-level interation protools. Theseinteration protools govern the exhange of a series of messages among agents { aonversation { and help the agents to oordinate their behavior. Several oordination13
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Org. Structuring Planning ContractingFigure 2: Di�erent kinds of oordinationtehniques and protools have been devised for multi-agent systems so far. Nwana,Lee, and Jennings give an overview in [NLJ96℄. For a system of ompetitive agentsseveral forms of negotiation have been proposed. They are mostly based on game theory[LR57℄, loal planning [KvM91℄, or on theories of human negotiation [BM92℄.Organizational Struturing. This is one of the simplest oordination senarioswhih exploits an a priori organizational struture. The organization impliitly de�nesthe agent's responsibilities, apabilities, onnetivity and ontrol ow. One of the mostwidely used forms of organizational struturing is the blakboard oordination whereagents post to and read from a entral blakboard [HR85℄. Using a blakboard theagents' behavior is triggered by information written on the blakboard by other agents.Blakboard oordination, in its extremes, mitigates against all the bene�ts of DAI:parallelism, reliability, robustness, minimal bottleneks, et. Additionally, as statedin [NLJ96℄, all agents in a blakboard arhiteture \[...℄must have a ommon domainunderstanding (i.e. semantis). For this latter reason, most blakboard systems tend tohave homogeneous and rather small-grained agents.".Multi-agent Planning. In multi-agent planning, the agents of a soiety loally plantheir future ations and try to oordinate their behavior by ombining the loal plansto a onsistent global plan. In entralized multi-agent planning [CMS83℄ the agents�rst ompute loal plans and send them to a entral oordinating agent. On reeiptof all (partial) loal plans, the oordinating agent analyzes them in order to identifypotential inonsistenies and oniting interations. The oordinating agent then triesto modify the partial plans and to ombine them into one multi-agent plan withoutoniting interations. In distributed multi-agent planning [CL81℄ the resolution ofonits is performed by all planning agents who ommuniate during planning tobuild and update their individual plans. Both variants of multi-agent planning have twomajor drawbaks: 1) The agents must share and proess huge amounts of information,i.e. the planning proess is very ommuniation intensive. 2) In many domains, theombination of loal plans to one onsistent global plan is a very omplex and time-onsuming task.Contrating. A now-lassi and intensively studied oordination tehnique is theContrat Net Protool (CNP) introdued by Smith [Smi80, DS83℄. The CNP is basedon a deentralized market struture. Agents an assume two roles: They an at asmanagers who break problems into subproblems and searh for ontrators to performthe subtasks. Or they at as ontrators who perform tasks. Contrators may reur-sively beome managers and further deompose their subtask and ontrat the tasksresulting from this deomposition to other agents. The ore of the CNP is a taskannounement and bidding proess whih onsists of �ve steps:14



1. A manager announes a task2. Contrators evaluate the task w.r.t. their abilities and ommitments3. Contrators send bids to the manager4. The manager evaluates the bids and hooses one or several ontrators and awardsthe ontrat for the announed task to them.5. The ontrators send the result of the task performane to the managerIn most appliations of the CNP the manager announes an abstrat spei�ation of atask in the �rst step. This spei�ation is highly domain-dependent and ontains allinformation relevant for the ontrators to determine their bid for the task.The CNP has been used in many appliations, e.g. [Par87℄. It turned out that it isbest suited for domains where� the appliation task has a well-de�ned hierarhial nature;� the tasks have a oarse-grained deomposition;� there is minimal oupling between subtasks.Sine there is no formal model for task announing, bidding and awarding in the originalwork, the CNP was also further developed and extended by Sandholm [San93℄ andothers. Huhns and Singh have show that the CNP is a high-level oordination strategywhih also provides the means for the distribution of tasks and for self-organizationwithin a group of agents [HS94℄.4 Agent Tehnology for Distributed Mathematial Rea-soningThe long-term goal behind this proposal is to apply the tehniques of DistributedAI (e.g. AOP and oordination) to distributed automated reasoning in order to de-velop a network of heterogeneous mathematial agents. These MathWeb agents shallhave a soial model of their environment and ommuniate with an agent ommunia-tion language and several more or less standardized or speialized ontent languages.The MathWeb agents should perform autonomous distributed problem solving witha deentralized ontrol, handle shared proof objets, and dynamially oordinate theirbehavior given a problem at hand. The problem solving proess should be resoure-adaptive in an optimal manner, i.e. it should take into aount all omputationalresoures (e.g. CPU-time, free memory, network bandwidth) that are available to thedi�erentMathWeb agents. A net ofMathWeb agents would o�er the means for newresearh projets, suh as distributed proof planning. Last but not least, agent-orientedprogramming has shown to be a perfet paradigm for human omputer interation(HCI) [BW94℄: Sine agent ommuniation languages like KQML are based on modelsof human ommuniation a human user an simply be modeled as another agent in themulti-agent system.This ultimate goal is very ambitious and beyond the sope of a single PhD thesis. Inthe following, we therefore restrit the aim of the proposed researh to a list of feasiblegoals that are basi for the development of working MathWeb agent soieties. Theidea is to apply the AOP paradigm to the MathWeb-SB. Following [FHJ+99℄, wewill to enapsulate MathWeb's mathematial reasoning systems into an agent shell15



in order to build mathematial reasoning agents, the MathWeb agents. With reasoningsystems extended to MathWeb agents the interation between these systems an bemodeled as a KQML onversation between orrespondingMathWeb agents. We thinkthat proposed extensions of the MathWeb-SB an meet the desiderata desribed insetion 2.3. Having MathWeb agents, we will investigate the appliability and thee�etiveness of several oordination tehniques to deentralized automated reasoningin a soiety of heterogeneous dedution and omputation agents. We will apply multi-agent planning to the multi-strategy proof planner MULTI to build a distributed multi-agent proof planning environment. We will also investigate how the mathematialknowledge base MBase an support abstration in agent ommuniation in generaland in multi-agent planning in speial.The proposed researh is a �rst signi�ant step towards our long-term goal andwe shall see how far we an go in one piee of work. In the following setions wedesribe in more detail the entral researh problems that have to be solved to developan eÆient soiety of MathWeb agents and we present some �rst ideas for a solutionof these problems. Of ourse, the ideas presented here sketh only a starting point forthe proposed researh.4.1 MathWeb AgentsThe entral entities in our researh will be MathWeb agents whih are reasoningspeialists with ertain properties. Aording to setion 3 MathWeb agents shouldhave at least the key harateristis:Autonomy: MathWeb agents should at without the intervention of humans or otheragents. On the other hand, agents should not simply at like slaves in the master-slave integration model but should deide for themselves if they are apable andwilling to work on a reasoning problem that is sent to them (e.g. an open on-jeture to prove).Soial Ability: MathWeb agents should be apable of ommuniating their goalsand needs to other MathWeb agents interating with other agents by an agentommuniation language. Additionally,MathWeb agents should be able to un-derstand multiple ontent languages. They should also have a soial model of thereasoning apabilities of other agents (e.g., indution proving speialists, speialCAS algorithms).Pro-ativeness: Next to all their soial ativity, MathWeb agents should, of ourse,not forget to at goal oriented, e.g. in the attempt to prove a theorem or toperform a omputation.Reativity: SineMathWeb agents are software agents, a hange in the environmentmeans, for instane, hanging omputational resoures like available memory andCPU-time. Agents should reat to some hanges in their environment. A para-graph in setion 4.2.1 is dediated to resoure adaptivity.Figure 3 shows a �rst proposal for the struture of MathWeb agents. This pre-liminary struture addresses the �rst two of the harateristis mentioned above. Ofourse, the �nal version of MathWeb agents should address all four harateristis.Essentially, eah agent should onsist of the lassial reasoning or omputation serviewhih is extended by an agent shell. The agent shell is responsible for all ommu-niation issues of the agent, i.e. for omposing and sending orret KQML messages16



and translating inoming messages into onrete ations for the reasoning system. Wesuppose that eah MathWeb agent has its own little database whih ontains spei�-ations of theoretially existing mathematial servies whih allows the agent to buildreasonable messages.6 The onversation module of an agent handles all ongoing onver-sations the agent is involved in. A entral ontrol unit aesses the database of serviespes to reate the atual KQML messages, asks the onversation module to start newonversations, and handles inoming messages.
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Figure 3: Struture of a MathWeb agentMathWeb agents are supposed to ommuniate via KQML withOpenMath,OM-Do, or KQML itself as a ontent language. OpenMath is a standard for the purelysemanti representation of mathematial formulas. Mainly, it is a restrited �rst-orderlanguage and o�ers variables, onstants, appliations, bindings, et. OMDo aimsat the representation of full mathematial douments, inluding, e.g. plain text, def-initions, theorems, and proofs. Both languages ommit to a global ontology beauseevery symbol belongs to a OpenMath ontent ditionary (CD) whih provides a for-mal or informal desription of the semantis of the symbol. Thus, OpenMath andOMDo are based on a �xed ontology aepted by most members of the automatedreasoning and of the omputer algebra ommunity. Therfore, we think that Open-Math and OMDo are more suitable as ontent languages for the ommuniationbetween MathWeb agents than, for instane, the very general Knowledge InterhangeFormat (KIF) [Gea92℄, whih has been used in many other DAI appliations, or theMathML standard [IM98℄, whih is mainly onerned with LATEX-like presentationmark-up of mathematial formulas. But, however, in some appliations it might beneessary to develop new ontent languages in the future. Sine the standard languagefor the enoding of OpenMath and OMDo is the the eXtensible Markup Language(XML [BPSM97℄), it is a onsequent step to hose Xml also for the enoding of KQMLmessages to allow a uniform handling of both, the messages and their ontent. How-ever, Xml enoding of information tends to be about 10 times bigger than an equivalentbinary enoding. Therefore, it might be reasonable to additionally allow more eÆientontent languages for groups of reasoning agents that an ommuniate with theselanguages. For instane, a loal soiety of �rst-order ATPs that all rely on PL1 withequality ould easily ommuniate with an eÆient enoding of �rst-order lauses as amessage ontent.The proposed MathWeb reasoning agents do not store any knowledge about theapabilities of other agents. We suppose that this knowledge is managed by the KQMLfailitators. However, MathWeb agents store knowledge about mathematial serviesavailable in priniple but they do not know in advane whih agents o�er these servies.6In the future, the servie spei�ations ould also be stored in a entral MBase whih is aessibleto all agents. 17



4.2 Communiation between MathWeb agentsWe �rst fous on the problems that are related to the ommuniation between Math-Web agents. In the following we treat tehnial problems, the problem of mathematialservie spei�ation, and the handling of ontext in agent ommuniation.4.2.1 Tehnial IssuesCommuniation Overhead. As already mentioned in setion 2.1, one of the mainproblems in distributed equational theorem proving is the ommuniation overhead.Whenever distributed problem solving agents spend most of their omputational re-soures into ommuniation, the bene�ts of parallelism an be drastially diminished.The Teamwork approah (f. setion 2.1) proved to be suessful in the ase ofdistributed equational theorem proving. In this speial domains, homogeneous ATPsan work independently on a problem and deliver uniform results (derived lauses)whih an be ombined w.r.t. some heuristis.Sine we are interested in the integration of heterogeneous systems (e.g. ATPs,CASs, model hekers, or proof planners) the Teamwork approah is not appropriate.So, other mehanisms must be used whih enable synergeti distributed problem solvingand redue ommuniation to a minimum.Resoure Adaptivity. Adaptivity to hanging omputational resoures is ruial ifone wants to build a salable system of distributed reasoning systems and to ensure theoptimal performane of suh a system. This is due to the fat that the performaneof a reasoning system is not merely dependent on powerful algorithms or sophistiatedsearh tehniques but also on the available resoures. However, an optimal oordina-tion of a soiety of MathWeb agents aording to the available resoures is a veryomplex { if not infeasible { task. As a �rst approah to takle this task we are goingto extend MathWeb agents with a resoure module whih permanently keeps trakof the urrently available CPU time and free memory on the loal mahine. Combinedwith oordination tehniques suh as the CNPMathWeb agents an then use resoureinformation to deide whether they aept a given task or not. This allows for a deen-tralized and exible resoure handling with a minimum of additional ommuniation.4.2.2 Charaterization of Reasoning CapabilitiesAs stated in setion 2.3.1, it is neessary to de�ne abstrat mathematial servies inorder to free the designer of reasoning systems from the task of learning the internalstruture of other reasoners. Up to now, no standard spei�ation language for mathe-matial servies has been developed. For our �rst experiments withMathWeb agentsand KQML ommuniation, we used speial OpenMath symbols for the spei�ation.This hoie was done in analogy to already existing symbols in OpenMath ontentditionaries, e.g. the symbol fator in the CD polyd that stands for the fatorizationof polynomials. One advantage of usingOpenMath symbols is the ommonly aepted(informal) semantis that is de�ned in the publily available ontent ditionaries.At the moment, it is not lear, whether the approah of using OpenMath sym-bols is appropriate for all mathematial servies developed in the future or if we haveto develop a new spei�ation language. One problem with OpenMath symbols isthe informality of their semantis. Usually, the developers of ontent ditionaries onlydesribe the semantis of symbols with at most a handful of sentenes in natural lan-guage. There is strong evidene that in the future we need a higher-order spei�ation18



of reasoning servies. However, a spei�ation language for servies ould, for instane,use OpenMath symbols as a basis to build more omplex servie desriptions.Another open problem is the storage and retrieval of the knowledge about mathe-matial servies. As a �rst answer, we suggest that this knowledge should be loatedat the KQML failitators. One ould also think of storing this knowledge in a mathe-matial knowledge base like MBase.4.2.3 Context in Mathematial CommuniationVery often onversations between reasoning systems do not only onsist of a singlequery with a single answer. As we have seen in Example 2.2, in some ases a ontextof a onversation has to be built up beause some fats (e.g. de�nitions, lemmas,or proof assumptions) have to be known by the onversation partner. Also in theommuniation with Computer Algebra Systems, a ontext an be built. The CASMaple, for instane, o�ers the assume faility to de�ne ertain preonditions for itsomputations 7. However, building a general model for the ontexts of MathWebagent onversations is not easy. Espeially, the following questions must be answered:� Whih mathematial knowledge is typially stored in a ontext?� Where is this knowledge stored?� How an we use referenes to objets in a mathematial knowledge base?� How do MathWeb agents speify a valid ontext?An answer to the last question ould be the formal spei�ation of valid KQML on-versations between MathWeb agents. Labrou has already spei�ed basi KQMLonversations in [Lab96℄ in PROLOG. He suggested that these simple onversationsshould serve as a basis for more omplex ones. The spei�ation of valid onversationsrequires a ommon language whih is understood by all MathWeb agents. KQMLitself ould build a basis for suh a language, sine onversations an be more or lessdesribed by an ordered list of shemati KQML messages.Example 4.1: In the following, we suppose that an ATP agent o�ers an abstratmathematial servie alled prove whih tries to �nd a proof for a given problem. Asdesribed in the last setion, we de�ne prove as a new OpenMath symbol in the CDreasys. The servie prove an be given some proof assumptions. A spei�ation ofvalid onversations for prove ould look like the following:prove-onv( [tell(Sender, Reeiver, Openmath, Formula)℄*ask-one(Sender, Reeiver, Openmath, prove(Formula , Result))[tell(Reeiver, Sender, Openmath, prove(Formula, Proof)) juntell(Sender, Reeiver, Openmath, prove(Formula , Result)) jsorry(Sender, Reeiver, , )℄)Whih means that every MathWeb agent Sender who wants to use the prove serviean �rst send an arbitrary nonnegative number of fats to the Reeiver agent, where afat an be any OpenMath formula. Then Sender agent should send exatly one 'ask-one' request with the OpenMath formula to prove and with an OpenMath variableResult. Finally, the Reeiver sends either a tell message ontaining in whih the variableResult is replaed by the proof Proof or an untell message, if no proof ould be found.7These preonditions strongly inuene future omputations, i.e. the term px2 an be simpli�ed tox, if it is assumed that x > 0. 19



Every abstrat mathematial servie should provide at least one spei�ation ofvalid onversations for the servie. Eah MathWeb agent who o�ers an abstratservie ommits to these onversations, i.e. he must aept every valid onversation forthat servie. This does not imply the aeptane of a onrete reasoning task, sinethe agent an still reply with a sorry message.Abstration in Mathematial Communiation. Talking about mathematis anbe a very omplex task. One means to redue omplexity in general is abstration. Hu-mans perform very well in abstration and use it very often in their ommuniation.Also in the ommuniation between mathematiians, abstration an be found. Forinstane, typial statements of a mathematis professor sound like \Using the funda-mental theorem of algebra, we an infer that ...", and not like \Using the fundamentaltheorem of algebra, whih states that in the �eld IC of omplex numbers... we an inferthat ...". This is due to the fat, that the speaker assumes that details of the funda-mental theorem are known to its students. If a student does not know these details,she has to ask her neighbor or look it up in a book.The main question is, whether we an adopt this human behavior and how wean use some form for abstration in mathematial ommuniations between Math-Web agents. In other words: how we an build up ontexts of onversations andrefer to knowledge in this ontexts? What an agents do, if they don't understand a\mathematial statement", beause they do not have the expeted knowledge? Oneanswer to this question ould be to query a mathematial knowledge base, suh asMBase. Thus, the problem of referene also a�ets mathematial knowledge bases.Mathematial knowledge units (e.g. de�nitions or theorems) are typially stored inMBase. So it must provide the referenes to these knowledge units. Additionally, theontent language we use forMathWeb agents must provide the means to handle thesereferenes.4.3 Coordination of MathWeb AgentsWe have already mentioned in setion 3.3 that sole ommuniation with an agent om-muniation language does usually not lead to a oherent behavior of a multi-agentsystem. The ations of agents must be oordinated dynamially given a problem byhand. We suppose that MathWeb agents are benevolent reasoning entities and thusfous on ooperation tehniques. One of the entral questions is whih of the numerousooperation tehniques developed in DAI researh are appropriate forMathWeb agentsystems. We try to give a �rst answer to this question:Organizational Struturing. MathWeb agents build a web of heterogeneous rea-soning and omputation servies provided by ATPS, CASs, onstraint solver, proofplanners, and many other systems. Additionally, MathWeb agents should performdeentralized distributed mathematial reasoning. This is why ooperation tehniqueswhih rely on a �xed organizational struture, e.g. a blakboard arhiteture, mightnot be appropriate as a general oordination tehnique for MathWeb agents.However, the blakboard approah an be suitable for some speial areas of auto-mated reasoning. In fat, blakboard oordination has reently been applied suess-fully in the 
-ANTS approah whih provides a ommand suggestion mehanism for
mega (see [BS00℄). 
-ANTS' agents are homogeneous and small grained sine everyagent represents an inferene rule or a tati of 
mega. All 
-ANTS agents work ona entral proof data struture (PDS) whih builds the ommon domain understanding20



of the agents. Therefore, the ommand suggestion mehanism is a perfet appliationdomain for a blakboard arhiteture (f. setion 3.3).Multi-agent Planning. In reent years, the 
mega group has made signi�antprogress in proof planning, for instane, in the Limit-domain [Mel97℄ and in grouptheory. The latest development is MULTI [MM00℄, a multi-strategy planner. Up tonow, proof planning in 
mega is totally serialized, i.e. at every time the proof planneronly plans one spei� subgoal. Also in MULTI di�erent planning strategies an onlybe applied in sequential order. A onsequent step for a further improvement of proofplanning is the introdution of distribution and parallelism. In a distributed proofplanning environment, di�erent loal planners ould onurrently plan with di�erentstrategies on the same or di�erent subgoals in order to inrease the likelihood of suessand to minimize the total planning time.Sometimes, subgoals in proof planning strongly interat. Typially, ertain on-straints must be ful�lled by the partial plans for the subgoals8. In distributed proofplanning these onstraints would be spread over the loal plans. Therfore a mehanismto insure global onsisteny of loal plans must be developed. Multi-agent planning[FI98℄ o�ers the right means for this task and for the oordination of MathWeb plan-ning agents. But, as mentioned in setion 3.3, multi-agent planning requires hugeamounts of ommuniation in order to ombine the loal plans to a single global plan.Thus, the appliation of this tehnique should be restrited to subtasks who stronglyinterat and therfore need the hek of global onsisteny of partial solutions. Whenthe subtasks do not interat, other oordination tehniques, suh as the ontrat netprotool should be more appropriate.Also Fisher and Ireland proposed the CNP as a oordination tehnique for proofplanning. In [FI98℄ they presented �rst ideas on how to bring parallelism into indutiveproof planning with CLAM [BvHHS90℄. They suggested to assign the di�erent proofsteps of a typial indutive proof in CLAM (base-ase, rippling, and fertilize) to di�erentplanning agents. Having the right ommuniation languages multi-agent proof planningan also inlude other proof planners like CLAM that are speialized on ertain domains(e.g. indution).Contrating. The ontrat net protool is one of the most promising andidates forthe oordination of MathWeb agents in order to perform tasks that do not interatvery muh. For instane, the CNP ould be applied to omputation tasks, e.g. the sim-pli�ation of terms and formulas, or to proving tasks, e.g. proof planning for subgoalswithout meta-variables or �rst order problems whih an be sent to ATPs.The bidding proess in the CNP allows the ontrators to evaluate their loal re-soures available in order to give an aording bid. Thus, the CNP an help to realizedeentralized load-balaning in a very natural way. But, more often than not, theamount of omputational resoures available to an agent is not deisive for its suessin solving a task. In fat, MathWeb agents an be seen as speialists in a spei�domain, e.g. some reasoners perform well for indutive proofs, others for equationalreasoning. Therefore, the performane of an agents is highly dependent on the task tosolve. Consequently, the announement of a task should provide the ontrators witha task spei�ation that goes far beyond the spei�ation of abstrat mathematial8While planning existential proofs, for instane, meta-variables are introdued as plae holders forexistentially quanti�ed variables all over the proof plan. These meta-variables must be instantiated byvalues that must ful�ll ertain onstraints. 21



servies desribed in setion 4.2.2. Additional to the mathematial servie requested,the onrete instane of the servie must be analyzed.Example 4.2: We suppose that a CNPmanager wants to announe a task prove(8n:n 2IN ) P (n)), where P (n) is some property over the natural numbers. The analysis ofthe problem instane, namely the formula 8n:n 2 IN ) P (n), would be a valuablesoure of information for a MathWeb agent speialized on indutive proofs.However, these are only �rst ideas, and at the moment it is not lear, whetherthe ontrators or the manager should perform the analysis of the task. The latterwould be in the tradition of the lassial CNP where the manager only announes anabstrat spei�ation of the task rather than the task itself. This is reasonable beause,typially, a omplete desription of a task is very big (f. Example 2.2).5 Summary and Work PlanWe argue that some essential features of distributed automated reasoning, suh asabstrat mathematial servies, a deentralization of the problem solving proess, andthe automati oordination of reasoning systems, are not met by any of the existingarhitetures. We propose to apply the agent-oriented programming paradigm to theMathWeb-SB in order to meet these demands. The proposed researh an be dividedin three main phases:1. In a �rst phase we will build the infrastrutural foundation for the researh.First, we develop and implement the agent shell desribed in setion 4.1. Then, wewill enapsulate the reasoning systems integrated in theMathWeb-SB into this agentshell and enable the resulting MathWeb agents to ommuniate via KQML. Thisrequires the implementation at least of a large part of the KQML spei�ation givenby Labrou (f. setion 3.2). MathWeb brokers will be extended in order to performthe funtionality of KQML failitators. The work of this phase will allow us to gainsome �rst experiene with MathWeb agents and with KQML onversations.2. In the seond phase, we are going to extend our agent-shell to full Math-Web agents that keep trak of the available omputational resoures and adapt theirbehavior respetively. Building on this we will develop a distributed version of the
mega system and its multi-strategy proof planner. We also plan to integrate otherproof planning systems, suh as the CLAM system into our distributed proof planningarhiteture.3. In a third phase we are going to investigate the appliability of the oordinationprotools desribed above and will implement promising protools. We are going toevaluate the performane of soieties of MathWeb agents w.r.t. the di�erent oordi-nation tehniques.5.1 Work PlanThe researh is supposed to be done within a period of 3 1/2 years (42 months).For the implementation of the infrastruture in the �rst phase we estimate 9 months.Sine the seond phase involves muh implementation e�ort and the development ofa reasonable resoure management mehanism, we rate 12 months for it. Also phaseis very implementation intensive and requires intensive ase studies and evaluationproesses, so we rate also 12 months for this phase. For writing down the PhD thesiswe estimate 9 months. 22
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