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AbstractIn this paper we present a case for using new power-aware metrics for determining routes in wirelessad hoc networks. We present �ve di�erent metrics based on battery power consumption at nodes. Weshow that using these metrics in a shortest-cost routing algorithm reduces the cost/packet of routingpackets by 5-30% over shortest-hop routing (this cost reduction is on top of a 40-70% reduction in energyconsumption obtained by using PAMAS, our MAC layer protocol). Furthermore, using these new metricsensures that the mean time to node failure is increased signi�cantly. An interesting property of usingshortest-cost routing is that packet delays do not increase. Finally, we note that our new metrics canbe used in most traditional routing protocols for ad hoc networks.1 IntroductionAd Hoc networks are multi-hop wireless networks where all nodes cooperatively maintain network con-nectivity. These types of networks are useful in any situation where temporary network connectivity isneeded, such as in disaster relief. An ad hoc network here would enable medics in the �eld to retrievepatient history from hospital databases (assuming that one or more of the nodes of the ad hoc network areconnected to the Internet) or allow insurance companies to �le claims from the �eld.Building such ad hoc networks poses a signi�cant technical challenge because of the many constraintsimposed by the environment. Thus, the devices used in the �eld must be lightweight. Furthermore, sincethey are battery operated, they need to be energy conserving so that battery life is maximized. Severaltechnologies are being developed to achieve these goals by targeting speci�c components of the computerand optimizing their energy consumption. For instance, low-power displays (see [13]), algorithms to reducepower consumption of disk drives (see [9, 19, 34]), low-power I/O devices such as cameras (see [5]), etc.all contribute to overall energy savings. Other related work includes the development of low-power CPUs(such as those used in laptops) and high-capacity batteries.Our focus, in the past year, has been on developing strategies for reducing the energy consumption ofthe communication subsystem and increasing the life of the nodes. Recent studies have stressed the needfor designing protocols to ensure longer battery life. Thus, [21] observes that the average life of batteries inan idle cellular phone is one day. [32] studies power consumption of several commercial radios (WaveLAN,Metricom and IR) and observes that even in Sleep mode the power consumption ranged between 150-170mW while in Idle state the power consumption went up by one order of magnitude. In transmit mode thepower consumption typically doubled. The DEC Roamabout radio [1] consumes approximately 5.76 wattsduring transmission, 2.88 watts during reception and 0.35 watts when idle.�This research was supported by NSF grant NCR-9706080.1



If we examine the existing MAC protocols and routing protocols in this context we see a clear need forimprovement: in all of the current protocols, nodes are powered on most of the time even when they aredoing no useful work. At the MAC layer, nodes expend scarce energy when they overhear transmissions.In Figure 1, node A's transmission to node B is overheard by node C because C is a neighbor of A. NodeC thus expends energy in receiving a packet that was not sent to it. In this case, clearly, node C needsto be powered o� for the duration of the transmission in order to conserve its energy. Our MAC layerprotocol (summarized in section 4) does precisely this and saves large amounts of energy. Routing protocolsdesigned for ad hoc networks are also guilty of expending energy needlessly. In most of these protocols thepaths are computed based on minimizing hop-count or delay. Thus, some nodes, become responsible forrouting packets from many source{destination pairs. Over time, the energy reserves of these nodes will getdepleted resulting in node failure. A better choice of routes is one where packets get routed through pathsthat may be longer but that pass through nodes that have plenty of energy reserves.
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Figure 1: Unnecessary power consumption.Our research has focussed on designing protocols that increase the life of nodes and the network. In orderto produce a complete solution, we have attacked each layer (MAC, network and transport) individually.In our bottom-up approach, we optimize the energy consumption of the MAC layer �rst followed by thenetwork layer and �nally the transport layer. In [24] we present a MAC layer protocol for ad hoc networksthat reduces energy consumption by 40% to 70% for di�erent load and network conditions. An overviewof this work is provided in section 4. In this paper, we explore the issue of increasing nodeand network life by using power-aware metrics for routing. Intuitively, it is best to route packetsthrough nodes that have su�cient remaining power (rather than through a node whose battery is on its lastlegs). Similarly, routing packets through lightly-loaded nodes is also energy-conserving because the energyexpended in contention is minimized. We show that power-aware routing (built on top of a power-awareMAC protocol) can save overall energy consumption in the network and, simultaneously, increase batterylife at all nodes. Our work on optimizing transport layer protocols will be presented in an upcoming paper.The remainder of this paper is organized as follows. In the next section we discuss the problem ofrouting in multi-hop wireless networks and provide a survey of metrics used by current routing protocols.In section 3 we discuss di�erent metrics that result in power-aware routing. Section 4 outlines our energyconserving MAC layer protocol for multi-hop wireless networks. We also present related results on reducingenergy consumption in cellular and wireless LAN environments by carefully designing the MAC protocol.Section 5 presents the results of our simulations where we demonstrate the use of new power-aware metrics.Finally, section 6 summarizes the main results and outlines our future research.2 Metrics used in current Routing ProtocolsThe problem of routing in mobile ad hoc networks is di�cult because of node mobility. Thus, we encountertwo conicting goals: on the one hand, in order to optimize routes, frequent topology updates are required,while on the other hand, frequent topology updates result in higher message overhead. Several authorshave presented routing algorithms for these networks that attempt to optimize routes while attempting tokeep message overhead small. In this section we breiy discuss the di�erent metrics used for routing and2



Protocol Metrics Message Convergence Protocol Type SummaryOverheadDSR Shortest Path High Passive Source Routing Route discovery, SnoopingDSDV Shortest Path High Active Distance Vector Routing table exchangeDARPA Shortest Path, High Active Distance Vector Routing table exchange,Link Quality SnoopingWRP Shortest Path High Active Distance Vector Routing table exchangesSSA Location Stability, Moderate Passive Source Routing Route DiscoveryLink QualityTORA Shortest Path Moderate Passive Link Reversal Route update packetsSRA Message and Time Moderate Active Hierarchical, Spine Route discovery withinoverhead cluster, Spine routingTable 1: Comparison of several routing protocols for ad hoc networks.then examine their e�ect on node and network life.Di�erent routing protocols use one or more of a small set of metrics to determine optimal paths.The most common metric used is shortest-hop routing as in DSR (Dynamic Source Routing [15]), DSDV(Destination Sequenced Distance Vector [26]), TORA (Temporally-Ordered Routing Algorithm [25]), WRP(Wireless Routing Protocol [22]) and in the DARPA packet radio protocol (see [16, 18]). Some of theseprotocols, however, can just as easily use shortest delay as the metric. Link quality is a metric that is usedby SSA (Signal Stability based Adaptive Routing [8]) and by the DARPA protocol. Here, link qualityinformation is used to select one among many di�erent routes (in some cases a shortest-hop route maynot be used because of poor link quality). In addition to link quality, SSA also uses location stability as ametric. This metric biases route selection toward routes with relatively stationary nodes. A bene�t of thesetype of routes is that there will be little need to modify them frequently. Finally, the SRA protocol (SpineRouting Algorithm [7]) attempts to minimize the message and time overhead of computing routes. In thisprotocol, nodes are assigned to clusters (one or two-hops in diameter) and clusters are joined together bya virtual backbone. Packets destined for other clusters get routed via this backbone. The goal here is toreduce the complexity of maintaining routes in the face of node mobility. Of course, the routes are notnecessarily the shortest.The salient features of these protocols is summarized in Table 1. In this table, we have classi�ed theprotocols according to the metrics used for route optimization, the message overhead in determining routes,the type of protocol used and its convergence goals (active refers to a protocol that runs until all routingtables are consistent while passive refers to an algorithm that determines routes based on an as-neededbasis).2.1 Discussion of the power-awareness of current metricsSome of these metrics, unfortunately, have a negative impact on node and network life by inadvertentlyoverusing the energy resources of a small set of nodes in favor of others. For instance in the networkillustrated in Figure 2, shortest-hop routing will route packets between 0{3, 1{4 and 2{5 via node 6, causingnode 6 to die relatively early. Similarly, hierarchical and spine routing algorithms will (by their very design)exploit nodes that lie on the spine in order to reduce message overhead in routing table maintenance. Infact, it is important to observe that the metric of reducing message overhead may be misguided in thelong-term. If we assume that 5-10% of network bandwidth is consumed by routing protocol overhead thenreducing this number further will have little overall bene�t if the data packets (that account for 90-95% ofthe bandwidth) either use sub-optimal routes or overextend the energy resources of a small set of nodes(on the spine, for instance). In fact, we can probably rephrase a version of Amdahl's Law (see pp. 29, [14])3



for routing: Minimize the cost for the frequent case (data packets) overthe infrequent case (control packets).Finally, we note that in most cases, link quality and location stability are orthogonal to the goal of power-awareness and therefore can be used in conjunction with the new metrics we de�ne in the next section.3 Metrics for Power-Aware RoutingOur key intuition in this paper is that conserving power and carefully sharing the cost of routing packetswill ensure that node and network life are increased. However, we saw in the previous section that none ofthe metrics currently used for routing achieve this goal (in section 5 we support this claim via simulations).In this section, therefore, we present several power-aware metrics that do result in energy-e�cient routes.1. Minimize Energy consumed/packet: This is one of the most obvious metrics that reects our intuitionabout conserving energy. Assume that some packet j traverses nodes n1; : : : ; nk where n1 is the sourceand nk the destination. Let T (a; b) denote the energy consumed in transmitting (and receiving) onepacket over one hop from a to b. Then the energy consumed for packet j is,ej = k�1Xi=1 T (ni; ni+1)Thus, the goal of this metric is to, Minimize ej ;8 packets j (1)Discussion: It is easy to see that this metric will minimize the average energy consumed per packet.In fact it is interesting to observe that, under light loads, the routes selected when using this metricwill be identical to routes selected by shortest-hop routing! This is not a surprising observationbecause, if we assume that T (a; b) = T (a constant) ;8(a; b) 2 E, where E is the set of all edges,then the power consumed is (k � 1)T . To minimize this value, we simply need to minimize k whichis equivalent to �nding the shortest-hop path.In some cases, however, the route selected when using this metric may di�er from the route selectedby shortest-hop routing. Thus, if one or more nodes on the shortest-hop path are heavily loaded,the amount of energy expended in transmitting one packet over one hop will not be a constant sincewe may expend variable amounts of energy (per hop) on contention. Thus, this metric will tend toroute packets around congested areas (possibly increasing hop-count).One serious drawback of this metric is that nodes will tend to have widely di�ering energy consump-tion pro�les resulting in early death for some nodes. Consider the network illustrated in Figure 2.Here, node 6 will be selected as the route for packets going from 0{3, 1{4 and 2{5. As a result node6 will expend its battery resources at a faster rate than the other nodes in the network and will bethe �rst to die. Thus, this metric does not really meet our goal of increasing node and network life.2. Maximize Time to Network Partition: This metric is very important in mission critical applicationssuch as battlesite networks. Unfortunately, optimizing this metric is very di�cult if we need tosimultaneously maintain low delay and high throughput.Discussion: Given a network topology, using the max-ow-min-cut theorem, we can �nd a minimal setof nodes (the cut-set) the removal of which will cause the network to partition. The routes between4
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Figure 2: A network illustrating the problem with Energy/packet as a metric.these two partitions must go through one of these critical nodes. A routing procedure therefore mustdivide the work among these nodes to maximize the life of the network. This problem is similar tothe \load balancing" problem where tasks need to be sent to one of the many servers available sothat the response time is minimized { this is known to be an NP-complete problem. If we don'tensure that these nodes drain their power at equal rate, we will see delays increase as soon as oneof these nodes die. Achieving equal power drain rate among these nodes require careful routingand is similar to the load balancing problem described above. In our case, since nodes in di�erentpartitions independently determine routes we cannot achieve the global balance required to maximizethe network partition time while minimizing the average delay. We can also see that because thepower consumption is dependent on the length of the packet we cannot decide optimal routes withoutthe knowledge of future arrivals (similar to the knowledge of executing times of tasks in distributedsystems). If all the packets are of same length, then we can ensure equal power drain rate among thecritical nodes by selecting these nodes in a round-robin fashion in routing packets from one side tothe other.3. Minimize Variance in node power levels: The intuition behind this metric is that all nodes in thenetwork are equally important and no one node must be penalized more than any of the others.This metric ensures that all the nodes in the network remain up and running together for as long aspossible.Discussion: This problem is similar to \load sharing" in distributed systems where the objective is tominimize response time while keeping the amount of un�nished work in all nodes the same. Achievingthis optimally is known to be intractable due to unknown execution times of future arrivals. Even ifwe are given a set of N tasks with variable lengths to be allocated to 3 or more machines, this problemis NP-complete as it is equivalent to the bin packing problem. A scheme that can be used to achievethe stated goal reasonably well is a policy called Join the Shortest Queue (JSQ). We can adopt suchan idea by using a routing procedure where each node sends tra�c through a neighbor with the leastamount of data waiting to be transmitted. We can improve this further by doing some lookups ofwaiting tra�c few hops away to decide the next best hop. An approximate routing procedure canbe developed which uses the next hop based on total waiting tra�c among its immediate neighborswhen it has a choice. If all packets are of same length, however, then we can achieve this equal powerdrain rate by choosing next hop in a round-robin fashion so that on the average all nodes processequal number of packets.4. Minimize Cost/Packet: If our goal is to maximize the life of all nodes in the network, then metricsother than energy consumed/packet need to be used. The paths selected when using these metricsshould be such that nodes with depleted energy reserves do not lie on many paths. Let fi(xi) bea function that denotes the node cost or weight of node i. xi represents the total energy expended5
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Figure 3: Example of a battery discharge function (Lithium-Ion).by node i thus far. We de�ne the total cost of sending a packet along some path as the sum of thenode weights of all nodes that lie along that path. The cost of sending a packet j from n1 to nk viaintermediate nodes n2; : : : ; nk�1 is, cj = k�1Xi=1 fi(xi)The goal of this metric is to, Minimize cj ;8 packets j (2)Discussion: Intuitively, fi denotes a node's reluctance to forward packets and we can see that with anappropriately chosen fi, we can achieve di�erent goals. Thus, if fi is a monotone increasing function,then nodes (such as node 6 in Figure 2) will not be overused thus increasing their life. However, itis likely that the delay and the energy consumed/packet may be greater for some packets, such asthose from 0{3, 1{4 and 2{5 that use 3-hop routes. This is not necessarily a drawback since the lifeof node 6 (in Figure 2) is increased and the variation in the lifetime of di�erent nodes is reduced.fi can also be tailored to accurately reect a battery's remaining lifetime. Many batteries display adischarge curve like the one illustrated in Figure 3 (see [12]). Here, we plot the normalized consumedcapacity on the x-axis and the measured voltage on the y-axis. So, if the voltage is 2.8V, the batteryis dead since all of its capacity (1 in normalized units) has been consumed. When the voltage is 3.6V,for example, 80% of the capacity has been consumed. One interesting choice for fi is,fi(zi) = 11� g(zi)where zi denotes the measured voltage (that gives a good indication of the energy used thus far) and0 � g(zi) � 1:0 is the normalized remaining lifetime (or capacity) of the battery ((g(zi); zi) representsa point on the discharge curve). Using this type of a function ensures that the cost of forwardingpackets is tied in closely with the power resources deployed in the network. Note that it is trivial todetermine fi(zi) since zi can be read directly from the battery and the discharge curve is availablefor the battery1.1We must add a word of caution though { in the case of older batteries, there is a signi�cant error in determining theremaining lifetime from the voltage. This happens because of chemical degradation in the battery. One solution, for ourpurposes, would be to recompute the discharge curve as the battery ages or make available the discharge curves in somedatabase that can be accessed by users based on their battery type, model and age.6



An alternative form of fi for this example (see Figure 3), however, is,fi(zi) = 1zi � 2:8this function has a reasonable node cost for about 80% of the battery's lifetime (the voltage dropsfrom 4V to 3.6V) but after that point the cost grows rapidly. Intuitively, this form of fi ensures thatshortest-hop routing will be used when the network is new but as the network nodes near the end oftheir lifetimes, we carefully route packets so that no one node (or set of nodes) dies before the others(which can result in a partition).Finally, we note that the discharge curve for some alkaline batteries is almost linear and we canassociate a linear node cost function, such as,fi(zi) = czi (3)with each node.We can summarize some of the bene�ts of this metric as:� It is possible to incorporate the battery characteristics directly into the routing protocol,� As a side-e�ect, we increase time to network partition and reduce variation in node costs (thoughwe do not optimize these metrics), and� E�ects of network congestion are incorporated into this metric (as an increase in node cost dueto contention).5. Minimize Maximum Node Cost: Let Ci(t) denote the cost of routing a packet through node i at timet. De�ne Ĉ(t) denote the maximum of the Ci(t)s. Then,Minimize Ĉ(t);8t > 0 (4)metric minimizes maximum node cost. An alternative de�nition is to minimize the maximum nodecost after routing N packets to their destinations or after T seconds. All of these variations ensurethat node failure is delayed and a side e�ect is that the variance in node power levels is also reduced.Unfortunately, we see no way of implementing this metric directly in a routing protocol but min-imizing cost/node does signi�cantly reduce the maximum node cost (and hence time to �rst nodefailure).The �ve metrics discussed above do, in di�erent ways, express our intuition about conserving energyin the network by selecting routes carefully. However, what protocols best implement these metrics? It iseasy to see that any protocol that �nds shortest paths can be used to determine optimal routes based onthe �rst and fourth metrics discussed above (equations 1, 2). To implement the �rst metric, we simplyassociate an edge weight with each edge in the network. This weight reects the value T (a; b). For thesecond metric (cost/packet), we associate node weights fi with each node and compute the shortest pathas usual. We have not yet implemented the other three metrics but we have determined that they areoptimized somewhat by the metric (cost/packet) if we select fi's carefully.Finally, it is important to point out that our metrics do not necessarily need to be used for routing allthe time. Rather, when the network is new (when all nodes are replete with energy resources), shortest-hoprouting can be used. However, after some time when energy resources have fallen below a threshold, nodescan begin using one of the above routing metrics. Another related point is that routing protocols mightuse these metrics for routing most packets but switch to shortest-hop (or delay) routing for a fraction ofthe packets that have a high priority. 7



4 Overview of PAMAS (Power-Aware Multiple Access protocol with Signalling)In this section we provide an overview of our MAC layer protocol for ad hoc networks. We use thisprotocol as the MAC protocol in our simulator as well. Thus, the energy savings reported in section5 are savings that are obtained on top of the considerable savings due to PAMAS. The PAMASprotocol saves 40-70% of battery power by intelligently turning o� radios when they cannot transmit orcannot receive packets. Thus, in the scenario illustrated in Figure 1, node C powers itself o� for theduration of the transmission from A to B. Node C will thus conserve its battery power because it willnot expend energy in listening to A's transmission. The speci�c conditions under with nodes power o� inPAMAS are:� A node powers o� if it is overhearing a transmission and does not have a packet to transmit,� If at least one neighbor is transmitting and at least one neighbor is receiving a transmission, a nodemay power o�. This is because, even if the node has a packet to transmit, it cannot do so for fear ofinterfering with its neighbor's reception,� If all of a node's neighbors neighbors are transmitting (and the node is not a receiver), it powersitself o�.A fundamental problem that arises when nodes power themselves o� is, for how long can a node remainpowered o�? In the optimal case, a node powers itself o� exactly when one of the conditions above holdstrue. However, in actual implementation, a node needs to estimate this length of time (keep in mindthat a node cannot sense carrier when it is powered o� so it has no way of knowing when a transmissionin its neighboorhood has completed). In our protocol, as in all other MAC layer protocols for ad hocnetworks, nodes attempt to grab the channel by exchanging RTS/CTS (ready to send and clear to send)messages. Thus, the sender transmits a RTS message. The receiver responds with a CTS message ifit received the RTS message uncorrupted. The sender begins transmission upon receiving the CTS. InPAMAS, this exchange of RTS/CTS messages takes place over a separate signalling channel2. Thus, thisexchange does not a�ect any ongoing data transmissions. The RTS/CTS messages contain the length ofthe packet the sender will send. Thus, any other node in the neighborhood can determine the length ofthe transmission and power o� if one of the above conditions is met. A problem arises in the case whena node that has powered itself o� wakens to hear a new ongoing transmission. In this case, it needs tobe able to estimate the length of the remaining transmission and power itself o� (if one of the conditionsabove is met) again. We have a protocol that runs over the signalling channel that allows nodes to querytransmitters about the length of the remaining transmission. Collisions during this enquiry (which arelikely in high-degree networks since several nodes may power o� as a consequence of a transmission andmay waken simultaneously) are handled with a modi�ed binary backo� algorithm. This algorithm can betuned so that overhead of the algorithm is traded o� against accuracy in the estimate of the length of theremaining transmission.Figure 4 illustrates the power savings obtained (as a percentage) when using PAMAS. The networkused is a 20-node random network. The x-axis denotes the edge probability. Di�erent curves indicatepower savings for di�erent network loads. Note that at high loads the power savings are smaller becausea large amount of power is consumed in contention. The savings, however, increase with increasing nodeconnectivity since a node has more opportuinities to power-o�. The PAMAS protocol is non-trivial andwe cannot explain its operation in any detail here. However we would like to point out that in PAMASthe delay and throughput are not changed even when nodes power o�. This is because the conditions under2In PAMAS the receiver transmits a busy tone once it begins hearing the packet. This is done to combat a speci�chidden-terminal problem. 8



which nodes power o� are such that the node powering o� cannot transmit or receive packets anyway. Adetailed discussion of PAMAS is provided in [23]. We have derived bounds on the maximum achievablepower savings in [24].
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Figure 4: Power saved in random networks with 20 nodes.4.1 Related Work on Power-Conserving MAC ProtocolsRecently, some researchers have begun studying the problem of reducing power consumption by the wirelessinterface in single-hop wireless networks. Most approaches are based on the paging protocols POCSAGand FLEX where a base station periodically transmits a beacon followed by a minislot containing the IDof nodes that have a page waiting for them. These nodes remain awake in order to receive their messageswhile all the others power themselves o�. A similar idea (based on reservation) is included in the IEEE802.11 standard as well (see [29]). Here, nodes transmit their requests to the base station during speci�creservation intervals and the base station transmits a TIM (Tra�c Indication Map) that includes thetransmission schedule for the nodes. All nodes not participating in transmission or reception of packetsgo into doze mode until the next reservation period. The standard also includes an extension of this ideato ad hoc single-hop networks. Here, nodes compete to be elected the leader to play the role of the basestation. [30] presents a comparison of the power consumption behavior of three protocols { IEEE 802.11,DQRUMA (see [20]) and DSA++ (see [27]) { in a single-hop environment. Their main conclusions are thatcontention results in higher energy consumption while reservation and scheduling results in lower energyconsumption. [6] also discusses the energy consumption of protocols and shows that persistence is notalways a good choice and adaptive strategies that avoid packet retransmissions during bad channel periodsis a good energy conserving strategy. Furthermore, [6] presents a access protocol for cellular networks basedon ALOHA and reservation (the protocol is similar to IEEE 802.11) and analyze its performance (energyconsumed and throughput). [31] also presents a reservation-based power conserving access protocol formobile ATM networks.5 Validation of the Power-Aware MetricsWe conducted extensive simulations to better understand the properties of the new metrics and the e�ect ofusing these metrics on end-to-end packet delay. Speci�cally, we compared the performance of shortest-hop9



routing with shortest-cost routing (equation 2) and quanti�ed the di�erence between these two approachesusing three measures3:1. End-to-end packet delays (measured as the di�erence between time when a packet enters the systemand time when it �nally departs),2. Average cost/packet (measured for each packet), and3. Average maximum node cost (computed after 300 seconds of simulation time)For the shortest-cost routing approach, we used several di�erent fi functions. In this paper, however, weonly present two of these models for fi. The �rst model was a linear model where f(x) = cx for someconstant c < 1 and the second model was a quadratic model where f(x) = cx2. The linear model is basedon the discharge curve of alkaline batteries while the quadratic model represents the precipitous dischargein battery life for lithium-ion batteries (Figure 3).For the simulation, we used a 16-node mesh topology and 10 and 20-node random graphs. The randomgraphs were generated as follows. For each pair of possible edges, we toss a coin that has a probability pof coming up heads. If it does come up heads, we put that edge in otherwise we leave it out. We variedthe value of p from 0.1 to 0.5. Intuitively, p = 0:1 produces a sparse graph while p = 0:5 produces a densegraph. We only considered connected networks in this study and we did not include node mobility. Thereason we did not account for mobility is because we were not actually simulating a routing protocol (whoseperformance would depend on the mobility model) but only evaluating di�erent power-aware metrics.Packets arrive at each node according to a poisson process. The packet arrival rate � varies between0:05 and 0:5 packets/sec/node. Each node maintains a FIFO bu�er of packets that need to be forwardedto the next hop. Every packet is timestamped when it �rst enters the system and then again when itarrives at its destination allowing us to compute delays. Further, node costs are updated constantly andwhen a packet is transmitted over one hop, we add the current node cost to the total cost of the packet.The packet costs are averaged out at the end of the simulation as are the node costs.We ran each simulation 20 times and computed the mean and the standard deviation for each of thethree metrics mentioned earlier (delay, cost/packet and average max node cost) for shortest-hop routingand shortest-cost routing. In the graphs we plot the percentage improvement in these metrics when weuse shortest-cost routing. We have not plotted the curves for delay because there was no di�erence in theaverage packet delay (computed separately for packets travelling over one hop, two hops, etc.) betweenshortest-hop routing and shortest-cost routing. This result was surprising because we had expected a slightworsening in delay for packets (in the shortest-cost case) as they get routed around nodes with high cost(or low remaining lifetime). On closer examination of the simulation trace we found that some packets didindeed take longer routes and of these some did have higher delay (measured in time steps). However, thenumber of these packets was not large and as a result did not contribute to a statistically signi�cant result.What was more signi�cant, under high loads, was the fact that shortest-hop routing resulted in slightlylonger packet delays (because of congestion) while shortest-cost routing (which is a function of energyconsumed and is hence a�ected by contention costs) resulted in shorter delays since congested routes werenot chosen! So, overall, we conclude that packet delay is una�ected when using shortest-cost routing.Let us now consider the relative improvement in the cost/packet and max node cost metrics when usingshortest-cost routing. We need to mention that both the shortest-hop and shortest-cost simulations wererun on top of PAMAS. Thus, the improvement we see is in addition to the improvement gained by PAMAS(which is signi�cant). Let us �rst look at a 10-node random network. Figure 5 illustrates the percentageimprovement in the cost/packet/hop for di�erent values of p. Each curve represents a di�erent value of �.The plot on the left shows the improvement when we use a linear cost function for f and the plot on the3We did not consider hierarchical spine routing because of our criticism in section 210



right shows the improvement when the cost function is quadratic. We can see that the improvement is inthe 5-15% range. Figure 6 illustrates the same set of plots for 20-node random networks.It is interesting to observe that the savings are greater in larger networks. This is not surprisingbecause larger networks have more routes to choose from. A second observation we can make is thatsavings increase with load. This is because at very low loads, the cost di�erential between nodes is toosmall to matter. However as load increases, this cost di�erential increases and is reected in cost savingsper packet. Interestingly however, at heavy loads (beyond 0.2 or 0.3 in these studies), the improvementremains constant and, in fact, becomes negligible at very high loads (overloaded conditions). This lastgraph (with � = 1:5 packets/node/sec) was not plotted because the savings were zero. The reason forthis is that all nodes have a full bu�er and expend huge amounts of energy in contention which resultsin reducing the node cost di�erential. Finally, we observe that the savings in cost increases with edgeprobability p. The reason for this is that at small p, the network is sparse resulting in few alternativerouting paths while at higher p, more paths become available. The cost function f also a�ects the savingsin cost. As the graphs show, savings are greater for the quadratic cost function than for the linear. Thisis because the cost di�erential between nodes increases sharply with a quadratic function.
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Figure 5: Percentage reduction in average cost in 10-node random networks.
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Figure 6: Percentage reduction in average cost in 20-node random networks.11



We plot the reduction in maximum node costs for 10-node and 20-node random networks in Figures7 and 8. In the 10-node network, there is a 5-10% reduction in maximum node cost for the linear caseand 5-50% for the quadratic case. These numbers become 5-45% for the linear case and 15-120% for thequadratic case when we have a 20-node network. The reasons for this dramatic increase in savings in largernetworks is because of the availability of more routes. Likewise, the savings increase in denser networksand they increase (initially) with �. All for the same reasons as discussed previously.
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Figure 7: Percentage reduction in maximum node cost in 10-node random networks.
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Figure 8: Percentage reduction in maximum node cost in 20-node random networks.Figure 9 illustrates the cost savings per packet and the reduction in maximum node cost for a 16-nodemesh. We used the mesh because it provides with a well-connected topology and allows us to verify ourconclusions from the random network topologies. As we can see, as the load increases (along the x-axis),the savings in cost per packet increase at �rst and then decreases as load continues to increase. The reasonfor the initial increase is that at very low loads, node costs are almost the same. As load increases, thereis an increasing di�erence in node costs between shortest-hop and shortest-cost routing. Finally, at veryhigh loads, the cost of all nodes is almost the same and thus there are no savings. The same behavior isillustrated in the plot on the right where we show the reduction in maximum node cost.12
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Figure 9: Percentage reduction in cost/pkt/hop and maximum node cost in a 16-node mesh.5.1 Summary of ResultsBased on the simulations, we can conclude that using power-aware metrics to �nd routes is very bene�cialbecause the di�erence in battery consumption between various nodes is reduced. This typically meanslonger network life and longer time to node failure. The speci�c conclusions from the experiments are:1. Larger networks have higher cost savings,2. Cost savings are best at moderate network loads and negligible at very low or at very high loads,3. Denser networks exhibit more cost savings in general, and4. The cost function used dramatically a�ects the amount of cost savings.It is worth pointing out that our results will hold true in networks where nodes are mobile. This is becausenodes in real networks do not move randomly independently. Rather, clusters of nodes move in correlatedways (image a platoon of soldiers). If, however, nodes do move randomly independently, then we believethat there will be small, if any, cost savings obtainable by using power-aware metrics (note, however, thatPAMAS will still deliver huge savings).6 ConclusionsIn this paper we discussed the need to make routing protocols power-aware. Thus, rather than usingtraditional metrics such as hop-count or delay for �nding routes, we believe that is more important to usecost/packet and maximum node cost (which are functions of remaining battery power) as metrics. Oursimulations demonstrated that signi�cant reductions in cost can be obtained by using shortest-cost routingas opposed to shortest-hop routing. A feature of our metrics is that they can be easily incorporated foruse in existing routing protocols for ad hoc networks.References[1] http://www.networks.digital.com/npb/html/products_guide/roamwir2.htmlJan 14, 1998. 13
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