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Abstract. We present the basic concepts and results of Gröbner bases theory for readers working or interested in

systems theory. The concepts and methods of Gröbner bases theory are presented by examples. No prerequisites,

except some notions of elementary mathematics, are necessary for reading this paper. The two main properties of

Gröbner bases, the elimination property and the linear independence property, are explained. Most of the many

applications of Gröbner bases theory, in particular applications in systems theory, hinge on these two properties.

Also, an algorithm based on Gröbner bases for computing complete systems of solutions (‘‘syzygies’’) for linear

diophantine equations with multivariate polynomial coefficients is described. Many fundamental problems of

systems theory can be reduced to the problem of syzygies computation.
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1. The Purpose of This Paper

This paper is an easy tutorial on Gröbner bases for system theorists who want to

know what Gröbner bases are, how they can be computed and how they can be

applied.

The theory and computational method of Gröbner bases was introduced in [1, 2] and,

since then, has been developed in numerous papers by myself and many others. A

recent textbook on the subject is [3], which also contains a complete list of all other,

currently available, textbooks on Gröbner bases. Most of these textbooks contain

extensive references to the original literature. The Gröbner bases method is also

implemented in all major general purpose mathematical software systems like Mathe-

matica, Maple, Derive, etc., see e.g. [4]. There are also a couple of software systems,

notably CoCoA [5], Singular [6], and Macaulay [7], that specialize and center around

Gröbner bases and put an emphasis both on providing particularly efficient implemen-

tations of the Gröbner bases method and related algorithms as well as on covering many

of the known applications.

In 1985, N.K. Bose asked me to write a summary chapter on Gröbner bases for

his book on n-dimensional systems theory, see [8], because he felt that Gröbner

bases might have a rich spectrum of applications in systems theory. This paper

stimulated the interest of systems theorists in Gröbner bases. In the seminal paper [9]

it then became clear how exactly some fundamental problems of systems theory can

be reduced to the problem of constructing Gröbner bases. Meanwhile, quite some

papers have been written on this subject and it has been clarified that the following
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problems of multidimensional and related mathematical systems theory can be

essentially reduced to the computation of Gröbner bases, see [10, 11, 12, 13, 14,

15, 16, 17, 18, 19, 20, 21, 22, 23, 24]:

� factorization of multivariate polynomial matrices,

� solvability test and solution construction of unilateral and bilateral polynomial matrix

equations, Bezout identity,

� design of FIR / IIR multidimensional filter banks,

� stabilizability / detectability test and synthesis of feedback stabilizing compensator /

asymptotic observer,

� synthesis of deadbeat or asymptotic tracking controller / regulator,

� constructive solution to the nD polynomial matrix completion problem,

� computation of minimal left annhilators / minimal right annhilators,

� elimination of variables for latent variable representation of a behaviour,

� computation of controllable part; controllability test,

� observability test,

� computation of transfer matrix and ‘‘minimal realization’’,

� solution of the Cauchy problem for discrete systems,

� testing for inclusion; addition of behaviors,

� test zero / weak zero / minor primeness,

� finite dimensionality test,

� computation of sets of poles and zeros; polar decomposition,

� achievability by regular interconnection,

� computation of structure indices.

The method of Gröbner bases, originally conceived as a theory and computational

method for problems in algebraic geometry, can also be applied to numerous problems in
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many areas of mathematics other than algebraic geometry and systems theory as, for

example, coding theory, integer programming, automated geometric theorem proving,

statistics, invariant theory, and formal summation. The proceedings [25] contain tutorials

on all these applications.

How is it possible that problems in seemingly so different areas of mathematics can be

reduced to the construction of just one mathematical object, namely Gröbner bases? The

basic approach is as follows:

A. It often turns out that the formulation of a mathematical problem P involves

systems of multivariate polynomials over a commutative coefficient field (or ring), e.g.

the field of complex numbers or a finite field. Such problems are potential candidates

for trying the Gröbner bases method. The first step then is to find out whether the

problem P can be reduced to one of the fundamental problems of algebraic geometry

(commutative algebra, polynomial ideal theory), e.g. the problem of deciding the

solvability of systems of multivariate polynomial equations, the problem of deciding

whether or not a given polynomial is in the ideal generated by a finite set of

polynomials, the problem of computing all solutions (‘‘syzygies’’) of a linear

diophantine system of equations with multivariate polynomial coefficients, the problem

of computing the Hilbert function of a polynomial ideal, the problem of finding the

implicit equation for an algebraic manifold given in parameter presentation etc. In the

case of problems P from n-dimensional systems theory this reduction has been

provided in papers like [9], see also [10, 11, 12, 14, 16, 17, 18, 19, 20, 21, 22,

23]. Notably, some important problems of systems theory can be reduced to problems

in the theory of modules over polynomials and, more specifically, to the computation

of syzygies [14, 19, 22, 23].

B. All the problems in algebraic geometry mentioned above and many others have

been shown to be reducible, by relatively easy algorithms, to the problem of

constructing Gröbner bases. Roughly, this is the following problem: Given a (finite)

set F of multivariate polynomials, construct a finite set of polynomials G such that

F and G generate the same polynomial ideal and G is in a certain canonical form

that, roughly, is a generalization of the triangular form well known for linear

multivariate polynomials.

C. Now, the main result of Gröbner bases theory is that the problem of

constructing Gröbner bases can be solved algorithmically. Hence, by A. and B.,

a big variety of problems in mathematics can be reduced to one problem, namely

the construction of Gröbner bases, and, since this problem is algorithmically

solvable, all these problems can be solved algorithmically. The huge literature on

Gröbner bases expands on providing reductions of more and more problems to the

problem of constructing Gröbner bases, on improving the algorithmic construction of

Gröbner bases, and on generalizing the approach to domains other than polynomial

rings over commutative fields, e.g. certain classes of commutative and noncommu-

tative rings.

In this paper, we focus on explaining the essential ideas of B. and C whereas,

for A. we have to refer the reader to the specific systems theory literature. We will

explain B. and C. by discussing a couple of examples in all detail. We will be
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able to do this without embarking on formal details and proofs. In fact, it is one

of the attractive features of the Gröbner bases method that it is easy to learn how

to compute and apply Gröbner bases whereas it is relatively involved to present

and understand the underlying theory and the proof of the main theorem, on which

the algorithmic construction of Gröbner bases is based. Formal details and a

concise version of the proof, whose original form appeared in [1, 2], can be

found in [26].

(In other words, in this paper I will present the essentials of Gröbner bases theory

in the style of 19th century constructive algebra, when ‘‘constructive methods’’ were

mainly described by explaining the methods in typical examples. This style, still, is a

good style for making it easy to understand the basic ideas. In contrast, the papers

[1, 2] were written in the style of the early sixties, when algorithms and the

underlying theory were explicitly formulated but proofs that related algorithms and

theorems were given in the usual style of informal mathematics. Later papers by

myself, e.g. [26] were, again, written in a different style, which is quite formal and

allows formal proofs. I hope that soon, maybe in two or three years’ time, I will be

able to present the entire theory in such a way that all proofs are automatically

generated by our new automated theorem proving system Theorema, see [27, 28].

Also, within Theorema, it is possible to formulate and execute algorithms so that the

world of theorems and proving and the world of algorithms and computing is not

separated any more.)

2. Multivariate Polynomial Division (Reduction)

2.1. One Division (Reduction) Step

Consider the set

F :¼ f f1; f2g;

where

f1 :¼ �3þ 2xyþ x2y

f2 :¼ x2 þ xy2

are two bivariate polynomials in the indeterminates x and y, and let

h :¼ �x4 � 3xyþ 2x2y2:

In the above polynomials, the power products 1, x, x2, : : : , y, xy, x2y, : : : , xy2, x2y2, : : : ,
etc. are ordered lexicographically with the leading power product appearing in the

rightmost position. For example, x2y is the leading power product of f1 and x2y2 is the
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leading power product of h. The coefficient at the leading power product of a

polynomial is called the leading coefficient of the polynomial. Polynomials whose

leading coefficient is 1 are called monic. For example, the leading coefficient of h is 2

and both f1 and f2 are monic.

Now we execute one ‘‘division step’’ on h using the polynomials in F as

divisors, in the following way: We consider the leading power product of h, i.e.

x2y2, and check whether it is a multiple of the leading power product of any of

the polynomials in F. In our example, x2y2 is a multiple of x2y, the leading

power product of f1, namely x2y2=y (x2 y). Now we subtract 2yf1 from h

yielding

h1 :¼ �x4 þ 6y� 3xy� 4xy2:

Note that, by this subtraction, the leading power product of h, x2y2, disappears and is

replaced by monomials whose power products are lower in the lexicographic order. The

above procedure is called a ‘‘division (or reduction) step’’. We will also say that h1
results from h by one division (or reduction) step modulo F or that h reduces to h1 in

one step modulo F.

2.2. Division (Reduction) and Cofactors

The division step can now be repeated: xy2, the leading power product of h1, is a

multiple of xy2, the leading power product of f2, namely xy2=1 (xy2). Thus, we

subtract �4 f2 from h1 yielding

h2 :¼ 4x2 � x4 þ 6y� 3xy:

Note again that, by this operation, the leading power product of h1 disappears and

is replaced by monomials whose power products are lower in the lexicographic

order.

Now we are in a situation where no more reduction modulo F is possible: xy,

the leading power product of h2, is neither a multiple of x2y nor of xy2, the

leading power products of f1 and f2, respectively. We say that h2 is reduced

modulo F. We also say that h2 is a remainder (or a reduced form) of h modulo

F. In fact, none of the power products x2, x4, y, and xy occurring in h2 is a

multiple of x2y or xy2. In such a situation we say that h2 is completely reduced

modulo F.

Also note that, by the above procedure, we do not only obtain a Also note that, by the

above procedure, we obtain not only a reduced form h2 of h modulo F but also, as a

byproduct, a representation of the form

h2 ¼ h� c1 f1 � c2 f2
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where, in our example, c1 and c2 are the two polynomials

c1 :¼ 2y;

c2 :¼ �4:

We call c1 and c2 cofactors in the representation of h2 from h modulo F.

2.3. Remainders (Reduced Forms) are Not Unique

In the example we can observe that, given F and h, there may exist various different

sequences of reduction steps that lead to various different reduced forms of h modulo F. In

fact, by subtracting 2xf2, h also reduces to

k1 :¼ �2x3 � x4 � 3xy;

which is already in reduced form modulo F.

We advice the reader to compute a couple of reduced forms of polynomials in order to

become familiar with this important notion on which all the subsequent notions hinge. For

example, consider

h :¼ �x4 � 3x2yþ 2x3y2

and compute some reduced forms of h modulo the above F together with appropriate

cofactors. (One possible sequence of reductions: Subtract, consecutively, 2xyf1, �4xf2,

and �3f1 from h, yielding the reduced form �9+4 x3�x4+12xy. Cofactors: �3+2xy

and �4x. A different sequence of reductions: Subtract, consecutively, 2xyf1, �4yf1,

8f2, �3f1, yielding the reduced form �9�8x2�x4�12y+12xy. Cofactors: �3�4y+2xy

and 8.)

2.4. Dependence of Remainders (Reduced Forms) on the Ordering of Power Products

In the above examples, we used the lexicographic ordering of power products determined

by stipulating that the indeterminate y ranks higher in the ordering than x. Reduction is

also possible w.r.t. many other ‘‘admissible’’ orderings, for example the lexicographic

ordering determined by ranking x higher than y or by a ‘‘total degree lexicographic

ordering’’ in which power products are, first, ordered by their total degree and lexico-

graphically within a fixed total degree. For example, the ordering 1, x, y, x2, xy, y2, x3, x2 y,

xy2, y3, : : : is a total degree ordering.

(There are infinitely many orderings of power products that are ‘‘admissible’’ for

Gröbner bases theory. These orderings can be characterized by two simple axioms.

However, in this paper, we do not move to this, more abstract, point of view. The

lexicographic and the total degree lexicographic orderings are the ones sufficient for

almost all practical purposes.)
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It is clear that the leading power products of polynomials, and therefore also the reduced

forms of polynomials, change when we change the ordering. For example, the above

polynomials f1, f2, and h, after ordering their power products by the lexicographic ordering

determined by ranking x higher than y, look like this:

f1 ¼ �3þ 2xyþ x2y;

f2 ¼ xy2 þ x2;

h ¼ �3x2yþ 2x3y2 � x4:

Accordingly, a possible reduction of h modulo F={ f1, f2} may proceed, for example,

by subtracting �x2 f2, 3 xyf1, �6yf1, and �3f1, yielding the reduced form

�9�18y+15xy+12xy2. Cofactors: �3�6y+3xy and �x2. Note that the result is

reduced modulo F w.r.t. the lexicographical ordering in which x ranks higher than y

but is not reduced modulo F w.r.t. the lexicographic ordering in which y ranks higher

than x.

2.5. Exercises Using a Mathematical Software System

Most of the current mathematical software systems provide a built-in function for

obtaining one of the reduced forms and the corresponding cofactors of a

polynomial h modulo a set of polynomials F w.r.t. various orderings of the power

products. For example, in Mathematica this function is called ‘PolynomialReduce’:

When you enter

PolynomialReduce½h; F; fy; xg�

you obtain the cofactors and the reduced form w.r.t. lexicographic ordering in which y

ranks higher than x:

ff�3� 4yþ 2xy; 8g; �9� 8x2 � x4 � 12yþ 12xyg:

When you enter

PolynomialReduce½h; F ; fx; yg�;

you obtain the cofactors and the reduced form w.r.t. lexicographic ordering in which x

ranks higher than y:

ff�3� 6yþ 3xy; �x2g; �9� 18yþ 15xyþ 12xy2g:

When you enter

PolynomialReduce½h; F; fx; yg; MonomialOrder ! DegreeLexicographic�
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you obtain the cofactors and the reduced form w.r.t. total degree lexicographic ordering in

which x ranks higher than y:

ff�3� 4yþ 2xy; 8g; �9� 12yþ 12xy� 8x2 � x4g:

We suggest that the reader analyzes the individual reduction steps carefully in order to

check that, in this example, the reduced form obtained w.r.t. total degree lexicographic

ordering with x ranking higher than y is identical to the reduced form obtained w.r.t.

lexicographic ordering with y ranking higher than x.

You may also wish to calculate now a couple of examples with n-variate polynomials,

n
3. For example,

PolynomialReduce½1þ xy3 � 3xyz2; f2þ xyþ y2; 2xþ xyzg; fz; y; xg�

�x2 þ xy; �3z; 1þ 2x2 � 2xyþ x3yþ 6xz

For studying the rest of the paper, it may be helpful to use a mathematical software

system for executing the necessary reductions in the examples.

2.6. A Subtle Point in the Notion of Reduction

(This section may be skipped in a first reading. The reader may return to this if he wants to

embark on subtle details of the theory.)

We have seen that, if h reduces to r modulo F={ f1,. . . , fm}, this gives also rise to a

representation of the form

r ¼ h�
Xm
i¼1

ci fi

with certain polynomials ci. However, note that, conversely, not every representation of

this form can be interpreted as a reduction, even in case the ci are monomials. For example,

for the F in Section 2.1 and

h :¼ xy;

r :¼ �x3 � 3yþ xyþ 2xy2

we have

r ¼ h� ð�yÞf1 � xf2

but there is no way of reducing h to r modulo F (w.r.t. the lexicographic ordering with y

ranking higher than x) because h is already reduced modulo F. In particular, subtracting�yf1
and xf2 from h is not a possible sequence of reduction steps. (Why not? Answer: The leading

power products of �yf1 and xf2 are not identical to xy, the leading power product of h.)
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If you want to start doing proofs for Gröbner bases theory you may try to prove the

following lemma: If we have a representation of the above form (in which case we say that

r and h are congruent modulo F), then there exists a sequence of polynomials h1,: : : ,hk,
such that h1=h, hk=r, and, for all i with 1 i< k, hi reduces to hi+1 in one step modulo F or

hi+1 reduces to hi in one step modulo F. In other words, if r and h are congruent modulo F,

it may not be possible to go ‘‘downwards from h to r’’ or ‘‘downwards from r to h’’ by

reduction steps modulo F but it is always possible to interconnect h and r with reduction

steps modulo F that go either ‘‘downwards’’ or ‘‘upwards’’.

(If you feel this lemma or its proof is trivial then youmight better check your understanding

of the difference between the notion of congruence and the notion of reduction!)

3. Gröbner Bases

3.1. The Notion of Gröbner Bases

Let us now fix some (admissible) ordering of power products. In the examples above we

have seen that, modulo a given set F of polynomials, there may exist many different

reduced forms of a polynomial h (w.r.t. the admissible ordering considered). Now we

define [1, 2]:

A set F of polynomials is called a Gröbner basis (w.r.t. the ordering considered) iff all

polynomials h have a unique reduced form modulo F.

Example. The above set F is not a Gröbner basis w.r.t. the lexicographic ordering that

ranks y higher than x: We have seen that, for example, the polynomial h=�x4�3xy+2x2 y2

has the two distinct reduced forms 4x2�x4+6y�3xy and �2x3�x4�3xy.

Example. The set G={9+4x3+4x4+x5, 2
3
x2+1

3
x3+y} is a Gröbner basis w.r.t. the same

ordering. At the moment, we cannot yet check this. (Note that, for checking this according

to the above definition, we would have to consider infinitely many polynomials h and their

reduced forms!) It is the essential result of Gröbner bases theory that, ultimately, we will

be able to provide an algorithm for checking whether or not a given finite set of

polynomials is a Gröbner basis or not. In fact, this algorithm will also give a handle how to

transform a set F which is not a Gröbner basis into a Gröbner basis which, in a useful

sense, is equivalent to F. For the moment, you may want to try out a couple of reductions

of polynomials h to reduced forms modulo G in order to obtain at least a feeling for the

uniqueness of these reductions modulo G.

The notion of Gröbner bases can be standardized further [1, 2]:

A Gröbner basis F is called a completely reduced Gröbner basis (w.r.t. the

ordering considered) iff all polynomials f in F are monic and are completely

reduced modulo F–{ f }.
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The aboveG is a completely reduced Gröbner basis: The coefficients at the leading power

products x5 and y are 1 and 9+4x3+4 x4+x5 is completely reduced modulo f2
3
x2+1

3
x3+y}

(none of the power products of 9+4x3+4x4+x5 is a multiple of y) and, conversely, 2
3
x2+1

3
x3+y

is completely reduced modulo {9+4 x3+4 x4+x5} (none of the power products of 2
3
x2+1

3
x3+y

is a multiple of x5).

At first sight it may seem that the uniqueness of reduced forms only concerns a minor

side-track of the algebra of multivariate polynomials (commutative algebra, polynomial

ideal theory, algebraic geometry). However, it turns out that uniqueness of reduced forms

entails a huge number of other nice (useful) properties of Gröbner bases that lay the

ground for the algorithmic solution of quite some fundamental problems of this area of

algebra. In the sequel, we explain two main properties of Gröbner bases that point into the

two main directions of Gröbner bases applications:

� the elimination property, which holds for Gröbner bases w.r.t. ‘‘elimination orderings’’,

in particular w.r.t. lexicographic orderings of power products, and

� the linear independence property, which holds for Gröbner bases w.r.t. arbitrary

admissible orderings of power products.

(The elimination property of Gröbner bases was observed first in [29]. The linear

independence property was already contained in [1, 2]. The proofs of both properties and

many other properties of Gröbner bases based on these two properties are relatively easy.)

3.2. The Elimination Property of Gröbner Bases

First, note that the above example of a Gröbner basis (w.r.t. the lexicographic ordering that

ranks y higher than x)

f9þ 4x3 þ 4x4 þ x5;
2

3
x2 þ 1

3
x3 þ yg

consists of one univariate polynomial in x and a polynomial in x and y. This is no

coincidence but an instance of the general elimination property of Gröbner bases w.r.t.

lexicographic orderings. Instead of a general formulation of this property let us look to two

more examples of (completely reduced) Gröbner bases (w.r.t. lexicographic orderings in

which z ranks highest and w ranks lowest):

f�1þ xþ 2x3 � 2x4 � 2x6 þ x7; 1þ x2 � 2x3 � 2x5 þ x6 þ y;

�1þ xþ 2x3 � x4 þ zg;

f�8w� 8xþ 8wxþ 4x2 � 4wx2 � 2x3 þ x4; �wþ w2 � 1

4
wx2 þ wy;

�xþ wx� 1

4
x3 þ xy; � 1

2
wxþ wz;� 1

2
x2 þ xz; 1� w� yþ z2g:
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In practical terms, the elimation property of Gröbner bases (w.r.t. lexicographic order-

ings of power products) tells us that the polynomials in Gröbner bases introduce the

intedeterminates one after the other and that, hence, one can find all the solutions of the

algebraic system of equations in Gröbner bases form by solving the system ‘‘variable by

variable’’. Let us explain this procedure in the above examples:

The system

9þ 4x3 þ 4x4 þ x5 ¼ 0;
2

3
x2 þ 1

3
x3 þ y ¼ 0

described by the first Gröbner basis can be solved by, first, finding all (five) solutions of

the univariate polynomial 9+4 x3+4x4+x5=0 and, then, for each solution, solving
2
3
x2+1

3
x3+y=0 for y. Finding the solutions of 9+4x3+4 x4+x5=0 exactly and the subsequent

exact calculation of y needs algorithms for computing with algebraic numbers.

Alternatively, one can find the solutions of 9+4 x3+4 x4+x5=0 numerically and then one

also gets an (approximate) value for y from the second equation. Approximations of the

five solutions of the first polynomial are

f fx ! �2:68274g;

fx ! �1:3447� 1:11887ig; fx ! 0:686074� 0:79095ig;

fx ! �1:3447þ 1:11887ig; fx ! 0:686074þ 0:79095ig g

and the corresponding values for y are then

f1:63791;

�1:24379� 0:449783i; 0:424835� 0:930891i;

�1:24379þ 0:449783i; 0:424835þ 0:930891i g:

Similarly, the system

�1þ xþ 2x3 � 2x4 � 2x6 þ x7 ¼ 0;

1þ x2 � 2x3 � 2x5 þ x6 þ y ¼ 0;

�1þ xþ 2x3 � x4 þ z ¼ 0

described by the second Gröbner basis can be solved by, first, finding all (seven) solutions

of the univariate polynomial �1+x+2x3�2x4�2x6+x7=0, then, for each solution x,

solving 1+x2�2x3�2x5+x6+y=0 for y, and, finally, solving �1+x+2x3�x4+z=0 for z.

Again, doing this exactly needs algorithms for computing with algebraic numbers.

Alternatively, one can do this numerically. In fact, in the two Gröbner bases considered so
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far, the polynomials introducing the indeterminates ranking higher than the indeterminate

ranking lowest are all linear in these indeterminates, which makes solving particularly

easy. This need not always be the case. The third example reflects the general situation.

The system

�8w� 8xþ 8wxþ 4x2 � 4wx2 � 2x3 þ x4 ¼ 0;

�wþ w2 � wx2

4
þ wy ¼ 0;

�xþ wx� x3

4
þ xy ¼ 0;

� wx

2
þ wz ¼ 0;

� x2

2
þ xz ¼ 0;

1� w� yþ z2 ¼ 0

has infinitely many solutions: In the Gröbner basis, there does not occur any univariate

polynomial in w, the indeterminate with lowest rank. For an arbitrary w, by the elimination

property of Gröbner bases, it is guaranteed that we can find a solution x from the first

equation. Then we have to solve the second and third equation for y. Again by the

elmination property of Gröbner bases, one can be sure that these two simultaneous

equations can be solved for y. Even, by the theory of Gröbner bases, one knows that one

needs to consider only the nonvanishing equation with lowest degree: For example, taking

w=0, we obtain the four solutions

ffx ! 0g; fx ! �2ig; fx ! 2ig; fx ! 2gg

for x. Considering, for example, x=2, the second and third equations become

0 ¼ 0;

�2� 8

4
þ 2y ¼ 0;

which yields y=2. Now the last three equations become

0 ¼ 0;

�2þ 2z ¼ 0;

�1þ z2 ¼ 0:
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The nonvanishing equation with lowest degree is

�2þ 2z ¼ 0;

which can be solved for z yielding z=1.

For algebraic systems described by Gröbner bases, the above procedure is guaranteed to

find all solutions.

(For really understanding the essence of the elimination property of Gröbner bases

in terms of the possibility of solving the corresponding systems ‘‘variable by

variable’’, try the same procedure with a system that is not in Gröbner basis form,

e.g. the above system

�3þ 2xyþ x2y ¼ 0;

x2 þ xy2 ¼ 0:

Since there is no univariate polynomial in x in the system one might be tempted to

believe that for any x a suitable y satisfying both equations can be found. However, this is

of course not the case: The condition on y in the first equation may contradict the condition

on y in the second equation. For example, trying x=1, one obtains the inconsistent

conditions

�3þ 3y ¼ 0;

1þ y2 ¼ 0

on y.)

The solution of numerous problems in commutative algebra can now be based on the

elimination property, for example the implicitization problem for algebraic manifolds, the

decision about the invertibility of polynomial maps, the generation of an ideal basis for the

polynomial relations between given polynomials, etc., see [8, 26] and the textbooks on

Gröbner bases.

3.3. The Linear Independence Property of Gröbner Bases

The multivariate polynomials over a coefficient field form an associative algebra over this

field (i.e. a vector space with a multiplication). The power products constitute a linearly

independent basis for this vector space.

Consider now again a set F of polynomials, e.g. the one above. We observe that, for

example, 3y and �2x2�x3 are congruent modulo F:

3y ¼ �2x2 � x3 � yf1 þ xf2 þ 2f2:

In other words, the power products y, x2, and x3 are linearly dependent modulo F. In fact,

modulo F, there will exist infinitely many linear dependencies between the power
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products. Now, a fundamental question is how we can obtain a modulo F linearly

independent basis consisting of power products. (In the terminology of polynomial ideal

theory the question is: How can we obtain a linearly independent basis for the residue class

ring modulo the ideal generated by F?) Furthermore, having found a linearly independent

basis of the polynomial vector space modulo F, we also want to find the ‘‘multiplication

table’’ of the polynomial associative algebra modulo F: For any two power products in the

linearly independent vector space basis modulo F we want to find a representation of their

product as a linear combination of the basis elements. If we have this information then all

questions about the arithmetic modulo F are manageable completely algorithmically.

Now, for Gröbner bases G, this fundamental problem has an easy answer, which we

illustrate in the example of the Gröbner basis

G ¼ fxþ y2; 3yþ 2x2 þ x3; �3þ 2xyþ x2yg;

which is a completely reduced Gröbner basis w.r.t. the total degree lexicographic

ordering ranking y higher than x. The linear independence property of Gröbner bases

tells us that exactly the (residue classes represented by those) power products that are

not a multiple of any of the leading power products in G form a linearly independent

vector space basis (for the residue class ring) modulo F. In our example, these are the

power products

1; x; y; x2; xy:

Furthermore, the complete multiplication table for these vector space bases elements

looks like this

1 x y x2 xy

1 1 x y x2 xy

x x2 xy �3y� 2x2 3� 2xy

y y2 3� 2xy �x2

x2 6yþ 4x2 � 3xy �6þ 3xþ 4xy

xy 3yþ 2x2

This means that, for example, the product of the power products x2 and xy modulo G is

�6+3 x+4xy, which is a linear combination of the vector space basis elements 1, x, y, x2,

and xy. The method how we obtain this representation is as follows: We reduce x2

(xy)=x3y to (the unique) reduced form modulo G, which can be done by subtracting,

subsequently, y(3y+2x2+x3), �2(�3+2xy+x2y), and �3(x+y2) from x3y. The resulting

reduced form is �6+3 x+4xy.
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The solution of numerous problems in commutative algebra can now be based on the

linear independence property for Gröbner bases, for example the ideal membership

problem, the problem of converting Gröbner bases w.r.t. different orderings of power

products, calculation with algebraic numbers, the computation of the Hilbert function of

polynomial ideals etc., see [8, 26] and the textbooks on Gröbner bases.

4. The Algorithmic Construction of Gröbner Bases

4.1. The Problem

We have seen that Gröbner bases G have two useful properties that entail numerous other

properties on which the algorithmic solution of fundamental problems about G can be

based. However, in general, a given set F of polynomials is not a Gröbner basis. Thus, the

main question is: Is there an algorithm by which we can transform an arbitrary set F of

polynomials into a Gröbner basis G such that G is ‘‘equivalent’’ to F in a way that allows

us to pull back the solutions of the fundamental problems on G to solutions of these

problems for F.

First of all, we have to define an appropriate notion of equivalence between sets of

polynomials:

Two sets F and G of polynomials (in a fixed number of indeterminates) are called

equivalent iff the congruence relations determined by F and G are identical, i.e. iff,

for all polynomials f and g

f is congruent g modulo F iff f is congruent g modulo G.

(In the language of ideal theory, two sets F and G are equivalent iff they generate the

same ideal, i.e. if

f
Xm
i¼1

hi fijm 2 N; hi arbitrary polynomials; fi 2 Fg ¼

¼ f
Xm
i¼1

higijm 2 N; hi arbitrary polynomials; gi 2 Gg:Þ

It is clear that, for equivalent F and G, many of the problems one wants to solve about F

are identical or, at least, closely related to the corresponding problems about G. For

example, if F and G are equivalent, then the sets of solutions of the algebraic systems

determined by F and G (i.e. the algebraic manifolds determined by F and G) are identical.

As another example, if F and G are equivalent, then the residue class rings modulo F and

G are isomorphic. We will discuss another example, the computation of ‘‘syzygies’’, which

turns out to be particularly important for systems theory, in the final section of this paper.
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4.2. An Algorithmic Test for Gröbnerianity

Now let us concentrate on the problem of constructing a Gröbner basis G that is equivalent

to a given (finite) set F of polynomials. As a first step into this direction, we will solve the

following problem:

Design an algorithm that, given a set F of polynomials, decides whether or not F is

a Gröbner basis.

The algorithmic solution for this problem is based on the main theorem of Gröbner bases

theory. In accordance with the style of this paper, we will focus on explaining the crucial

idea behind this theorem on the expense of formal details and proofs: We start with an

analysis why a given polynomial set F of polynomials is not a Gröbner basis and will

gradually reduce the reason why F fails to be a Gröbner basis to finitely many, algorithmic,

conditions. Checking these finitely many conditions will then establish an algorithm for

deciding whether or not a given F is a Gröbner basis.

In the initial example

F :¼ f f1; f2g

with

f1 :¼ �3þ 2xyþ x2y

f2 :¼ x2 þ xy2

we observed that, for example, the polynomials

�x4 � 3xyþ 2x2y2

and

�x4 � 3x2yþ 2x3y2

in the lexical ordering with y ranking higher than x, allow reductions modulo F to various

distinct normal forms. Now, let us ask ourselves which polynomial is the ‘‘simplest’’ one

that, perhaps, reduces to two distinct normal forms modulo F. Apparently, the polynomial

x2y2

which is a pure power product, allows two crucially different initial reduction steps,

namely modulo f1 and modulo f2 which, perhaps, ultimately will not reduce to the same

normal form: By subtracting yf1, x
2y2 reduces to

h1 :¼ 3y� 2xy2:
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By subtracting xf2, x
2y2 reduces to

h2 :¼ �x3:

The polynomial h2 already is in reduced form modulo G whereas h1 can be reduced further

by subtracting �2f2 yielding

2x2 þ 3y

as a reduced form modulo F.

Thus, we found that x2y2, which in fact is the least common multiple of the leading

power products of f1 and f2, is a witness that the given F is not a Gröbner basis because

x2y2 reduced to at least two distinct reduced forms modulo F. Now, conversely, we may

conjecture that if, for a given F, for all f, g 2 F, all the reductions of the least common

multiple of the leading power products of f and g lead to the same reduces form modulo F

then F is a Gröbner basis. In fact, this conjecture is true. It is called the main theorem of the

theory of Gröbner bases. The theorem was conjectured and proved in [1, 2]. The proof is

purely combinatorial and relatively involved. A concise version of the proof can be found

in [26] and in the textbooks on Gröbner bases. In fact, in [1, 2], we already proved a

slightly simpler version of the test for Gröbnerianity: For any reduction algorithm that

produces a reduced form of a polynomial h modulo F,

F is a Gröbner basis iff, for all f, g 2 F, the reduction of the S-polynomial of f and g

yields 0.

Here, the S-polynomial of f and g is defined to be the polynomial u.f–v.g, where u and v

are monomials chosen in such a way that u times the leading monomial of f and v times the

leading monomial of g is equal to the least common multiple of the leading power

products of f and g. Note that, by construction, the least common multiple of the leading

power products of f and g gets cancelled out in the S-polynomial of f and g! (The ‘‘S’’ in

‘‘S-polynomial’’ stands for ‘‘Subtraction’’ referring to the special way of subtracting a

multiple of g from a multiple of f so that this special cancellation of least common

multiples of leading power products happens!)

Note also that the above main theorem is true for arbitrary sets F, including infinite sets

F. For finite sets F, the above theorem provides an algorithmic test for Gröbnerianity

because, for testing Gröbnerianity of F, we have to consider a reduction of the finitely

many S-polynomials of F only instead of considering all the reductions of all infinitely

many polynomials in the domain of polynomials. Thus, the clue of the main theorem of

Gröbner bases theory is that it reduces an infinite test to a finite one.

If we apply the test for the above set F, we obtain one S-polynomial, namely

s1;2 :¼ yf1 � xf2 ¼ �x3 � 3yþ 2xy2

whose reduction modulo F yields

�2x2 � x3 � 3y:
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Since the reduced form is not zero we know, by the main theorem, that F is not a Gröbner

basis.

Now let us apply the test to an example of a set G which we asserted, in a preceding

section, to be a Gröbner basis (w.r.t. the lexicographic ordering of power products in which

y ranks higher than x):

G :¼ fg1; g2g

with

g1 :¼ 9þ 4x3 þ 4x4 þ x5;

g2 :¼
2

3
x2 þ 1

3
x3 þ y:

There are only two polynomials in G. Hence, there is only one S-polynomial:

s1;2 :¼ yg1 � x5g2 ¼ � 2

3
x7 � 1

3
x8 þ 9yþ 4x3yþ 4x4y:

Reduction of this S-polynomial modulo G yields 0. Hence, G is a Gröbner

basis. In fact, we proved in [1, 2] that, for arbitrary f1 and f2 with relatively

prime leading power products, the reduction of the S-polynomial of f1 and f2
modulo f1, f2 always yields 0. This fact is called the product criterion. In our case,

the leading power products of g1 and g2 are x5 and y. They are relatively prime

(i.e. their least common multiple is equal to their product). Hence, we need not

even execute the reduction of the S-polynomial but can predict, by the product

criterion, that the S-polynomial can be reduced to zero and, hence, G is a

Gröbner basis.

4.3. Constructing Gröbner Bases

Let us now return to the initial example of a set F of polynomials that is not a Gröbner

basis. How can we turn it into an equivalent Gröbner basis? During the test for

Gröbnerianity, we have seen that the S-polynomial of the two polynomials f1 and f2 of

F reduces to the nonzero polynomial

�2x2 � x3 � 3y:

If we adjoin (the monic version of) this polynomial

f3 :¼
2

3
x2 þ 1

3
x3 þ y
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to F, we obtain a set { f1, f2, f3} which has two properties:

� { f1, f2, f3} is equivalent to F because f3 has a presentation of the form

f3 ¼ c1 f1 þ c2 f2

for certain polynomials c1 and c2. This is so because the S-polynomial of f1 and f2 is of

this form and f3 results from the S-polynomial by subtracting multiples of f1 and f2.

� The S-polynomial of f1 and f2 can be trivially reduced to zero modulo { f1, f2, f3}

because it, first, can be reduced to f3 using f1 and f2 and then, in one step, it can be

reduced to zero using f3.

Now there are two possibilities: Either { f1, f2, f3} is already a Gröbner basis in which

case, by the main theorem, the reduction of the S-polynomial of f1 and f3 and the

reduction of the S-polynomial of f2 and f3 should yield zero. Or { f1, f2, f3} is not a

Gröbner basis. In this case, at least one of these two reductions must yield a nonzero

polynomial. Let us try this out: We first reduce the S-polynomial of f1 and f3 modulo

{ f1, f2, f3} (you may want now to use a mathematical software system for this): The

result is the nonzero polynomial

f4 :¼ 9þ 4x3 þ 4x4 þ x5;

which shows that { f1, f2, f3} is not yet a Gröbner basis. It is near at hand that we repeat the

above step and adjoin the monic polynomial f4 to { f1, f2, f3}. Again it is clear that the set

{ f1, f2, f3, f4} has two properties:

� { f1, f2, f3, f4} is equivalent to F.

� The S-polynomial of f1 and f2 and the S-polynomial of f1 and f3 can be trivially reduced

to zero modulo { f1, f2, f3, f4}.

Now we go on in the same way: We check whether the S-polynomial of f2 and f3 reduce

to zero modulo { f1, f2, f3, f4}: This reduction yields zero. Hence, we are left with checking

the reduction of the S-polynomial of f1 and f4, the S-polynomial of f2 and f4, and the S-

polynomial of f3 and f4: All these reductions yield zero. (In fact, by the product criterion,

the last reduction need not be carried out.)

Now we are done: { f1, f2, f3, f4} is a polynomial set that is equivalent to the original set F

and, furthermore, all the S-polynomials of { f1, f2, f3, f4} reduce to zero modulo

{ f1, f2, f3, f4}, i.e., by the main theorem, { f1, f2, f3, f4} is a Gröbner basis!

It should be clear how the algorithm goes for arbitrary polynomial sets F. By the

main theorem, it should also be clear that the algorithm, if it stops, yields a Gröbner

basis that is equivalent to F. For proving that the algorithm terminates for arbitrary

input sets F one can either use Hilbert’s basis theorem or Dickson’s lemma. (The proof

GRÖBNER BASES AND SYSTEMS THEORY 241



based on Dickson’s lemma is somewhat nicer because the existence of finite Gröbner

bases entails Hilbert’s basis theorem.) The above algorithm for constructing Gröbner

bases together with its termination proof was introduced also in [1, 2] and constitutes

the core of the practical aspect of Gröbner bases theory. (In [1, 2] we also gave a first

implementation of the algorithm on a computer and did some first applications, mainly

for establishing linearly independent bases for residue classe modulo polynomial ideals

and related problems.)

In fact the algorithm can be drastically simplified by a more powerful criterion (the

chain criterion, which we introduced and proved in [30]) by which, during the

execution of the algorithm, the reduction of many of the S-polynomials can be

skipped. The chain criterion tells us that the reduction of the S-polynomial of fi and

fj can be skipped if there exists an fk such that the leading power product of fk
divides the least common multiple of the leading power products of fi and fj and the

S-polynomial of fi and fk and the S-polynomial of fk and fj have already been

considered in the algorithm. In the computation above, only the consideration of the

S-polynomial of f2 and f4 can be skipped by the chain criterion. In more complicated

examples, typically, the chain criterion can be applied many times and results in a

significant speed-up.

The Gröbner basis obtained above is not yet completely reduced. One can obtain a

completely reduced Gröbner basis by reducing each of the polynomials in the Gröbner

basis with respect to the other ones. If we do this in our example, it turns out that, in fact,

the first two polynomials (i.e. the polynomials which were in the initial set F) reduce to

zero and the last two polynomials remain unchanged.

Hence, G={ f3, f4} is a completely reduced Gröbner basis equivalent to F. In fact, G is

the Gröbner basis which we considered as our first example of a Gröbner basis in the

section in which we introduced the notion of Gröbner basis. One can prove that completely

reduced Gröbner bases are uniquely determined by the ideal generated by them. In other

words, given an F there is exactly one completely reduced Gröbner basis equivalent to F.

(All this is of course only true w.r.t. a fixed admissible ordering of the power products.

Given an F, in general, there may exist various different completely reduced Gröbner bases

equivalent to F. It is a nontrivial fact that, actually, for a given F there exist only finitely

many different completely reduced Gröbner bases - although there exist infinitely many

different admissible orderings of power products! For this surprising result see, for

example, the textbook [3].)

In fact, as a strategy during the construction of a Gröbner basis, it is much better to keep

already the intermediate bases (completely) reduced rather than waiting with the complete

reduction until the termination of the algorithm. The construction of Gröbner bases is a

task that can be shown to be inherently complex. Considerable effort has been made to

come up with improved versions of the algorithm. For recent progress see the textbooks

and the original literature cited in the textbooks. One of the main new ideas is what is

called the ‘‘Gröbner walk’’. In this version of the algorithm, one first computes the

Gröbner basis of a given F using the above algorithm w.r.t. a total degree lexicographic

ordering. It is known that the algorithm tends to have shortest computing times w.r.t. these

ordering. Then one ‘‘walks’’ from the Gröbner basis with respect to such an ordering to the
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Gröbner basis w.r.t. the desired ordering in incremental steps whose sequence is

determined, roughly, by the topology of the admissible orderings.

You may want now to study, for a fixed F, the corresponding completely reduced

Gröbner basis w.r.t. various admissible orderings. For this, you may now use the

implementation of the above algorithm, which is available in all current mathematical

software systems. For example, in Mathematica, the algorithm can be called by the name

‘GroebnerBasis’. Again the ordering of power products to be used can be indicated by

extra arguments to the function:

In½1� :¼ GroebnerBasis½fxyz� x2y� 1; x2 � yz; y2 � xg; fx; y; zg�

Out½1� :¼ f1� 3z2 þ 3z4 þ z5 � z6; y� zþ z2 þ 2z3 þ z4 � z5;

xþ 2z� 3z3 � z4 þ z5g

In½2� :¼ GroebnerBasis½fxyz� x2y� 1; x2 � yz; y2 � xg; fz; y; xg�

Out½2� :¼ f�1þ 2x3 þ x5 � x6; xþ x3 � x4 þ y; �x2 � x4 þ x5 � zg

In½3� :¼ GroebnerBasis½fxyz� x2y� 1; x2 � yz; y2 � xg; fz; y; xg;

MonomialOrder ! DegreeLexicographic�

Out½3� :¼ f�xyþ z; �xþ y2; x2 � yz; 1þ xz� z2; 1� x3 þ xz; 1þ yþ xz� x2zg

4.4. Computing Gröbner Bases with Cofactors

If, in the above algorithm for constructing Gröbner bases, we keep track of the reductions

necessary for producing the polynomials in the Gröbner basis G from the initial

polynomials in F we obtain important additional information, which will be essential

for the application of Gröbner bases to syzygy computations, a topic in the center of

interest for systems theory based on module theory.

Again, we explain this in our initial example:

F ¼ f f1; f2g

where

f1 ¼ �3þ 2xyþ x2y;

f2 ¼ x2 þ xy2:

As explained above, the first S-polynomial

s1; 2 :¼ yf1 � xf2 ¼ �x3 � 3yþ 2xy2
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is a linear combination of f1 and f2. By reduction modulo { f1, f2} we obtain the

polynomial f3 which, after making it monic by multiplication by �1
3
, will then be the

first polynomial in the corresponding Gröbner basis. From the explicit information on

the cofactors in the reduction we obtain the representation of f3 as a linear combination

of f1 and f2:

f3 ¼ � 1

3
yf1 þ

2

3
þ 1

3
x

� �
f2:

Similarly, we can obtain a representation of of f4 as a linear combination of f1 and f2:

First, we compute the S-polynomial s1,3 of f1 and f3:

s1; 3 :¼ f1 � x2f3 ¼ �3� 2

3
x4 � 1

3
x5 þ 2xy:

Now, we reduce s1,3 modulo { f1, f2, f3} obtaining

�3� 4

3
x3 � 4

3
x4 � 1

3
x5:

We make this polynomial monic by multiplication by �3 and obtain as the next

polynomial in the Gröbner basis

f4 :¼ 9þ 4x3 þ 4x4 þ x5:

Using the information on cofactors in the reduction, we obtain a representation of f4 as a

linear combination of f1, f2, and f3:

f4 ¼ ð�3Þf1 þ ð3x2 þ 6xÞf3:

If we plug into this the representation of f3 in terms of f1 and f2, we finally obtain a

representation of f4 in terms of the original f1 and f2:

f4 ¼ ð�3� 2xy� x2yÞf1 þ ð4xþ 4x2 þ x3Þf2:

Summarizing, in the course of constructing the Gröbner basis

G :¼ fg1; g2g

where

g1 :¼ f3;

g2 :¼ f4;
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by keeping track of the cofactors in the reductions, we can establish a transformation

matrix U

U :¼
� 1

3
y 2

3
þ 1

3
x

�3� 2xy� x2y 4xþ 4x2 þ x3

0
@

1
A

such that, in a somewhat sloppy notation,

G ¼ U :F:

The Gröbner basis algorithm that also computes the transformation matrix U is called the

‘‘extended Gröbner basis algorithm’’. Unfortunately, some of the current mathematical

software systems (including Mathematica) only contain implementations of the Gröbner

basis algorithm that display the final Gröbner basis and ‘‘throw away’’ the intermediate

information that could be used for constructing, with basically no extra effort, the

transformation matrix U.

One also can construct a reverse transformation matrix V such that

F ¼ V :G:

In fact, the construction of V is conceptionally much easier than the construction of U. We

will explain the construction as a byproduct in the next section.

5. The Computation of Syzygies Using Gröbner Bases

5.1. One Inhomogeneous Linear Diophantine Equation with Polynomial Coefficients

Let us consider the following problem: Given again

f1 :¼ �3þ 2xyþ x2y

f2 :¼ x2 þ xy2

and the polynomial

h :¼ 2

3
x2 þ 1

3
x4 þ xy;

find p1 and p2 such that

f1p1 þ f2p2 ¼ h:
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Such an equation is called an inhomogenous linear diophantine equation in the ring of

(bivariate) polynomials.

Having the Gröbner bases method at our disposition, this problem can now be solved

easily: We first compute the corresponding Gröbner G corresponding to F={ f1, f2} (w.r.t.

any admissible ordering, e.g. the lexicographic ordering that ranks y higher than x). We

already did this in the previous sections:

G ¼ fg1; g2g

with

g1 :¼
2

3
x2 þ 1

3
x3 þ y;

g2 :¼ 9þ 4x3 þ 4x4 þ x5:

Now, since F and G are equivalent (i.e. generate the same ideal), h has a representation

of the form

f1p1 þ f2p2 ¼ h ðA1Þ

iff it has a representation of the form

g1q1 þ g2q2 ¼ h: ðB1Þ

By one of the fundamental properties of Gröbner bases (which is an easy consequence of

the linear independence property of Gröbner bases), the existence of q1 and q2 such that

(B1) holds can be decided by reducing h to a reduced form modulo G: The reduced form

of h modulo G is

2

3
x2 � 2

3
x3:

Since this polynomial is nonzero, we know that the equation (B1) and, hence, equation

(A1) has no solution. (Note that, we cannot decide (A1) directly by reducing h modulo F:

The reduced form of h modulo F is h, i.e. a nonzero polynomial. However, since F is not a

Gröbner basis, we cannot infer from this that no solution to (A1) exists!)

Now let us look to

h :¼ �x3 � 3yþ 2xy2:

Reduction of h modulo G yields 0. Thus, we know that (B1), and hence also (A1), has a

solution. By the reduction of h modulo G we obtain the cofactor representation:

h ¼ q1g1 þ q2g2
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with

q1 :¼ 2xy� 2

3
x4 � 4

3
x3 � 3;

q2 :¼
2

9
x2:

Now, using the transformation matrix U of the previous section, we obtain a representation

of h in terms of f1 and f2:

h ¼ ðq1 q2Þ:
g1

g2

0
@

1
A ¼ ðq1 q2Þ:U :

f1

f2

0
@

1
A ¼ ðp1 p2Þ:

f1

f2

0
@

1
A

with

p1 :¼ � 2

3
x2 þ y� 2

3
xy2

p2 :¼ �2� xþ 4

3
xyþ 2

3
x2y:

Summarizing, using Gröbner bases, we can always decide the solvability of an

inhomogeneous linear diophantine equation with multivariate polynomial coefficients

and, in the case that a solution exists, obtain one special solution. How about the general

solution? We will discuss this problem and its solution by Gröbner bases in the next

section.

Note that, by the reduction of polynomials modulo G, one can easily calculate also a

matrix V such that

F ¼ V :G;

i.e. the original polynomial set F can be obtain as a linear combination of the

polynomials in the corresponding Gröbner basis G. For this, we only have to reduce

the polynomials f1 and f2 modulo G, which must yield 0 because G is a Gröbner basis

and f1 and f2 are in the ideal generated by G. By doing this and collecting the

cofactors, we obtain

f1 ¼ ð2xþ x2Þg1 þ � 1

3

� �
g2;

f2 ¼ � 2

3
x3 � 1

3
x4 þ xy

� �
g1 þ

1

9
x2

� �
g2:
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Hence,

V :¼
2xþ x2 � 1

3

� 2
3
x3 � 1

3
x4 þ xy 1

9
x2

0
@

1
A

is the desired matrix.

5.2. One Homogeneous Linear Diophantine Equation with Polynomial Coefficients

Now let us study the homogeneous case. Given, again,

f1 :¼ �3þ 2xyþ x2y

f2 :¼ x2 þ xy2

we want to find (all) pairs of polynomials p1 and p2 such that

f1p1 þ f2p2 ¼ 0: ðA2Þ

Again, we first compute the Gröbner basis G corresponding to F={ f1, f2} (w.r.t. any

admissible ordering, e.g. the lexicographic ordering that ranks y higher than x) and study

the homogeneous linear equation

g1q1 þ g2q2 ¼ 0: ðB2Þ

Now the S-polynomials turn out to play a fundamental role that goes beyond the

construction of the Gröbner basis. Namely, it can be proved that the reduction of the S-

polynomial of g1 and g2 gives rise to a solution (q̄1, q̄2) and that all the infinitely many

other solutions can be obtained in the form c.(q̄1, q̄2) with an arbitrary polynomial c: We

first compute the S-polynomial

t1;2 :¼ x5g1 � yg2 ¼
2

3
x7 þ 1

3
x8 � 9y� 4x3y� 4x4y:

Now, we reduce t1,2 to a reduced form modulo G, which necessarily must be zero. By

keeping track of the cofactors in the reduction we see that

ðx5g1 � yg2Þ � ð�9� 4x3 � 4x4Þg1 �
2

3
x2 þ 1

3
x3

� �
g2 ¼ 0:
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Hence,

q�1 :¼ þ9þ 4x3 þ 4x4 þ x5;

q�2 :¼ � 2

3
x2 � 1

3
x3 � y

is a possible solution for (B2). Using the matrix U, the solutions can now again be

transformed back to (all) solutions of (A2).

In the general case of an equation

g1q1 þ . . .þ gmqm ¼ 0

where {g1,: : :, gm} is a Gröbner basis in a multivariate polynomial ring, the reduction of

the m.(m–1)/2 many S-polynomials to zero establish m.(m–1)/2 many solutions

( q1,: : :,qm) of the equation. It can be shown that the infinitely many other solutions can

be obtained by linear combination of these solutions with arbitrary polynomial factors.

5.3. Several Linear Diophantine Equations with Polynomial Coefficients

The case of finitely many linear diophantine equations can either be reduced to the case of

just one such equation (by introducing slack variables) or one can develop the entire

theory of Gröbner bases over the domain of modules over a multivariate polynomial ring.

The latter approach appears to be more natural. No essentially new ideas are necessary for

doing this, see the textbooks on Gröbner bases, notably [3].

Being able to obtain a finite basis for the entire module of the infinitely many

solutions to a system of linear diophantine equations in the ring of multivariate

polynomials is now the clue to an algorithmic solution to some of the fundamental

problems of systems theory listed in the first section of this paper, see [9, 10, 11, 12, 13,

14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24].

6. Conclusion

We gave an introduction to the key ideas and techniques of Gröbner bases theory such that

the reader should now be able to compute Gröbner bases and to compute solutions to the

most important problems that can be solved by Gröbner bases and on which a whole

cascade of problems hinges in many areas of mathematics, in particular systems theory.

The reader should now also be able to use the implementations of my algorithm for

computing Gröbner bases, which by now is available as a built-in function in all current

mathematical software systems like Mathematica, Maple, Macsyma, Mupad, Derive,

Magma. If the reader wants to go into experimenting with more sophisticated applications,

we advice him to use specialized systems like CoCoA, Singular, and Macaulay. If you

want to embark on the theory and the investigation of possibly new applications in the area
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of systems theory, you should consult the textbooks on Gröbner bases listed in [3] and,

finally, the original literature cited in these textbooks and, in particular, e.g. [9, 10, 11, 12,

13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. If you find new applications, please, let me

know: Buchberger@RISC.Uni-Linz.ac.at.
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25. B. Buchberger, and F. Winkler, eds. Gröbner Bases and Applications, volume 251 of London Mathematical

Society Series. Proc. of the International Conference ‘‘33 Years of Groebner Bases.’’ Cambridge University

Press, 1998.
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GRÖBNER BASES AND SYSTEMS THEORY 251


