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1. INTRODUCTION

Finding a general mechanism for switching between the continuous and discrete signal

domains is one of the fundamental issues in signal processing.  It is a question that arises

naturally during the acquisition process where an analog signal or an image is to be converted

into a sequence of numbers (discrete representation).  Conversely, the need for a continuous

signal representation comes up every time one wishes to implement numerically an operator

that is initially defined in the continuous domain.  Typical examples in image processing are

the detection of edges through the computation of gradients (spatial derivatives), and

geometric transformations such as rotations and scaling (interpolation).  The textbook

approach to those problems is provided by Shannon's sampling theory which describes an

equivalence between a bandlimited function and its equidistant samples taken at a frequency

that is superior or equal to the Nyquist rate [76].  Even though this theory has had an

enormous impact on the field, it has a number of problems associated with it. First, it relies

on the use of ideal filters which are devices not commonly found in nature. Second, the

bandlimited hypothesis is in contradiction with the idea of a finite (or finite duration) signal.

Third, the bandlimiting operation tends to generate Gibbs oscillations which can be visually

disturbing in images.  Lastly, the underlying cardinal basis function (sinc(x)) has a very slow

decay which makes computations in the signal domain very inefficient.  While the first two

problems can be dealt with by using approximations and introducing concepts such as an

essential bandwidth and an essential time duration [78], there is no way to address the last

two issues other than changing basis functions.

Our purpose here will be to provide arguments in favor of an alternative approach that

uses splines, which is equally justifiable on a theoretical basis, and which offers many

practical advantages.  To reassure the reader who may be afraid to enter new territory, we

must emphasize that we are not loosing anything because we will retain the traditional theory

as a particular case (i.e., a spline of infinite degree). The basic computational tools will also

be familiar to a signal processing audience (filters and recursive algorithms), even though
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their use in the present context is less conventional.  In the course of the presentation, we will

also bring out the connection with the multiresolution theory of the wavelet transform.

Interestingly, splines are slightly older than Shannon's sampling theory. They were first

described in 1946 [70]. In this landmark paper, Schoenberg laid the mathematical foundations

for the subject; he showed how one could use splines to interpolate equally-spaced samples of

a function—he also introduced the B-splines, the basic atoms by which polynomial splines

are constructed. Despite this early start, the subject of splines then lay more or less dormant

during the 1950's, while signal processing was developing at a rapid pace within Shannon's

elegant framework of bandlimited functions. Splines only really took off in the early 1960's

when mathematicians realized that these functions could model the physical process of

drawing a smooth curve (minimum curvature property). This created an intense interest in the

subject and the applications were soon to follow in approximation theory  [24, 74], numerical

analysis [64], and various other branches of applied mathematics [3]. With the advent of

digital computers, splines caught the interest of engineers and had a tremendous impact on

computer-aided design [45, 29], and computer graphics [10]. However, there was little cross-

over to signal processing, perhaps because researchers in this field had become so

accustomed to think in terms of bandlimited functions. Recently, thanks in part to a new

(non-bandlimited) way of thinking brought forth by wavelet theory [51], the situation has

changed significantly.

This paper attempts to fullfill three goals. The first one is to provide a tutorial on splines

that is geared to a signal processing audience. The second one is to gather all their important

properties, and to provide an overview of the mathematical and computational tools available;

i.e., a road map for the practitioner with references to the appropriate literature. The third goal

is to give a review of the primary applications of splines in signal and image processing; most

of those are discussed in the final part of the paper.
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2. SPLINE INTERPOLATION

2.1 Polynomial splines

Splines are piecewise polynomials with pieces that are smoothly connected together.  The

joining points of the polynomials are called knots.  For a spline of degree n, each segment is a

polynomial of degree n, which would suggest that we need n+1 coefficients to describe each

piece.  However, there is an additional smoothness constraint that imposes the continuity of

the spline and its derivatives up to order (n-1) at the knots, so that, effectively, there is only

one degree of freedom per segment. Here, we will only consider splines with uniform knots

and a unit spacing. The remarkable result, due to Schoenberg [70], is that these splines are

uniquely characterized in terms of a B-spline expansion

s x c k x kn

k Z

( ) ( ) ( )= −
∈
∑ β (1)

which involves the integer shifts of the central B-spline of degree n  denoted by βn x( ) ; the

parameters of the model are the B-spline coefficients c(k).  B-splines, defined below, are

symmetrical, bell-shaped functions constructed from the (n+1)-fold convolution of a

rectangular pulse β0 :
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Fig. 1: The centered B-splines of degree 0 to 3.
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The B-splines of degree 0 to 3 are shown in Fig. 1. Since the B-spline model (1) is linear,

studying the properties of the basic atoms can tell us a lot about splines in general (cf. Box 1).

Thanks to this representation, each spline is unambiguously characterized by its sequence of

B-spline coefficients c(k), which has the convenient structure of a discrete signal, even

though the underlying model is continuous (discrete/continuous representation).

2 4 6 8

1

2

3

4

           2 4 6 8

0.2

0.4

0.6

0.8

1

(a) Cubic spline (b) Cubic B-spline basis functions

Fig. 2: Example of a cubic spline signal that is represented as a linear combination of shifted cubic B-splines.

Given the signal's samples, the basic problem is to determine the appropriate coefficients in (1).

B-splines are very easy to manipulate.  For instance, we can obtain derivatives through

the following formula

d x
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x x

n
n nβ β β( ) = +( ) − −( )− −1 1

2
1 1

2 , (4)

which reduces the degree by one.  Similarly, we compute the integral as
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Once we know the effect of linear operators such as (4) or (5) on the basis functions, it is a

trivial matter to apply them to any spline via the B-spline representation (1).

Within the family of polynomial splines, cubic splines tend to be the most popular in

applications — perhaps because of their minimum curvature property, which is discussed in

Section 5.1. Using (2), we obtain the following closed form representation of the cubic B-

spline
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which is often used for performing high-quality interpolation.

Box 1: B-splines

The B-splines (where the B may stand for basis or basic) are the basic building blocks for

splines.  Their usefulness stems from the fact that they are compactly supported; in fact, they

are the shortest possible polynomial splines [72].  Here, we consider the center-symmetric B-

spline of degree n, βn x( ), which is constructed from the (n+1)-fold convolution of a unit

rectangular pulse (B-spline of degree 0). The simplest way to obtain an explicit formula is to

start by writing its Fourier transform

B
e e

j
n

n j j n

n( )
sin( / )

/ ( )

/ /

ω ω
ω ω

ω ω

= 



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=
−( )+ − +

+
2

2

1 2 2 1

1 , (7)

where we have expressed the (n+1)-fold convolution in (3) as a product in the frequency

domain. Let us now consider the one-sided power function

( )
,

,
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 whose Fourier transform we denote by Xn
+ ( )ω . In order to avoid evaluating Xn

+ ( )ω  explicitly

(because this involves Dirac deltas), we differentiate x n( )+   repeatedly until we hit the (n+1)th

order discontinuity at the origin: D x n xn n+
+( ) =1 ! ( )δ . In the Fourier domain, this gives

( ) ( ) !j X nn nω ω+
+ =1 . Using this identity, we manipulate (7) as follows
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Next, we expand the term in parenthesis using the binomial theorem, which yields
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Finally, we interpret the complex exponentials as pure phase factors (time shifts) and obtain

the corresponding time domain formula
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This result clearly shows that βn x( ) is piecewise polynomial of degree n. It also implies that

the (n+1)th derivative of βn x( ) is a series of Dirac impulses, indicating that βn x( ) is

differentiable up to order n.  For n odd, the knots (or points of discontinuity of the nth

derivative) are on the integers, while for n even they are at the half integers.

2.2 B-spline interpolation via digital filtering

From what has been said so far, it appears that most of the work consists in determining

the B-spline model of a given input signal s(k). We now consider the spline interpolation

problem where the coefficients are determined such that the function goes through the data

points exactly (cf. Fig. 2). For splines of degree 0 (piecewise constant) and splines of degree

1 (piecewise linear), this is a trivial matter since the B-spline coefficients are identical to the

signal samples: c(k)=s(k).  For higher degree splines, however, the situation is more complex.

Traditionally, the B-spline interpolation problem has been approached using a matrix

framework, setting up a band-diagonal system of equations which is then solved using

standard numerical techniques (forward/backward substitution or LU decomposition) [25,

64].  In the early 1990's, it was recognized that this problem (as well as many other related

ones) could also be approached using simpler digital filtering techniques [33, 93, 97, 96].

To derive this type of signal processing algorithm, we need to introduce the discrete B-

spline kernel bm
n  , which is obtained by sampling the B-spline of degree n expanded by a

factor of m:

b k x m B z b k zm
n n

x k

z
m
n

m
n k

k Z

( ) ( / )         ( ) ( )= ← → =
=

−

∈
∑β . (11)

The problem is now as follows: given the signal samples s(k), we want to determine the

coefficients c k( ) of the B-spline model (1) such that we have a perfect fit at the integers; i.e.,

∀ ∈k Z , c l x l s k
l Z

n

x k
( ) ( ) ( )

∈
=∑ − =β .  Using the discrete B-splines, this constraint can be

rewritten in the form of a convolution

s k b c kn( ) ( )( )= ∗1 . (12)

Defining the inverse convolution operator ( ) ( )        / ( )b k B zn z n
1

1
11− ← → , the solution is found

by inverse filtering (cf. [97])
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c k b s kn( ) ( ) ( )= ∗−
1

1 . (13)

Since bn
1  is symmetric FIR (finite impulse response), the so-called direct B-spline filter

( )bn
1

1−  is an all-pole system that can be implemented very efficiently using a cascade of first-

order causal and anti-causal recursive filters [93, 96]. This algorithm is stable numerically

and is faster and easier to implement than any other numerical technique.  The explicit

procedure for the cubic spline case is described in Box 2.

1

1 − z1z
−1

−z1

1 − z1z

s(k ) c+(k) c−(k)

Fig. 3: Recursive causal and anti-causal filters for cubic spline interpolation.

Box 2: Fast cubic spline interpolation

By sampling the cubic B-spline (6) at the integers, we find that B z z z1
3 14 6( ) ( ) /= + + − . Thus,

the filter to implement is
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with z1 2 3= − + . Given the input signal values s k k N( ) , ,{ } = … −0 1 and defining c k c k− =( ) ( ) / 6,

the right hand side factorization leads to the following recursive algorithm

c k s k z c k k N+ += + − = … −( ) ( ) ( ),     ( , , )1 1 1 1

c k z c k c k k N− − += + −( ) = − …( ) ( ) ( ) ,     ( , , )1 1 2 0

where the first filter is causal, running from left to right, while the second is anti-causal

running from right to left (cf. Fig. 3). We also have to specify the appropriate starting values

for the two recursions; i.e., c+( )0  and c N− −( )1 .  To ensure that the procedure is reversible1,

we use mirror-symmetric boundary conditions; i.e.,  s k s l( ) ( )=  for ( )  mod ( )k l N+ − =2 2 0.

The resulting "folded" signal is defined for k Z∈  and is periodic with period 2 2N − . Using

the fact that the impulse response of the first causal filter is an exponential, we may pre-

calculate the initial value for the first recursion exactly:

1 : The requirement is that s k( )  can be recovered exactly by convolving c k( ) with bn
1  using the same type of

boundary conditions.
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In practice, we use c s k zk

k

k+
=

= ∑( ) ( )0 10

0 , with k z0 1> log / logε  where ε is the desired level

of precision. For the second recursion, we apply a more efficient (in-place) initialization

c N
z

z
c N z c N− + +− =

−
− + −( )( )

( )
( ) ( )1

1
1 21

1
2 1 ,

which is exact for the underlying signal extension; it takes advantage of previously calculated

values and is based on an alternative decomposition of the transfer function in sums of partial

fractions [96].

2.3 Cardinal splines

To bring out the connection between the spline interpolation process and the traditional

approach for bandlimited functions, it is  helpful to introduce the cardinal spline basis

functions which are the spline analogs of the sinc function.  Combining (1) and (13), we have

s x b s k x k s k b l x l kn n

k Z k Z

n n

l Z

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )= ∗( ) − = − −−

∈ ∈

−

∈
∑ ∑ ∑1

1
1

1β β

        = −
∈
∑ s k x kn

k Z

( ) ( )η , (14)

where we have now identified the cardinal spline of degree n:

η βn n n

k Z

x b k x k( ) ( ) ( ) ( )= −−

∈
∑ 1

1 . (15)

Thus, (14) provides a spline interpolation formula that uses the signal values as coefficients.

The formula works because η n x( ) has the same interpolation property as the sinc function; it

vanishes for all integers except at the origin, where it takes the value one.  The cardinal spline

represents the impulse response of the corresponding spline interpolator.  Note that, for n≥2,

these functions are no longer compactly supported; however, they decay exponentially fast.

We can also express (15) in the Fourier domain, which yields the frequency response of the

spline interpolator of degree n

H
B e

n
n

n j( )
sin( / )

/ ( )
ω ω

ω ω= 





+
2

2
1

1

1 (16)
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Fig. 4: Cardinal (or fundamental) cubic spline.
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Fig. 5: Frequency response of the spline interpolators of degree n=1 and 3. As n  increases, the spline

interpolators tend to the ideal lowpass filter (dotted line).

The cardinal cubic spline is shown in Fig. 4 and appears to be quite similar to the sinc

function.  In fact, it has been shown that η n x( ) converges to sinc(x) as n goes to infinity [7].

It is a rather strong type of convergence (Lp-norm) that holds in both time and frequency

domains (cf. Fig. 5).

Note that the correspondence between splines of infinite order and bandlimited functions

was known to Schoenberg and his successors [73, 27]. However, these mathematical results

did not reach the signal processing community until recently [7], mainly because of

substantial difference in context and terminology.  Approximation theorists typically speak of

"entire functions of exponential type" when they refer to bandlimited functions.  The recent

cross-fertilization that has occurred has been quite fruitful and there have been benefits on

both sides.  For instance, the idea of using an anti-aliasing filter in Shannon's sampling theory

has suggested similar solutions for splines; these are discussed in the next section.
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We should emphasize that the primary usefulness of the cardinal splines is conceptual.

They provide us with a better understanding of the algorithm.  From a practical point of view,

however, it is much more efficient to work with the B-spline representation, at least when one

is performing interpolation.  The reason for this is that, in most applications, it is the re-

sampling part (evaluation of the expansion formula (1) or (17)) that is by far the most costly

step.  Accordingly, one has advantage to use the shortest possible basis functions (i.e., B-

splines) such that the number of terms that contribute for a given x is minimized.  This is

precisely why splines are so much more computationally efficient than the traditional sinc-

based approach.  Since sinc(x) decays like 1/|x|, computing a signal value at a particular non-

integer location with an error of less than 1% will require of the order of 100 operations in

each direction1, while B-splines provide an exact computation with just a few non-zero terms

(n+1 to be precise).  An illustration of how these ideas can applied for the geometric

transformation of images is given in Box 3. When compared to any other type of interpolator,

B-splines offer the best performance for the least complexity (more on this issue later).

It is worth mentioning that many (otherwise respectable) authors in image processing —

who do not deserve any citation here — did not understand B-spline interpolation correctly,

for they left out the essential prefiltering step in Box 3. This has a catastrophic effect on

performance and perpetuates the wrong belief that high order B-spline interpolation results in

increased image blurring. By looking at the frequency responses in Fig. 5, the reader will

easily convince himself that this cannot be the case. In fact, using a high degree spline

interpolator (typ., n=5) is a good, stable computational way of approximating the ideal sinc

interpolator. For a given computational budget, it is usually superior to using a windowed

sinc function, especially in high dimensions [84]. The spline approach wins because it has a

high order of approximation (cf. Section 3.2) and an effective, sinc-like impulse response that

is infinite (thanks to the IIR prefiltering step).

1 : In q-dimensions, the complexity of an interpolation algorithm that uses separable basis functions increases

with the power of q.  For this reason, virtually no one uses sinc interpolation for images, not to mention

volumes.
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Box 3: Application—geometric transformation of images

It is easy to extend splines to higher dimensions by using tensor-product basis functions.

Specifically, the spline model for a particular location (x,y) in the image is given by

f x y c k l x k y ln

l l

l K

k k

k K
n( , ) ( , ) ( ) ( )

( )( )

= − −
=

+ −

=

+ −

∑∑ β β
1

1

1

1 11

(17)

where we have intentionally restricted the summation range to those contributions that are

non-zero at the particular location; i.e., k k x x n
1 1

1
2= = − +( ) , l l y y n

1 1
1

2= = − +( )  and

K nn= = +support{ }β 1.  Assume now that we wish to transform the image geometrically

according to a mapping ( , ) ( , )x y G u v=  where (u,v) are the new image coordinates

(destination). For example, the mapping may be a rotation in which case the operator G is

described by a 2 by 2 orthogonal matrix.  The B-spline transformation algorithm is as

follows: First, we start by precomputing the B-spline coefficients c(k,l) by separable filtering

of the pixel values f(k,l). In other words, we apply the 1D filtering algorithm in Box 2

successively along the rows and columns of the image. Second, we scan through the image

points in the transformed representation.  At each location (u,v) in the destination, we

determine the corresponding location (x,y)  in the source and compute the actual image value

according to (17).  This process typically requires the computation of 2(n+1) basis function

values (because of separability) plus 2 ( )n +1 2  multiplications per point.  Note that the cost of

the prefiltering step is negligible in comparison (e.g., of the order of 4 operations1 per pixel

value in the cubic spline case).  It is possible to use as high an order as one wishes, but there

is usually not much benefit beyond cubic splines.

3. SPLINE SAMPLING THEORY

Most of the development in this area are relatively recent and have greatly benefited from

the analogy with the traditional approach dictated by Shannon's sampling theory which

recommends the use of an anti-aliasing filter when the input signal is not bandlimited  [38,

1: 1 operation = 1 multiplication + 1 addition; this count assumes that the B-splines are denormalized.
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95]. The concepts are best explained from the general perspective of Hilbert spaces [6].  For

convenience, we will use a slightly more general spline generating function which we

represent as

ϕ β( ) ( ) ( )x p k x kn

k l

= −
∈
∑ , (18)

with the important restriction that the sequence p is such that the integer translates of ϕ form

a basis of our basic spline space.  (The necessary and sufficient condition for having a Riesz

basis is that 0 < < +∞P e j( )ω , where P e j( )ω  is the Fourier transform of the sequence p(k)

[6]).  The two special cases that we have in mind are the B-splines, with p k k( ) [ ]= δ  (the

Kronecker delta), and the cardinal splines with p k bn( ) ( )= −
1

1 .  Since we are also interested in

varying the sampling step, we define the spline space of degree n with step size T by

rescaling the basic model in (1)

S s x c k x T k c k lT
n

T
k Z

= = − ∈





∈

∑( ) ( ) ( / ) : ( )ϕ 2 . (19)

These splines with step size T are formed by taking linear combinations of the generalized

spline basis functions rescaled by a factor T and spaced accordingly.  As before, there is

exactly one coefficient c(k) per knot or sampling point. The condition c k l( ) ∈ 2  means that we

are restricting ourselves to linear combinations with a finite energy.  In this way, we are

ensuring that ST
n  is a well-defined subspace of L2, the space of all finite energy functions.

Note that the space L2 is considerably larger than B Sπ
∞= 1 , the traditional subspace of

bandlimited functions considered in signal processing. To use an analogy, L2 is to Bπ  (or Sn
1 )

what R (the real numbers) is to Z (the integers).

3.1 Spline sampling via an appropriate prefilter

Now, we are interested in approximating an arbitrary signal s(x) by a spline s ST T
n∈ . As a

measure of error, we use the L2-norm  s sT L
−

2
 which is induced by the L2-inner product:

〈 〉 = ∗

−∞

+∞

∫f g f x g x dx, ( ) ( )       and   f f f
L2

1 2= 〈 〉, / . (20)

According to this criterion, the minimum error approximation of s x L( ) ∈ 2  in ST
n  is given by

its orthogonal projection onto ST
n .  Using the property that the corresponding approximation
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error s x s xT( ) ( )−  must be orthorgonal to ST
n , it is not too difficult to show that the coefficient

of the best approximation (least-squares solution) are given by (cf. [95])

c k
T

s x x T kT ( ) ( ), ( / )= 〈 − 〉1 ϕo (21)

where ϕo ( )x Sn∈ 1  is the dual of ϕ ( )x , in the sense that 〈 − − 〉 = −ϕ ϕ δo
( ), ( ) [ ]x k x l k l  (bi-

orthogonality condition).  While this may sound rather abstract, there is a simple prefiltering

and sampling interpretation of (21). The corresponding block diagram for the simplified case

of a unit sampling step T=1 is shown in Fig. 6.

ϕo (−x) ϕ (x)

δ(x − k)
k ∈ Z
∑

sampling
pre-filtering post-filtering

s(x) s̃ (x) = P1sc(k)

Fig. 6: Least-squares spline approximation. The analog input signal s(x) is prefiltered with ϕo ( )−x  and sampled

thereafter to yield the generalized spline coefficients c k s x x k( ) ( ), ( )= 〈 − 〉ϕo . The sampling is

modeled by a multiplication with a sequence of Dirac deltas. The spline approximation

˜( ) ( ) ( )s x c k x k
k Z

= −
∈∑ ϕ  is then obtained by post-filtering with ϕ( )x .

This is rather similar to the conventional sampling procedure dictated by Shannon's theory

except, that the optimal prefilter, which is the time-reversed version of ϕo ( )x , is not

necessarily ideal.  In the particular case of the cardinal representation where the spline

coefficients are the signal samples (i.e., p bn= ( )−
1

1
), the transfer function of the optimal

prefilter is given by (cf. [95])

H
B e

B e
n

n n j

n j

o

( )
sin( / )

/
( )
( )

ω ω
ω

ω

ω= 





+

+
2

2

1

1

1
2 1 (22)

where B ep j
1 ( )ω  is the Fourier transform of a discrete B-spline of degree p [cf. (11)].
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Fig. 7: Frequency response of the optimal spline prefilters of degree n=1 and 3. As n  increases, the optimal

spline prefilters tend to the ideal lowpass filter (dotted line).

The frequency responses of the optimal prefilter for the cardinal spline representations of

increasing degrees are shown in Fig. 7. The lowpass character of the response suggests that

the prefilter ϕo ( )x  has a role analogous to that of the anti-aliasing filter required in

conventional sampling theory.  In fact, as the order of the spline goes to infinity, both Hn
o

( )ω

and Hn( )ω  (cf. (16) and (22)) converge to the ideal lowpass filter (dotted lines in Fig. 7) [95],

which is consistent with the fact that a bandlimited signal can also be viewed as a spline of

infinite degree (i.e., B Sπ
∞= 1 ).

3.2 Controlling the approximation error

We have just seen that there is no fundamental difference between the process of

performing a least-squares spline approximation of a signal and obtaining its bandlimited

representation using the standard sampling procedure dictated by Shannon's theory. The only

difference is in the choice of the appropriate analog prefilter. So far so good, but how should

we choose the sampling step T ? Is there any equivalent of the sampling theorem which tells

us that the signal can be reconstructed exactly if it is sampled at a frequency 1/T that is at

least twice the Nyquist rate ωmax / ( )2π  ? In principle, one should expect a similar result, at

least for higher order splines.

Since we are performing an orthogonal projection, the approximation error will be

generally non-zero unless the signal is already included in our approximation space.
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However, we can hope to control this error by choosing a sampling step T that is sufficiently

small. To analyze this situation, which is more complicated than in the traditional

bandlimited case, we have to turn to approximation theory. A fundamental result is that the

rate of decay L of the error as a function of T depends on the ability of the representation to

reproduce polynomials of degree n=L-1. The approximation error also depends on the

bandwidth of the signal. The relevant measure in this context is

s s dL L( )

/

ˆ( )=
π






−∞

+∞

∫1
2

2 2

1 2

ω ω ω (23)

where ˆ( )s ω  denotes the Fourier transform of s; this is nothing but the norm of the Lth

derivative of s. The key result from the Strang-Fix theory of approximation is the following

error bound (cf. [80, 40]):

∀ ∈s W L
2 ,    s P s C T sT L

L L− ≤ ⋅ ⋅ ( ) (24)

where P sT   is the least-squares spline approximation of s at sampling step T and CL  is a

known constant; W L
2  denotes the space of functions that are L times differentiable in the L2,

or finite-energy sense. In other words, the error will decay like O T L( ) , where the order

L=n+1 is one more than the degree n.  Spline interpolation gives the same rate of decay as the

least squares approximation (21), but with a larger leading constant [103].
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Fig. 8: Frequency plot of the error kernels for the least-squares spline approximations of degree n=0,1,2,3. Below

the Nyquist frequency ω = π, the kernels (and therefore the errors) tend to be smaller for splines of

higher degree.
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Recently, it has become possible to determine the approximation error much more

precisely by simply integrating the whole spectrum of the function to approximate against a

frequency kernel En( )ω  [15]. The justification for this procedure is the error formula

∀ ∈s x W r( ) 2 ,   s P s E T s d T sT
n r r

L
− =

π








 +

−∞

+∞

∫1
2

2

1 2

2

( ) ˆ( )

/

( )ω ω ω γ , (25)

where γ  is bounded by some known constant [13]. The second term in (25) is a correction

that may take positive or negative values. It is zero for bandlimited functions and very small

otherwise, provided that s x( ) is sufficiently smooth ( s x W r( ) ∈ 2  with r large). Moreover, the

second term cancels out if one takes the average approximation error over all possible shifts

of the input function; this is a reasonable thing to do since the sampling phase is usually

arbitrary. Thus, the first term on the right hand side in (25) provides a very accurate

prediction of the error which can be the basis for a quantitative Fourier domain evaluation

[15]. The error kernel for a least-squares spline approximation of degree n is

E H Hn n n( ) ( ) ( )ω ω ω= −1
o

(26)

where Hn( )ω  and Hn
o

( )ω  are the spline filters defined by (16) and (22), respectively. The

main point is that the study of these kernels gives us a very direct way to assess the

performance of the various types of spline approximations. This approach is simple, intuitive,

and yet powerful enough to recover all classical results and L2-bounds in approximation

theory (e.g. (24)). We have plotted the error kernels for n=0, to 3 in Fig. 8. This graph clearly

shows that for signals that are predominantly lowpass (i.e., with a frequency content within

the Nyquist band), the error tends to be smaller for higher order splines.

The order property (24) is a direct consequence of the degree of flatness of the kernel

around the origin. Specifically, for an Lth order spline, En( )ω  has 2 1L −  vanishing

derivatives at ω =0. This implies that E T C T O Tn
L

L L L L( ) ( )ω ω ω= ⋅ ⋅( ) +− + +2 2 2 2 2  as ω →0 ,

which explains the O T L( )  behavior of the error described by (24); for more details, refer to

[15].

As the graph in Fig. 8 also suggests, the error approaches that of a bandlimited

approximation as the order of the spline increases, which again reinforces the analogy with
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Shannon's sampling theorem. In the limit as n → +∞ , the product H Hn n( ) ( )ω ω
o

 tends to the

ideal lowpass filter, so that we end up with an error entirely due to the out-of-band frequency

content of the signal. The implication is that higher order splines will usually produce better

approximations in the L2-norm, although this may occur at the expense of ringing artifacts as

the model gets closer to being bandlimited.

4. MULTIRESOLUTION SPLINE PROCESSING

Consider a spline with knots at the integers and dilate it by a integer factor m. The

resulting enlarged function is clearly piecewise polynomial in each unit interval, which means

that it is also a spline with respect to the initial integer grid. This simple observation is the

key to the multiresolution properties of splines, which makes them perfect candidates for the

construction of wavelets and pyramids. Here, we will emphasize the special two-scale

relation for splines, and the construction of pyramids; we touch on the subject of wavelets

only briefly because this would take us much too far otherwise.

4.1 m-scale relation

For the above scale-invariance argument to hold, we need the spline knots to be positioned on

the integers. To simplify the discussion, we will momentarily consider the shifted causal B-

splines

ϕ βn nx x
n

( ) ( )= − +1
2

, (27)

which have the required property. Similar to the centered B-splines (3), these can also be

constructed from the ( )n +1 -fold convolution of ϕ 0 , the indicator function in the unit

interval. Clearly, ϕ 0 ( / )x m , which is one for x m∈ [ )0, , and zero otherwise, can be written as

ϕ ϕ ϕ0 0

0

1
0 0( / ) ( ) ( ) ( )x m x k h k x k

k

m

m
k Z

= − = −
=

−

∈
∑ ∑ . (28)

where h km
0 ( ) is the filter whose z-transform is H z zm

k

k

m0

0

1
( ) = −

=

−∑  (discrete pulse of size m).

By convolving this equation with itself (n+1)-times and performing the appropriate

normalization, one finds that
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ϕ ϕn
m
n n

k Z

x m h k x k( / ) ( ) ( )= −
∈
∑ (29)

where

H z
m

H z
m

zm
n

n m

n

n
k

m

m n

( ) ( )= ( ) =






+ −

=

− +

∑1 10 1

0

1 1

. (30)

This is a two-scale equation, which indicates that a B-spline of degree n dilated by m can be

expressed as a linear combination of B-splines. With the appropriate phase shift, this result

also carries over for centered B-splines of degree n odd; an alternative proof is given in [101].

There are two remarkable facts  connected to the above result. First, the two-scale equation

(29) holds for any integer m — not just powers of two, as encountered in the multiresolution

theory of the wavelet transform [48, 109, 81]. Second, the refinement filter is simply the

(n+1)-fold convolution of the discrete rectangular impulse of width m; this can be the basis

for some very fast algorithms [101]. In the standard case where m=2, H zn
2 ( ) is the celebrated

binomial filter which plays a crucial role in the theory of the wavelet transform [81]. The

filter coefficients appear in the Pascal triangle represented on the leading page of this paper.

The two-scale relation is illustrated in Fig. 9 for the case of the centered B-spline of degree 1;

this corresponds to the 3rd line of Pascal's triangle.

+
1

2
+

1

2

11

1

2
1 1[ ] ∗ 1 1[ ]m = 2

=

-2 +2

Fig. 9: Illustration of the two-scale relation for the linear B-spline.

4.2 Spline pyramids

For constructing multiscale representations of signals, or pyramids, one usually considers

scaling factors that are powers of two. The implication of the two-scale relation for m=2 is

that the spline subspaces Sm
n , with m i= 2 , are nested:   S S Sn n n

i1 2 2
⊃ ⊃ ⊃L L.

Let P s si i2
=  denote the minimum error approximation of some continuously defined

signal s x L( ) ∈ 2  at the scale m i= 2 .  We choose to represent it by the following expansion
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P s c k x ki i

k Z

i

2 2
2= −

∈
∑ ( ) ( / )ϕ (31)

where the ϕ( / )x ki2 − 's are the spline basis functions at the scale m i= 2  (B-spline or others);

they are enlarged by a factor of 2i  and spaced accordingly. The expansion coefficients c ki2
( )

are defined, at least formally, through the inner product (21). The interesting implication of

the spline nestedness property is that the coefficients c ki2
( ) can be computed iteratively in

very simple fashion using a combination of discrete prefiltering and down-sampling

operations. The key observation is that we can obtain P s si i2
=  if we simply reapproximate

si−1 at the next finer scale (i.e. P s P si i i2 2 1= − ). Thus, we may compute the expansion

coefficient as (cf. (21))

c k c x l x ki ii
i

l Z

i

2 2

11
2

2 21( ) ( / ), ( / )= 〈 − − 〉−
−

∈
∑ ϕ ϕ

o
. (32)

Using the two-scale relation to precompute the sequence of inner products,

h k x k x x k xi
i i

o o o
( ) : ( / ), ( / ) ( ), ( / )= 〈 + 〉 = 〈 + 〉−1

2
2 2 21ϕ ϕ ϕ ϕ , (33)

it is not difficult to show that the c ki2
( ) are evaluated by simple prefiltering with h

o

 and

down-sampling by a factor of two:

c k h c ki i2 2 1 2( ) ( )( )= ∗ −

o

. (34)

There is also a complementary "interpolation" filter h that allows the extrapolation of a

coarser resolution to the next finer one. An example of such a pyramid is shown in Fig. 10,
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(a) (b)

Fig. 10: Cubic spline multiresolution image approximation. (a) Cubic spline pyramid P s P s P s P s0 2 4 8,  ,  ,  { } .

(b) Corresponding error pyramid: P s P s P s P s P s P s P s0 2 2 4 4 8 8− − −{ },  ,  ( ,  . What is displayed

are the samples of those splines at the location of the knots (cardinal representation).

where we have used a cardinal representation; in other words, we are displaying the samples

of the underlying spline images. The corresponding 2D spline model is separable and the

procedure is implemented by successive 1D filtering and decimation of the rows and columns

of the image. The error arrays on the right are obtained by subtracting the next coarser

approximation from the current spline approximation; it displays the loss of information

introduced by image reduction. Specific filter formulas can be found in [99]; the filter

coefficients and 1D approximation routines in the C language can also be obtained from the

author on request.
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Instead of minimizing the continuous L2-error, it is also possible to construct spline

pyramids that are optimal in the discrete l2-norm [8]; practically, this amounts to a small

modification of the reduction filter  h
o

 [96]. This kind of algorithm provides an efficient filter-

based implementation of the technique known as spline regression in statistics [31, 2, 113].

Most of the spline pyramids use symmetric filters that are centered on the origin (in fact,

these are based on the centered B-splines rather that the causal ones that have been used here

to simplify the argument). Recently, there has been some incentive for designing centered

pyramids where the coarser nodes are positioned in the center of the finer ones [17]. These

last structures are especially useful when dealing with image labels. It has also been shown

that shifting the spline knots between levels can improve energy compaction [55].

Fig. 11: Separable cubic spline wavelet transform corresponding to the multiresolution decomposition in Fig. 10.

The wavelet transform is implemented iteratively using a separable algorithm. First, the rows of the

image are split into two halfs using a two-channel filterbank. Second, the same procedure is applied

to the columns. This process is then iterated on the intermediate lower resolution images which are

precisely the ones displayed in Fig. 10a.

4.3 Spline wavelets

The L2-spline pyramid that has been described above has all the required properties for a

multiresolution analysis of L2 in the sense defined by Mallat [50, 51]. In particular, the error

bound (24) guarantees that we can approximate any L2-function as closely as we wish by
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letting the scale go to zero. In the wavelet terminology, the multiresolution analysis is dense

in L2 [51] . Hence, there is no major difficulty in constructing the associated wavelet bases of

L2. Those wavelets provide a more efficient, non-redundant way of representing the

difference images in Fig. 10. Since image reduction is achieved by repeated projection, the

difference between two successive signal approximations P fi2 1−  and P fi2
  belong to the

subspace W i

n

2
 that is the complement of S i

n

2
 with respect to S i

n

2 1− ; i.e., S S Wi i i

n n n

2 2 21− = ⊕  with

S Wi i

n n

2 2
0∩ = { } . This is where the famous wavelet ψ( )x  enters the scene: it generates the

basis functions of the residual spaces W i

n

2
 = span ψ( / )x ki

k Z
2 −{ } ∈

 [51, 91]. There are many

applications (e.g., coding) where it is more concise to express the residues P fi2 1− - P fi2
 ∈ W i

n

2

using wavelets rather than the basis functions of V i

n

2 1−  as has been is done in Fig. 10. An

example of wavelet transform is shown in Fig. 11; this decomposition works well for image

coding because it produces many very small coefficients in slowly varying image regions.

In wavelet theory, splines constitute a case apart because they give rise to the only

wavelets that have a closed-form formula (piecewise polynomial). All other wavelet bases are

defined indirectly by an infinite recursion (or by an infinite product in the Fourier domain)

[23, 48, 81, 109]. It is therefore no coincidence that most of the earlier wavelet constructions

were based on splines; for instance, the Haar wavelet transform (n=0) [34], the Franklin

system (n=1), Strömberg's one-sided orthogonal splines [82], and the celebrated Battle-

Lemarié wavelets [11, 47]. Since then, the family has grown and there are now several other

subclasses of spline wavelets available; they differ in the type of projection used and in their

orthogonality properties.

Corresponding to an orthogonal projection (and to the L2-pyramid above) is the class of

semi-orthogonal wavelets which are orthogonal with respect to dilation [98]. These wavelets

span the same space as the Battle-Lemarié splines, but are not constrained to be orthogonal.

This gives flexibility and makes it possible to design wavelets with many interesting

properties [5] and almost any desirable shape [1]. Of particular interest are the B-spline

wavelets [20, 94], which are compactly supported, and optimally localized in time and

frequency; asymptotically, they achieve the lower limit specified by Heisenberg's uncertainty



- 23 -

principle [94]. The only down-side of semi-orthogonal wavelets is that some of the

corresponding wavelet filters are IIR† .

Researchers have also designed spline wavelets such that the corresponding wavelet

filters are FIR [21, 108]. These biorthogonal wavelets are constructed using two

multiresolutions instead of one, with the spline spaces on the synthesis side. The major

difference with the semi-orthogonal case is that the underlying projection operators are

oblique rather than orthogonal [4]. Biorthogonal spline wavelets have many desirable

properties that have made them very popular for applications: they are short, symmetrical,

easy to implement (FIR filterbank), and very regular. Within the biorthogonal class, there is

still one possibility which is to orthogonalize the wavelets with respect to shifts, which leads

to the more recent class of shift-orthogonal wavelets. Such a construction was first illustrated

with a family of hybrid spline wavelets where the analysis and synthesis basis functions are

splines of different degree n1 and n2  [104].

5. FURTHER OPTIMALITY PROPERTIES

5.1 Variational properties

Splines have some very interesting extremal properties. One important result is the first

integral relation [3], which states that for any function f(x) whose mth derivative is square

integrable, we have

f dx s dx f s dxm m m m( ) ( ) ( ) ( )( ) = ( ) + −( )
−∞

+∞

−∞

+∞

−∞

+∞

∫ ∫∫
2 2 2

(35)

where s x( ) is the spline interpolant of degree n=2m-1 such that s k f k( ) ( )= .  In particular, if

we apply this decomposition to the problem of the interpolation of a given data sequence f(k),

we may conclude that, among all possible interpolants f(x), the spline interpolant s(x) is the

only one that minimizes the norm of the mth derivative, which is a rather remarkable result

† Note that this is not a serious problem in practice thanks to the availability of fast recursive algorithms (cf.

Box 2) — dealing efficiently with IIR filters is the main thrust of B-spline signal processing.
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[72].  The reason is simply that the second term in (35) is non-zero if f x s x( ) ( )≠  at the non-

integer points. In this sense, the spline is the interpolating function that oscillates the least.

For m=2, the energy function in (35) is a good approximation to the integral of the curvature

for a curve y=f(x).  Thus, cubic splines interpolant exhibit a minimum curvature property,

which justifies the analogy with the draftman's spline, or French curve. This latter device is a

thin elastic beam that is constrained to pass through a given set of points.

5.2 Smoothing splines

Interpolation is not the only approach for fitting a continuous model to a signal. For noisy

data, an exact fit may not even be desirable.  Such situations can be dealt with by relaxing the

interpolation constraint and by making best use of our a priori knowledge about the problem.

The natural extension of the previous interpolation problem is to find the function s(x) that

minimizes

( ( ) ( )) ( )( )f k s k s x dx
k Z

m− + ( )
∈ −∞

+∞

∑ ∫2 2
λ . (36)

This is a well-posed regularized least-squares problem where the first term quantifies the

error between the model s(x) and the measured data points f(k); the second term imposes a

smoothness constraint on the solution.  The choice of a particular value of the regularization

factor λ  reflects our a priori information; it can be based either on the knowledge of the

variance of the noise or the degree of smoothness of the signal as measured by (35).  Here

again, it can be shown that the optimal solution among all possible functions is a spline of

degree n=2m-1 [65, 71].  Part of the argument follows from the first integral equation: any

non-spline fit can be improved by using its spline interpolant which further reduces the

second term in the criterion while keeping the same values s(k) at the grid points.  The

solution to the above problem is called a smoothing spline, because it is equivalent to a

special form of smoothing of the data.  Similar to the exact interpolation which corresponds

to the case λ → 0, the B-spline coefficients of the smoothing spline can be computed

efficiently by recursive filtering [96].
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Introducing a regularization term as in (36) is a standard practice for dealing with many

other types of ill-posed problems [61], including sparse and non-equally spaced data.  The

regularization parameter λ is typically used to control the smoothness of the solution.  For

m=1, the regularization will tend to privilege small values of the derivative; a good physical

analogy is that of a membrane which takes a constant value at equilibrium. For m=2, there is

no penalty for linear gradients. The generalization of this problem to higher dimensions leads

to another area of study called "thin-plates splines" [113]. Generalized splines and radial

basis functions can also be defined in a similar way by introducing more complex

regularization terms [63].

Smoothing splines are closely related to wavelet denoising techniques, which may be

expressed in a regularization framework as well [19]. The main difference is that the

smoothing spline is a linear estimator, while Donoho's wavelet shrinkage is non-linear [30].

The idea is simple and was pioneered Weaver et al. using orthogonal spline wavelets [114]:

take the wavelet transform of a signal and set to zero the coefficients below some critical

threshold while slightly attenuating the other ones (soft-threshold); then reconstruct the signal

by inverse wavelet transform. The wavelet technique has the advantage of preserving edges;

it is well suited for signal or images that are piecewise smooth, and is optimal in a well-

defined statistical sense [48, 30].

5.3 Best approximation properties among wavelets

In Section 3.2, we saw that splines have an L n= +1 order of approximation, which

means that the error decays like the Lth power of the sampling step. There are also non-spline

functions ϕ( )x  that have the same property; in particular, the Lth order scaling functions

encountered in the multiresolution theory of the wavelet transform. Note that, in the wavelet

world, the order is usually specified by the number of vanishing moments of the analysis

wavelet ψ( )x . An equivalent statement of the order property is that the translates of the

function ϕ  must reproduce the polynomials of degree n [26, 79]. In general, the order

property implies that one has the following asymptotic form of the approximation error (cf.

[89])
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s P s C T sT L
L L− = ⋅ ⋅−

ϕ ϕ, ,
( ) , as T → 0 (37)

where P sTϕ ,   is the projection of s onto the space V x T kT k Z
= −{ } ∈span ( / )ϕ   and where the

constant C Lϕ ,
−  can be determined explicitly [89, 14]. This is essentially the same equation as

(24) with an equality instead of an upper bound; the asymptotic leading constant C Lϕ ,
−   is

therefore necessarily smaller than CL  in (24).

Among all known wavelet families, splines appear to have the best approximation

property in the sense that the magnitude of the constant C Lϕ ,
−  is minimum [83, 89]. This

means that, in the asymptotic regime where the error is small, we can apply a coarser

sampling step if we use splines as opposed to other basis functions (or wavelets) with the

same order L.  The potential reduction in sampling density can be quite significant. For

instance, Sweldens observed that splines at half the resolution could provide a better

approximation than Daubechies' wavelets [83]. Recently, the exact subsampling factor such

that the asymptotic errors in both cases are identical has been determined analytically [14] : it

converges to π as the order L gets sufficiently large!

5.4 Maximum regularity and shortest support

It is well known from wavelet theory that the B-splines are the shortest scaling functions

of order L [81, 23]. They are also the most regular ones if one takes the size of the refinement

filter into account [90]: their Sobolev regularity (r derivatives in L2) is r nmax = + 1
2  [81] and

their Hölder exponent is α = n  [66]. This latter property means that the B-spline of degree n

is "almost" n times continuously-differentiable; strictly speaking, the nth derivative of spline

of degree n has some isolated points of discontinuities (knots), but is bounded nevertheless.

If one extends the mathematical analysis to functions that do not necessarily satisfy the

two-scale relation (multiresolution property), then the B-splines can still be shown to be the

shortest functions of order L. However, there are also other solutions, albeit less regular [12].

Thus, in the most general sense, the B-splines are the shortest and smoothest functions of

order L. Since the performance of an approximation algorithm is strongly determined by the

order of approximation and to some extent by the regularity of the basis functions, this has

important practical consequences, especially for image interpolation (cf. Box 3). In this type
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of processing, where computational cost is essentially determined by the size of the basis

function, it makes perfect sense to use the shortest functions with the required order

properties; i.e., the B-splines.

5.5 Fractional splines

Interestingly, B-splines can be generalized to fractional orders (cf. the illustration on the

cover page of this issue) [102]. The fractional splines are piecewise power functions with

building blocks of the form ( )x xk− +
α , with α > − 1

2   real. The corresponding B-splines

provide a smooth transition between the polynomial ones. They retain all the properties of the

conventional B-splines — one merely replaces n  by α  in all formulas—, except the compact

support (the finite sum in (10) becomes an infinite one). One justification for looking at the

fractional B-splines is that they offer the same conceptual ease for dealing with fractional

derivatives as the conventional splines do for derivatives. One potential application is the

analysis of fractional Brownian motion processes.

6. APPLICATIONS

Our intent here is not to be exhaustive, but rather to give a brief overview of the type of

signal and image processing applications that can benefit from the use of polynomial splines.

6.1 Zooming and visualization

Image zooming and interpolation are perhaps the most obvious applications of splines. These

manipulations are especially useful for medical imaging [60, 57], but also for multi-media

and digital photography, which are rapidly expanding applications areas. The use of cubic

splines in image processing was pioneered by Hou and Andrews [36]. The proposed approach

was not yet very practical because the B-spline coefficients were determined by matrix

inversion. The method was made much more efficient with the introduction of recursive

filtering algorithms [93]. Note that zooming by powers of two can also be implemented using

the EXPAND function of a pyramid [96].
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6.2 Geometric image transformations

When there is no size reduction, geometric transformation are often implemented by standard

spline interpolation (cf. Box 3). One of the drawbacks is that the complexity of the method,

which is two-dimensional, grows rapidly with the order L=n+1 of the model (typically, O L( )3

per pixel). Fortunately, for the simplest transformations (scaling and rotations), there are

ways to make the problem separable through a clever factorization of the transformation

matrix [58]. This technique was used in [105] to design a high-quality spline-based procedure

allowing to rotate images using 1D convolutions only; it was extended in [86] to allow for

affine transformations in 2D and 3D as well. For image reductions, it is preferable to use a

least-squares approximation to reduce aliasing artifacts. Such an algorithm exists for re-sizing

images with arbitrary scaling factors [100] — not just the usual powers of two. It has been

recently simplified and accelerated using oblique projections [46]. The idea is to use the box

function as the simplest possible prefilter, and to apply the appropriate digital filtering

compensation afterwards so that the resulting approximation is a projection. The results are

almost indistinguishable from the least-squares solution and the algorithm generalizes for any

degree n.

6.3 Filter design and fast continuous wavelet transform

Thanks to the m-scale relation, a signal can be convolved very efficiently with a discrete

B-spline of size m using a cascade of moving average filters (recursive update). This yields

an algorithm that has a complexity independent of the size of the basis functions. Thus, we

have a very efficient way of implementing a scalable filter whose impulse response is the sum

of a few B-spline basis functions. This is an idea that has been exploited for filter design [59],

and for implementing the continuous wavelet transform with integer scales  [101]. This type

of algorithm achieves the lowest O(1) complexity per computed coefficient. In contrast with

other wavelet transform algorithms [67], the B-spline approach is non-iterative across scale

and therefore well suited to a parallel implementation. Splines are also used for computing

wavelet transforms with arbitrary non-integer scales [110].  This is more complicated for it

necessitates approximating enlarged wavelets using either orthogonal [111] or oblique
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projections [112]. This latter option appears to be more advantageous for it simplifies the

determination of the filter coefficients without any measurable degradation.

6.4 Image compression

Image compression is another area where splines can be helpful. Most of today state-of-the-

art methods use wavelets: the most prominent ones are Shapiro's embedded zero-tree wavelet

coder [77] , and Said and Pearlman's SPIHT [69]. While there are many possible choices of

wavelet filters, many researchers tend to favor the biorthogonal splines for the reasons

mentioned before (symmetry, short support, and excellent approximation properties) [9, 81].

We should also mention some non wavelet-based systems: for example, the method of

Toraichi et al., which uses quadratic spline interpolation [87], and Moulin's decomposition in

terms of hierarchical spline basis functions [53]. Pyramid coders, which extend Burt and

Adelson's initial idea, should not be dismissed either [107, 88, 39, 56]; they can offer

advantages, especially in higher dimensions where the overhead with respect to wavelets

becomes negligible. Finally, splines provide a good solution for sub-pixel motion

compensation. Moulin et al. have proposed a nicely integrated system where the motion

vectors are represented using hierarchical basis functions (linear splines) [54].

6.5 Multi-scale processing and image registration

Spline pyramids provide a very convenient tool for performing multiscale image processing,

especially when the underlying problem is formulated in the continuous domain. This is a

powerful idea for the implementation of iterative algorithms using a coarse-to-fine iteration

strategy [68]. The benefits are twofold: first, there is an obvious acceleration because the cost

of all low resolution iterations is essentially negligible. Second, a multi-scale approach tends

to be quite robust, which means that the algorithm is much less likely to get trapped in a local

optimum. A good illustration of these ideas is provided by the image registration algorithm

described in [85]. This method makes use of the same high-quality spline model for all

aspects of the computation: image pyramid, geometric transform, and computation of the

gradient of the criterion that is optimized. The benefits of this consistent design can be found

in the results which are the best reported so far (error less than 1/100th of a pixel in a series of
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controlled experiments). The approach is reasonably fast because it makes the best use of its

iterations: good starting conditions with an optimizer (Marquardt-Levenberg) that is

extremely efficient near the optimum.

6.6 Contour detection

The spline formalism lends itself very naturally to the computation of gradients required for

contour detection. One can, for instance, reinterpret some of the classical edge detectors from

this perspective [96]. To improve the gradient estimation in the presence of noise, Poggio et

al. proposed using a smoothing spline technique [61, 62]. They showed the approach to be

more or less equivalent to smoothing the image with a Gaussian filter in a preprocessing step

(Canny's edge detector [18]). This analogy holds even further [96]: there is an exact

equivalence between a smoothing spline edge detector and Deriche's recursive formulation of

Canny's edge detector [28]. Finally, Mallat and Zhong used wavelets that are derivatives of

B-splines for obtaining their multi-scale edge representation of images [49].

6.7 Snakes and contour modeling

In computer graphics, curves are often generated using B-splines [10]. This parametric

representation is also well suited to the analysis of shapes and contours [32]. In particular, it

is well adapted to extracting shape invariants [37, 22]. The simplest contour splines are

piecewise linear; they can be used to encode boundaries optimally in the rate-distortion sense

[44, 75].

Menet et al. proposed using B-splines snakes for extracting contours in images [52]. A

snake is an energy minimization spline segment with external and internal forces [43]. It

simulates an elastic material that can dynamically conform to local image features. The

internal forces act as a regularization device by constraining the rigidity of the curve.

Alternatively, the smoothness of the curve can also be controlled directly by adapting the

scale of the basis functions [16].
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6.8 Analog-to-digital conversion

Spline and wavelet sampling present interesting alternatives to the conventional approach

dictated by Shannon's sampling theorem. These techniques can be adapted for dealing with

non-ideal acquisition devices [92], and multi-channel measurements [106]. With this more

general view of sampling, it is tempting to modify the acquisition scheme so as to measure

the coefficients of some signal expansion (i.e., to perform some prescribed inner products)

rather than to measure the samples of the signal itself. Healy and Weaver have pioneered this

idea for magnetic resonance imaging [35, 114]. They proposed a wavelet-encoding scheme

using separable basis functions (Battle-Lemarié splines along the x-dimension, and

conventional Fourier exponentials along the y-direction). Splines are also useful for the

converse task of digital-to-analog conversion. Kamada et al. designed a quadratic spline

signal generator [41, 42]; one of their circuits was used commercially for high fidelity sound

reproduction.

7. CONCLUSION

We hope to have convinced the reader that splines constitute a useful tool for signal

processing. Their main advantages can be summarized as follows:

(i) One can always obtain a continuous representation of a discrete signal by fitting it with

a spline in one or more dimensions. The fit may be exact (interpolation) or approximate

(least-squares or smoothing splines).  Spline fits are usually preferable to other forms of

representations (e.g. Lagrange polynomial interpolation) because they have a lesser tendency

to oscillate (minimum curvature property).

(ii) Polynomial splines can be expressed as linear combinations of B-spline basis

functions. For equally spaced knots, the spline parameters (B-spline coefficients) may be

determined by simple digital filtering. There is no need for matrix manipulations!

(iii) The primary reason for working with the B-spline representation is that the B-splines

are compactly supported.  They are the shortest functions with an order of approximation
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L=n+1.  This short support property is a key consideration for computational efficiency. Their

simple analytical form also greatly facilitates manipulations.

(iv) Splines are smooth and well-behaved functions (piecewise polynomials).  Splines of

degree n are (n-1) continuously differentiable.  As a result, splines have excellent

approximation properties.  Precise convergence rates and error estimates are available.

(v) Splines have multiresolution properties that make them very suitable for constructing

wavelet functions and for performing multi-scale processing.

(vi) B-splines and their wavelet counterparts have excellent localization properties; they

are good templates for time-frequency signal analysis.

(vii) The family of polynomial splines provides design flexibility.  By increasing the

degree n, we can progressively switch from the simplest piecewise constant (n=0) and

piecewise linear (n=1) representations to the other extreme, which corresponds to a

bandlimited signal model ( n → +∞).

(viii) The conventional sampling procedure can be easily modified to obtain a spline

representation of an analog signal. This essentially amounts to replacing Shannon's ideal

lowpass filter by another optimal prefilter specified by the representation.  In principle, there

is no compelling reason other than historical for preferring the bandlimited model — and its

corresponding sinc interpolator — over other ones.

Finally, similar spline techniques are also available for non-uniformly spaced data. The

price to pay, however, is that one looses the convenient shift-invariant structure (filters) that

was emphasized in this paper. The reader who wishes to learn more about non-uniform

splines is referred to [24, 74].
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