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Abstract. This paper presents a semantic recommender method and a system for
a personalized access to digital cultural heritage throughcontext-aware user pro-
filing. Given annotation knowledge-bases, explicit background knowledge in the
form of ontologies, a user model capturing the user’s behavior and context, the
system produces recommendations. Ontology-based user profiling can be used
to reduce cold-start, sparsity and over-specialization problems. In addition, we
present a recommendation retrieval method that is based on the vector space
model and uses indices that enable fast and scalable implementation of the sys-
tem.

1 Introduction

Digital cultural heritage collections contain mutually interrelated data that are provided
for users through digital libraries. Semantic web technologies have enabled semanti-
cally interlinking of such collections [25, 14] and made possible to not only search
individual collections, but also to browse, visualize and recommend objects across het-
erogeneous collections.

Recently, ubiquitous systems have gained popularity and weare witnessing an in-
creasing number of users accessing web-based digital services using mobile devices.
This opens up new possibilities for digital libraries that preserve descriptions of physi-
cal collections, such as museum databases, archaeologicalarchives and tourist informa-
tion catalogues. In addition to digital access to catalogued content, ubiquitous systems
can guide the users to find objects in physical environments.

Recommender systems are able to assist the user to find contents that are likely of
interest for the user [1, 27]. Unlike search systems, recommender systems enable infor-
mation access without an explicit query given by the user. This is particularly important
in ubiquitous user scenarios, where the usability of the mobile devices often limits the
user’s willingness to perform complicated search tasks. Especially, personalized recom-
mender systems that compare the user’s profile to reference characteristics, and predict



the relevance that a user would give to an object they had not yet seen, are beneficial
and reduce the need of interaction with the device. However,minimizing the user inter-
action imposes the problems of automatically matching the relevant content according
to the user’s profile and context.

In ubiquitous scenarios it is possible to limit the recommendations according to
user’s context information. In addition, user’s behavior can be tracked to adapt the pro-
file that can further limit the possible objects offered for the user. However, recom-
mender systems suffer from the following problems [27, 5]:

1. Cold-start. Many of the users visiting museums are first-time visitors and their user
profiles have limited data about the particular museum beingvisited. Therefore,
users cannot immediately benefit from the recommender system unless it can gen-
eralize over similar contexts and content. In addition, theusers must be able to
manually construct and edit the profile.

2. Sparsity. The descriptions of the cultural heritage objects originate from heteroge-
neous collections and can be described with different structures, vocabularies and
levels of granularity. The limitation in interlinking can lead to poor recommenda-
tions. Therefore, the recommendation methods should be able to benefit from se-
mantic background information that provides richer interlinking and reduces spar-
sity.

3. Over specialization. The user profiles are constructed based on the features of the
objects in the collections. This can lead to over specialization where users are rec-
ommended the objects that are too similar to the ones the userhas already seen in
the past. Therefore, the recommendation method must be ableto generalize over
similar but not necessarily equal features.

In this paper we demonstrate how background knowledge, semantic reasoning,
query expansion and context aware user profiling can be used to overcome the above
problems. The rest of the paper is organized as follows. In section 2 we will present
an overview of the Smartmuseum recommender system. Section3 describes the con-
tent creation and storage. Section 4 presents the user and the context models, and the
method to construct the models for user profiling. Section 5 defines the recommendation
method. Finally, we discuss the contributions, related work and future work.

2 Smartmuseum Recommender System

Smartmuseum is a system for enhancing on-site personalizedaccess to digital cultural
heritage through adaptive user profiling. Here we present the knowledge-based recom-
mender system of Smartmuseum that uses context-aware user modeling and semantic
data processing to provide recommendations. The functioning of the Smartmuseum rec-
ommender system can be illustrated through four main scenarios:

1. Outside user scenario: the user is provided information about interesting visiting
sites or museums.

2. Inside user scenario: the user enters a visiting site or museum and is provided
information about objects that could be in interest of the user.



3. User administrative scenario: the user enters user profile information either manu-
ally or tags objects to express interests on-site.

4. Curator administrative scenario: the system curator enters a new object into the
system.

Fig. 1: System-level features of the Smartmuseum recommender system.

The outside scenario is dependent on the location of the userdetermined by the
GPS of a mobile device or a map interface of a web browser. The location information
forms the context of the user. This context is combined with the user’s personal profile
to recommend sites of interest that are close to the user’s current location. When the
user finds a suitable visiting site and wants to know more on what to do at the specific
site, the user can click on the user interface to indicate theentrance to the visiting site.
This switches the mode of the system to the inside scenario.

In the inside scenario, the user’s context is attached with the information of being
inside a certain visiting site or a museum. The user profile isthen matched to objects
limited to the ones available on the site.

In the user administrative scenario, the user is able to tag the recommended objects
using an ”I like” tag or an ”I dislike” tag. The metadata of theobjects marked with these



tags are further used to construct and adapt the user’s profile. The user is also able to
manually enter profile information using a web interface. Inthe curator administrative
scenario, the digital library or museum curator is able to enter new objects to the system.
The objects are then stored and indexed using semantic reasoning techniques for further
reference.

These main level scenarios can be divided into four system-level features illustrated
in Figure 1. A User can enter the user profile manually or it canbe constructed auto-
matically based on the user’s tagging behavior. In the recommendation phase, the user
profile is first retrieved based on user’s current context. Recommendations are retrieved
for the user in either an inside or an outside scenario. To support the administrative sce-
nario, the system curator is able to enter new objects to the system for further reference.
The objects are stored and indexed in a triple-store that enables query expansion and
efficient retrieval.

3 Content Creation and Storage

3.1 Ontologies, Metadata Schemas and Annotations

The metadata describing objects are called annotations. Annotations are stored and in-
dexed to enable efficient retrieval in the recommendation phase. The actual objects can
be regular HTML pages or images and stored decentralized. The annotations are stored
in the Smartmuseum annotation base and can further be used togive reference to the
HTML pages or images. Annotations are described in RDF(S) language [6].

In this study, the system was tested with two different dataset on cultural heritage
domain: Finnish cultural heritage data from CultureSampo portal4 and Smartmuseum
data from Heritage Malta5 and Institute and Museum of the History of Science in Flo-
rence6. Both datasets consist of lightweight ontologies and semantically annotated data
corresponding to a Dublin Core compatible metadata schemas. CultureSampo dataset
is indexed with the KOKO ontology7 developed in FinnONTO project [15]. Smartmu-
seum data is indexed with Getty Vocabularies8. The ontologies used are light weight
ontologies that are transformed to RDF(S) from thesauri, where concepts are organized
in subsumption hierarchies. Geographical instances are structured in meronymical hi-
erarchies that represent geographical inclusion. Geographical instances are geo-coded
using the W3C Geo Vocabulary9.

The aggregated knowledge base of CultureSampo dataset contains 133,735 objects
and the Smartmuseum data consist of 1000 objects. The knowledge base consists of
over 1.3 million RDF triples. The content is enriched using reasoning, resulting in some
12 million triples.

4 http://www.kulttuurisampo.fi/
5 http://www.heritagemalta.org/
6 http://www.imss.fi.it/
7 http://www.yso.fi/onto/koko
8 http://www.getty.edu/research/conductingresearch/vocabularies/
9 http://www.w3.org/2003/01/geo/



3.2 Annotation Storage and Indexing

Smartmuseum requires fast retrieval of recommendations and dynamic query expan-
sion depending on the user’s profile and context. Indexing isinevitable to enable such
functionalities. To support these requirements, we built four indices:

1. Annotation Index stores the original annotations and is built by storing all triples for
each of the objects. The purpose of the index is to support fast retrieval when build-
ing a Triple-space index. Annotation index is also used to retrieve the information
of the object to be shown in the user interface. We use a matrixof objects times
triples. This enables further access either by querying using triples, or querying
using object URIs.

2. Ontology Index is an index that stores the subsumption and part-of hierarchies.
These are used for on-line query expansion and building the Triple-space index.
For each resource in the domain, we store the superclasses ofthe resource in sub-
sumption and part-of hierarchies. We use a matrix of resources times resources.
For example, for resource Helsinki, we store all it’s ancestors in the part-of tree:
Uusimaa, Finland, Scandinavia, Northern-Europe, Europe and the Earth.

3. Triple-space Index is an index that stores the annotation with respect to tran-
sitive subsumption and part-of relations, i.e. triples originating from the anno-
tations based on reasoning. This index makes use of the annotation index and
ontology index. We use a matrix of objects times triples. Forexample, for
triple <sm:Object1, sm:manufacturedIn, place:Helsinki> we store all combina-
tions reachable by reasoning, i.e.<sm:Object1, sm:relatedTo, place:Helsinki>,
<sm:Object1, rdf:Property, place:Helsinki>, <sm:Object1, sm:manufacturedIn,
place:Finland>, ... ,<rdf:Resource, rdf:Resource, rdf:Resource>.

4. Spatial Index is an index that stores positioning information about objects. In our
data set, positioning information is represented in two different ways: either 1)
directly using WGS84 as a reference datum for values of properties geo:lat and
geo:long from the W3C Geo Vocabulary, or 2) indirectly by a reference to an lo-
cation described in ontologies which then refers to WGS84 values either directly
or through it’s ancestor concepts. For each annotation, we store a reference to a
WGS84 point using latitudelat and longitudelon. This indexing is also done
for annotations that refer to coordinates indirectly through instances in the geo-
ontology. This ensures fast retrieval of the objects based on the WGS84 coordinate
information. In addition, we store coordinate location of every location in the on-
tology.

Annotation index is designed to support the other indexing tasks and Ontology in-
dex to support on-line query expansion. Therefore, an indexed annotation can now be
represented with the Spatial index and the Triple-space index. An annotation of an ob-
ject is a set of triples and coordinates attached to an object. More formally, a objectD
consist of a set of triplest ∈ T and set of coordinatesc. Triples belong to the Cartesian
product of the resourcesR in the domain,T ∈ R × R × R. Each coordinatec has
latitudelat ∈ [−180, 180] and longitudelong ∈ [−180, 180]. Therefore, an objectD
is a pairD =< t, c >, wheret forms a vector space of triples. The vector space model
(VSM) [22] is further used for the retrieval of the objects.



All of the indices are implemented using Apache Lucene10. We store all the indexes
in separate fields, but in a single final index. This enables evaluating all retrieval criteria
in the same query evaluation task, which is essential in realapplications. This is due,
that result sets for the Triple space index can be very large and in worst case all of the
annotations stored in the annotation base. Therefore limiting the result set using spatial
criteria must be done in the same query evaluation task than the triple space matching.
This is expected to cut down the search space significantly inreal life retrieval cases.

4 User Profiling

A user profile is a collection of data about interests associated to a specific user. We
support ontology-based user profiles and our model for representing user profiles con-
sists of a set of RDF triples. This is important to enable matching the user profiles to
the annotations. The profile triples are formulated using resource identifiers from on-
tologies. The rationale behind this is that triples can be matched to annotations using
ontology-based reasoning and query expansion. Positioning information is mapped to
geographical location identifiers of the ontology using theSpatial index.

The model used to represent a user profile is context aware. This means that the con-
text where the tagging is performed can be attached to the actual triple that describes the
user’s interest. Smartmuseum currently supports only location context, but the context
model is designed to use triples and therefore any context information can be deployed.
Each triple in the user profile can be attached to a context. The context is represented
using a set of triples.

More formally, a user profileP consist of a set of profile entriespi. Profile entries
consist of a triplet ∈ T and a context triplect ∈ T that belong to a Cartesian product of
the resourcesR in the domain,T ∈ R×R×R. Each triplet is attached with a context
in which it was added. For each triple in the profile entrypi in the user profile, there
exists a weightw ∈ [−1, 1]. A User can create a user profile either manually using a
web user-interface or dynamically based on the tags that theuser explicitly adds for the
visited objects.

4.1 Manual User Profile Construction

A user profile can be created manually using a web user-interface shown in Figure 2.
The user is able to add concepts that the user likes or dislikes. The selections can be
made from three facets: general concepts, persons and places. Each concept can be
selected either by using an auto-completion search or faceted browsing based on the
subsumption and part-of hierarchies of the ontologies. Therationale is to support initial
profile creation using web interface and further adapt the profile to the user’s interests
based on the user’s behavior. The concepts that are manuallyinserted to the profile are
expanded as triples. Each concept is placed as an object of the triple andrdf:Property is
used as the predicate andrdf:Resource as the subject. This is because the user interface
is required to be simple and only initial profile is required to be inserted using the

10 http://lucene.apache.org/



Fig. 2: Web user-interface for manual profile editing. Userscan add explicit concepts that they
like or dislike. The selection can be made using faceted browsing based on the subsumption hier-
archies of the ontologies (left). In addition, the selections can be made from three auto-completion
widgets: general concepts, persons or places (person and places widgets shown right).

web user-interface. The annotations are binary predicates, where the subject is always
the identifier of the object and the object is the actual valuedescribing the annotated
object. Therefore, placing the concept only as the object ofthe triple and using the most
general property is suitable and guarantees the match to allrequired resources in the
recommendation retrieval phase. The triples in the manual profile construction phase
are added with an empty context.

4.2 Dynamic Profile Construction

User profile can also be constructed dynamically based on thetagging behavior of a
user. When the user sees an interesting object inside a museum, the user is able to
tag the object with an ”I Like” tag or an ”I dislike” tag. The user profile is then up-
dated accordingly. Each triple in the user’s profile is attached to a context in which the
tagging of the object, to which the triple was attached to, was performed. For exam-
ple, consider a case where user has tagged an ”I like” tag for apainting that is anno-
tated to have arenaissance as astyle period , and the tagging has taken place in Italy.
In our example, this would result to a following triples to beinserted as a user pro-
file entry: t =<sm:painting,sm:stylePeriod, koko:renaissance>, ct =<rdf:Resource,
sm:userLocation, place:Italy>, w = 1.

The problem with direct estimation like this is that user hasindicated a preference
of Italian paintings, however, the contexts in which the observations are done can be
very sparse. Therefore, we use Laplace (i.e. add one) smoothing [18] to shave a share
of the probability mass to contexts for which no observations are available. In this way,
we can observe some probability for every triple even if it has not been tagged in the
specified context.

5 Recommendation Retrieval

Recommendation retrieval is performed in five phases. First, the user profile is retrieved
based on the user’s context. This results into a weighted setof profile triples. Second,



Fig. 3: The mobile user interface (left) illustrates the outside scenario, where user is recommended
cultural sites close the the user’s current location. The web browser user interface (right) repre-
sents the inside scenario, where the user is recommended objects inside the museum that match
the user’s profile.

the user’s current context is created based on the location of the user. This gives spatial
restrictions for objects to be recommended and includes mapping the user’s location
using spatial index to an ontological representation that is used in the user profile. Per-
forming these two phases, we are able to formulate a user profile that corresponds to the
user’s current context and specifies spatial restrictions that can be used in the recom-
mendation retrieval phase. Third, the query-time context information that are offered
for user as slider controls in the user interface (see web browser user interface in Figure
3) are used to perform on-line query expansion and weighting. Fourth, the user profile
is used to retrieve the relevant objects from the annotationbase. Finally, the best results
are clustered to provide different viewpoints to the recommendation results. Each clus-
ter is explained in terms of the matching triples that the objects in the cluster contain.

5.1 User Profile Retrieval

Retrieving the user profile based on the user’s context is done by mapping the user’s lo-
cation, determined by GPS or the user pointing a map in an userinterface, to ontological
concepts using the spatial index. This results into an ontological resource representing
the position information. The weighted user profile is then retrieved based on the con-



text. The weights for the triples can be observed from the tagging behavior of the user.
We use the likelihood of a context generating a certain triple. It can be observed from
the relative frequencies of the profile entries. Formally,P (t|ct) = count(t|ct)

count(ct) . For ex-
ample, if a user profile contains tags for triples about Italian paintings in the context of
Helsinki, say 10 times, and triples in Helsinki in total 20 times, theP (<sm:Painting,
sm:manufacturedIn, place:Italy> | <rdf:Resource, sm:userLocation, place:Helsinki>)
would be10/20 = 0.5. In addition, we have the negative or positive votes for the triple.
We calculate the average of the votes of the triple in the given context and multiply it
with the probability of the triple in the context.

5.2 User Context Creation

Constructing spatial constraints corresponding the user’s current context heads to limit
the matching of the possible objects to be recommended to those that are close to the
user’s current location. We create constraints to retrievenearby content by expanding
the location information of the user. The received coordinate point is expanded to cover
a circular area within the radiusr. A sole bounding box is created where each of the
edges of the box have a distancer from the pointp, where the user is located i.e. the
distance to the edges of the bounding box from the givenp is r. The distancer can be
adjusted in the user interface. We set the possible intervalto be from 100 meters to 50
kilometers.

5.3 Query Expansion and Weighting

On-line query expansion and weighting means to expand the triplest retrieved in a first
phase by using ontological reasoning. We provide slider controls, shown in Figure 3
for the user to control the following dimensions: subject matter, location and tempo-
ral. Here, the subject matter slider reflects to triples predicated bydc:subject or any of
it’s sub-properties, the location slider reflects to triples predicated by the spatial cov-
erage predicate or any of it’s sub-properties and the temporal slider reflects to triples
predicated by temporal coverage predicate or any of it’s sub-properties. For example by
moving the subject matter -slider to a lower position, we perform query expansion to
retrieve also content that is more general than defined by thetriples in the profile. This
means not only matching more specific cases of the triple (i.e. in case of Finland, match
also Helsinki), but also more general cases (i.e. in case of Finland, match also Scandi-
navia). This query expansion up in the hierarchy is done by calculating the Wu-Palmer
measure [28] for each resource of the triple and by acceptingall triple combinations
of resources that have a Wu-Palmer value below the value given by the slider. In ad-
dition of the query expansion, the weight of the triple in case is weighted according
to the value given by the slider. Here, the ontology index is used to make fast on-line
calculation of the Wu-Palmer measure.

Intuitively, this means that by lowering the value given by the slider, users indicate
the dimension less relevant for their current information need. In this way, users can
allow more radical query expansion and at the same time give lower value for the di-
mension specified by the slider. On the other hand, users can set a certain dimension



more important, and triples under this dimension will be used in retrieval strictly based
on user’s profile and with higher weight.

5.4 Recommendation Retrieval

Recommendation retrieval is performed by using the query constructed from user pro-
file and context. Based on the earlier phases we have a set of profile triplest that each
have weightw. Each triple may be expanded using query expansion to multiple triples,
that each have the weight of the original triples. The weightof each resulting triple is
then multiplied by the value given by the slider. As a result we have a set of triples
t ∈ T , each triple having a weightw. In addition, we have a spatial constraint, that
defines the lower and upper bound for latitude and longitude.Finally, we can define
the retrieval as a two step matching procedure that utilizesthe spatial constraints and a
scoring function used to calculate the cosine similarity [23] in vector space model [22]
that we have generalized for the triple space:

1. Prune the search space based on the spatial index, such that the spatial constraints
hold.

2. For the remaining matrix, calculate cosine similarity between vectors of index
triples it in triple-space index and triplest in the profile using the Apache Lucene
tf-idf scoring function:score(t, it) =

∑

tripleMatch(t, it), where

tripleMatch(t, it) =

{

(tf(t) · idf(t)2 · w) whent ≡ it
0 otherwise

,

wheretf is a triple frequency of a triplet given bytf = freq(t)1/2, idf(t) is an
inverse triple frequency given byidf(t) = 1 + log( N

Nt+1 ), whereN is the number
of all objects andNt is the number of objects, wheret appears andw is the weight
determined for the triplet.

5.5 Clustering

The recommendation results are returned as a ranked list by the retrieval method. While
the ranking of the objects is important, to avoid over specialization, users may also
want to receive recommendations from the different viewpoints specified in their user
profiles. Therefore, we cluster the top recommendations andshow the user 10 highest
ranked objects from each cluster.

The clustering is based on the matching triples collected for each of the top 300
recommended objects given by the retrieval method. We use the FastICA algorithm to
perform independent component analysis [13]11. Independent component analysis is
a computational method for separating a multivariate signal into subcomponents sup-
posing the mutual statistical independence. We construct aconcept combinations times
objects matrix. The following combinations of the matchingtriples are used as con-
cept combinations: subject, object, subject and object, predicate and object, and the full

11 An Java implementation of FastICA (http://sourceforge.net/projects/fastica/) is used.



triple. Then, the principal component analysis is run for the matrix to reduce dimen-
sions. Eigenfilter with filtering percentage of 98 is used in PCA. This means that after
PCA sorts the eigenvalues, the first highest eigenvalues, whose sum is higher than 98
percent of all of the eigenvalues are used in the actual FastICA algorithm.

For FastICA, we set the number of desired clusters to 10. Thisis the maximum
number of clusters returned. However, the algorithm determines less clusters if no fur-
ther meaningful separation can be made. We used the hyperbolic tangent (a=1) as a
contrast function. Clusters were obtained based on the highest absolute value of each
object from the returned component vectors. Finally, the clusters were labeled by in-
cluding the labels of the five most common concepts occurringin the cluster excluding
concepts that occur in all of the clusters.

5.6 User Interfaces

The Smartmuseum recommender system is implemented with twoseparate user inter-
faces: web browser based interface and mobile phone interface shown in Figure 3. The
mobile user widget reads the user’s location context from the mobile device and re-
trieves matching content. In the example showed in the figure, the user’s location is
Espoo in Finland, and the user is known to be outdoor based on user’s own indication.
The web user interface demonstrates a situation where the user has indicated to be in-
side a museum. The web interface shows the results corresponding to the user’s profile.
The results are clustered into two clusters. The first cluster contains objects meant for
adult visitors, have a subject science and are cross-staffs. The second cluster contains
instruments that have subject electrical engineering and are also meant for adult visi-
tors. Using the web interface, the user is able to adjust the recommendations on three
dimensions using sliders as explained before: subject matter, location and time. Adjust-
ing the sliders different matching triples may be determined and therefore also different
clusters may be formulated. In the current system sensors are not included to identify if
the user is entering the museum or if the user is looking some particular artwork. There-
fore user is required to indicate the rating of the object or the entrance to a museum by
clicking a link in the user interface.

The current version of the system has been implemented for a web browser and
with partial functionality for Symbian S60 mobile devices using the S60 Web Run-
time (WRT)12 The mobile system acts as a ”push” service and automaticallyupdates
recommendation data by polling the server based on a configurable time interval. The
recommendation engine is implemented in Java and uses Apache Lucene13 for indexing
and cosine similarity calculation. All of the data is modeled in RDF(S)14.

12 http://www.forum.nokia.com/TechnologyTopics/WebTechnologies/WebRuntime/. The ap-
plication is functional in S60 mobile devices that have the positioning support.

13 http://lucene.apache.org/java/docs/
14 http://www.w3.org/RDF/



6 Discussion

6.1 Related Work

Recommender systems have been used in a number of different applications such as
web browsing [8], recommending books, music [17], movies [19] and news [16].

The current recommendation methods can be divided into a demographic technique
[20, 26], collaborative filtering [16, 21], case based filtering [7] and content based fil-
tering [24, 20]. Knowledge-based recommender systems [9, 11] are a type of content-
based filtering.

Many existing cultural heritage portals support knowledge-based recommendation
[25, 14] and mobile recommender systems have been implemented in the cultural her-
itage domain [2, 4]. The CHIP demonstrator [27] provides a personalized access to mu-
seum collections using ontology-based annotations and knowledge-based recommen-
dation. A similar approach has been applied to provide recommendation support in
e-tourism [10]. DBPedia Mobile enables map-based visualization and semantic search
on DBPedia dataset [3]. Recently, many researchers have actively tried to leverage a
Semantic Web in support of context-aware and personalized recommendation. For ex-
ample, MyCampus is a Semantic Web environment for context-aware mobile services
[12]. It provides interfaces to perform privacy aware queries and to access information
from external web services.

6.2 Contributions

This paper presented knowledge-based recommender system Smartmuseum. The con-
tributions of our approach are threefold. First, we presenta generic user profile model
that is not based on pre-defined schemata, but is a simple set of weighted triples. Sec-
ond, user profiling used is context-aware and takes advantage of contextual information,
such as user’s current location, to further improve personalization. Third, the knowledge
representation and retrieval methods of Smartmuseum are based on metadata schemas
and large domain ontologies. This allows generalization for heterogeneous distributed
collections described with different vocabularies and different levels of granularity. We
describe a recommender method that is able to benefit from generic context-aware user
profile, operates on smart indices and enables on-line performance of context-dependent
query expansion. The recommendation method is demonstrated in a prototype applica-
tion that operates on a knowledge-base of over 130.000 objects and has both mobile
and web user interfaces.

Content- and knowledge based recommender systems often suffer from over-
specialization [1]. This means that the user is being recommended only the objects
that are similar to the ones she rated highly in the past. However, if the objects are
too similar to something the user has already seen, such as a different news article de-
scribing the same event, objects should not be recommended.In Smartmuseum, query
expansion and clustering can be used to reduce over-specialization.

In case of content- and knowledge based recommender systems, the user has to
rate a sufficient number of objects before a content-based recommender system can
really understand user’s preferences and present reliablerecommendations. This is often



referred as a cold-start problem. We tackle the problem by offering a web interface,
where users can manually edit and insert new profile information. In this way, the user is
also able to avoid non-relevant information to be included to user’s profile. In addition,
the background knowledge is used to reduce the sparsity of the data.

Although formal evaluation of the system has not yet been conducted, the demon-
strator system that tackles the problems presented above has been built and intuitively
gives relevant recommendations. However, further evaluation of the methods and us-
ability of the user interfaces are required.

Smartmuseum only uses location as a context and the performance of the context-
based profiles are not studied in detail. Also the profile entries are independent and
therefore modeling conditional dependencies of multiple context parameters is not sup-
ported. The system may also suffer from restricted positioning because it relies only on
GPS.

In addition, Smartmuseum recommender system has only limited content analysis
capabilities and is most useful in domains where content information can be extracted
automatically or like in our case where it has been provided manually by museum cu-
rators.

6.3 Future Work

Our intention is to extend the work to the following directions. First, we will deploy
automatic detection of user’s location inside a museum based on external sensors. We
will also provide RFID based identification for individual objects inside the museums.
Second, we will investigate how collaborative filtering techniques could be incorporated
with our knowledge-based recommendation method. Such hybrid approach would ben-
efit from annotated content and ontology-based reasoning, but would be able to capture
the knowledge originating from collaborative behavior of the users. Third, our inten-
tion is to extended the system to use other external information sources that can provide
context information.
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