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ABSTRACT: We present a new protocol for establishing 
secure communications over an insecure communications 
charmel in the absence of trusted third parties or 
authenticated keys. The protocol is an improvement over 
the simpler protocol in which the communicating parties 
exchanged their public encryption keys and used them to 
encrypt messages. It forces a potential eavesdropper--if he 
wants to understand the messages--to reveal his existence 
by modifying and seriously garbling the communication. 

1. INTRODUCTION 
Public-key cryptosystems [1, 2] with central directories 
that authenticate and distribute the keys give their 
users a high degree of protection. However, for large, 
loosely organized and Eontinuously changing networks 
(telephones, home computers, electronic mail, etc.), a 
central directory is almost impossible to maintain, and 
the communicating parties have to rely on local, inse- 
cure directories or they have to exchange their public 
keys themselves. The purpose of this paper is to suggest 
a new communications protocol that protects the net- 
work members against eavesdroppers even in this case. 

An applica!ion we have in mind is one in which two 
company executives who can recognize each other's 
voice but who do not have each other's key want to 
communicate via a scrambled telephone line. All the 
key exchanges and encryption/decryption parts of the 
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protocol are handled automatically, and the two execu- 
tives are aware only of each other's unscrambled voice. 

2. THE EAVESDROPPER SCENARIO 
Consider the following eavesdropper scenario. We de- 
fine an eavesdropper to be someone who wants to mon- 
itor the communication between two parties without 
tampering with the data and without exposing his ex- 
istence. He may modify the ciphertext stream in any 
manner whatsoever (deleting, delaying, substituting, or 
inserting ciphertexts) as long as he does not change the 
clearteXts received by the communicating parties. Note 
that; in the context of a public-key cryptosystem, a 
successful eavesdropper must actively participate in the 
ke3~-exchange protocol; but, if he wants to monitor the 
communications for a long perigd of time, he would 
have to try to behave as transparently as possible, since 
any trace he leaves in the cleartexts is likely to arouse 
suspicion. 

A well-known and serious problem with unauthenti- 
cated public-key exchange protocols is that the commu- 
nication between the two parties, A and B, can be trans- 
parently monitored by an eavesdropper, C, who inserts 
into the communication line an encryption/decryption 
device as follows: 

C 
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When A wants to communicate with B, C replaces both 
the public key, KA, that A sends to B and the public 
key, KB, that B sends to A by his own public key, KC (or 
by a pair of keys, KC' and KC", if the keys contain an 
identifying prefix). Whenever A sends an encrypted 
message EKc(MA} to B, C intercepts it, decrypts it in 
order to read MA, and then reencrypts it as EKB(MA) 
before sending it to B. Messages, MB, sent by B to A are 
handled in a similar way. 

The communicating parties can try to trap C by send- 
ing their public keys again for verification as part of the 
cleartexts they exchange. If C is not allowed to change 
such messages, he may get into trouble. To avoid this 
technical difficulty, we allow eavesdroppers to change 
all the key-related portions of messages and assume 
that they are clever enough to detect them in real time. 

One can almost prove that when all the communica- 
tion lines between A and B are controlled by C, this 
cryptanalytic attack cannot be foiled. If A and B cannot 
authenticate the keys they receive, KC looks just as 
legal as KA and KB. Since all of C's actions are transpar- 
ent, A and B cannot possibly distinguish between a 
scenario in which C exists and a scenario in which C 
does not exist. Yet, we claim that a simple change in 
the communications protocol can dramatically reduce 
the danger posed by eavesdroppers. 

We note that no such protocol can be perfect since it 
is conceivable that C could pretend to be B sufficiently 
well that A would have no means of determining that 
he was talking to C rather than B. This possibility is of 
particular concern when A and B are merely machines. 
However, the net effect of the protocol to be proposed is 
that any authentication provided by A's a priori knowl- 
edge of B's communication patterns, knowledge or 
voice is used to expose the would-be eavesdropper. 
This is a feature that the ordinary "exchange of public 
keys" protocols does not possess, since there, C can 
successfully eavesdrop without any a priori knowledge 
about A and B. 

3. THE "INTERLOCK" PROTOCOL 
After A and B have exchanged their public keys, they 
exchange a pair of data blocks, MA and MB, as follows: 

1. A encrypts MA under KB but sends B only the first 
half of the bits of the resulting ciphertext EKB(MA). 

2. B encrypts MB under KA and sends A the first 
half of Er~(MB). 

3. A sends B the second half EKB(MA). 
4. B sends A the second half of E~(MB). 
5. A and B concatenate the two halves of Er~(MB) and 

EKB(MA), respectively, and use their secret 
decryption keys to read the messages. 

Each side performs a step in this protocol only after he 
receives the information sent by the other side in the 
previous step. 

Assuming that the opponent, C, succeeded in replac- 
ing KA and KB by KC, let us examine his situation after 
Step I has been executed. He has, at his disposal, the 

first half of EK¢(MA), but this is not enough to read MA. 
He must send B something, otherwise, the communica- 
tion will be terminated and he will discover nothing 
about MA and MB. If he sends B the same half cipher- 
text he received from A, B will later try to decrypt it 
with the "wrong" key and will get garbage. C is thus 
forced to behave nontransparently and to invent a new 
message, MA' (whic h probably has nothing to do with 
MA), to encrypt it under KB, and to send the first half of 
EKs(MA') to B. Similarly, he is forced to replace the 
unknown MB by another message MB' in Step 2. By the 
time he discovers the true values of MA and MB in 
Steps 3 and 4, it is too late to change MA' and MB', 
since he is already committed to the first halves of their 
ciphertexts. Therefore, any attempt by C to read MA 
and MB will either garble or completely change the 
communication between A and B. 

Instead of transmitting the two halves of the cipher- 
text separately as proposed here, other two-part meth- 
ods could be used as long as the transmission of the 
first part effectively commits the sender to the final 
cleartext although the cleartext cannot be computed 
without the use of the second half as well. Further- 
more, the first part must depend on the recipient's pub- 
lic key in such a manner that an enemy could not 
modify the first part so as to depend on his own public 
key instead. For example, the first part could be a 
"cryptographic checksum" or "one-way function" of the 
ciphertext, and the second part could be the ciphertext 
itself. However, more bits are exchanged by the parties 
in this variant than in the original interlock protocol. 

4. GENERALIZATIONS 
If A and B want to exchange n blocks of information, 
they can repeat the interlock protocol for each pair of 
blocks. A sophisticated opponent can try to use the 
following delaying technique: 

1. During the first cycle through the protocol, C 
sends A and B dummy messages MB' and MA ~, 
and records the actual messages MB1 and MA1. 

2. During the ith cycle, C sends A and B the properly 
translated versions of the ciphertexts of MBi-~ and 
MAi-1. and records the new messages, M Bi and 
MAi. 

3. The last pair of blocks, MB. and MA., are lost 
since A and B do not expect any more messages 
after the nth cycle. 

While this mode of attack reduces the interference of 
C with the communication between A and B, it can be 
detected by the communicating parties since the mes- 
sages they send and the messages they receive are out 
of phase: If A poses a question to B during cycle i, B 
receives it only during cycle i + 1, and the response he 
sends during cycle i + 2 is received by A only during 
cycle i + 3. Assuming that each message contains both 
a question and an answer to the previous question, it is 
easy to show that C cannot interleave his exchanges 
with A and B in a way that will look transparent to 

394 Communications of the ACM April 1984 Volume 27 Number 4 



Abstracts 

b o t h  of  t h e m ,  a n d  t h e  d e l a y s  h e  is f o r c e d  to i n t r o d u c e  
a r e  l i ke ly  to a r o u s e  s u s p i c i o n .  

T h e  i n t e r l o c k  p r o t o c o l  r e q u i r e s  t ha t ,  a t  t h e  b e g i n n i n g  
o f  e a c h  cyc le ,  b o t h  A a n d  B a r e  r e a d y  to t r a n s m i t  m e a n -  
i n g f u l  m e s s a g e s  (a " f u l l - d u p l e x "  c o m m u n i c a t i o n  pa t -  
t e rn ) .  M o r e  c o m m o n  is a " h a l f - d u p l e x "  m o d e  i n  w h i c h  
t h e  p a r t i e s  a l t e r n a t e  in  t h e  t r a n s m i s s i o n  o f  m e s s a g e s ,  
a n d  w h e r e  e a c h  m e s s a g e  m a y  d e p e n d  u p o n  t h e  m e s -  
s age  j u s t  r e c e i v e d  f r o m  t h e  o t h e r  pa r t y .  In  t h i s  m o d e  o f  
o p e r a t i o n ,  it  is h a r d e r  to e x p o s e  a n  e a v e s d r o p p e r  s i n c e  
a m e s s a g e  s e n t  b y  o n e  p a r t y  m u s t  b e c o m e  d e c i p h e r a b l e  
b e f o r e  a n y  m e a n i n g f u l  r e s p o n s e  is e x p e c t e d  f r o m  t h e  
r e c i p i e n t  o f  t h e  m e s s a g e .  T h e  o n l y  w a y  a n  e a v e s d r o p -  
p e r  c a n  be  d e t e c t e d  i n  t h i s  c a s e  is b y  t i m i n g  t h e  d e l a y  
b e t w e e n  q u e s t i o n s  a n d  a n s w e r s .  If a q u e s t i o n  t a k e s  t 
s e c o n d s  to t r a n s m i t  (at a f i x e d  B a u d  r a t e  w h i c h  c a n n o t  
be  c h a n g e d  b y  t h e  e a v e s d r o p p e r ) ,  a n d  if  t h e  e a v e s d r o p -  
p e r  c a n  s t a r t  t r a n s l a t i n g  it o n l y  w h e n  t h e  t r a n s m i s s i o n  
is c o m p l e t e ,  (e.g., w h e n  t h e  c i p h e r t e x t  is s u p e r e n -  
c r y p t e d  b y  a t e m p o r a r y  k e y  w h i c h  is r e v e a l e d  a t  t h e  
e n d  o f  t h e  t r a n s m i s s i o n ) ,  t h e  t h e  t r a n s l a t i o n  a d d s  a t  
l e a s t  t s e c o n d s  to t h e  t r a n s m i s s i o n  d e l a y .  T h i s  e x t r a  
d e l a y  c a n  be  d e t e c t e d  if  t h e  q u e s t i o n  m u s t  be  a n s w e r e d  
n o t  s o o n e r  t h a n  s s e c o n d s  a n d  n o t  l a t e r  t h a n  s + t 
s e c o n d s  a f t e r  it h a s  b e e n  p o s e d ,  for  s o m e  f i x e d  b u t  
a r b i t r a r y  s. 

O n e  m o d e  o f  o p e r a t i o n  i n  w h i c h  t h e  e x i s t e n c e  o f  a n  
e a v e s d r o p p e r  c a n n o t  be  e x p o s e d  is  a o n e - w a y  c o m m u -  
n i c a t i o n  in  w h i c h  A w a n t s  to s e n d  B a m e s s a g e  b u t  d o e s  
n o t  e x p e c t  (or c a n n o t  r e c e i v e )  a n y  r e s p o n s e .  It is c l e a r  
t h a t  w i t h o u t  h a v i n g  a u t h e n t i c a t e d  i n f o r m a t i o n  a b o u t  
A ' s  k e y  or  e x a c t  t r a n s m i s s i o n  t i m e ,  t h e  t r a n s l a t i o n  o f  
t h e  c i p h e r t e x t  b y  C c a n n o t  be  d e t e c t e d .  
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