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AbstratThe ommerial viability of automating large sale diretory assistane is shown by presenting new results on thereognition of large numbers of di�erent names. Satisfatory reognition performane is ahieved by employing astohasti ombination of N-best lists retrieved from multiple user utteranes with the telephone database as anadditional knowledge soure.The strategy is used in a prototype of a fully automated diretory information system whih is designed to over awhole ountry: After the ity has been seleted, the user is asked for �rst and last name of the desired person and,if neessary, also for the street or a spelling of the last name. Con�dene measures are used for an optimal dialogueow.We present results of di�erent reognition strategies for databases of various sizes with up to 1.3 million entries (ityof Berlin). The experiments show that for ooperative users more than 90% of all simple requests an be automated.Despite the fat that in the �eld a lot of pratial problems like database or lexion management or aquainting userswith the new systems have to be overome, the authors nevertheless deem the tehnology to be highly relevant forommerial deployment.ZusammenfassungNeue Ergebnisse zur Erkennung vieler vershiedener Namen zeigen die kommerzielle Mahbarkeit einer automatisiertenFernsprehauskunft im Gro�en. Dabei erreiht man eine zufriedenstellende Erkennungsgenauigkeit, indem man dieN-best Listen mehrerer Benutzera�au�erungen stohastish kombiniert, wobei die Telefondatenbank als zus�atzliheWissensquelle verwandt wird.Diese Strategie wird in einem Prototyp einer vollautomatishen Fernsprehauskunft eingesetzt, die f�ur einen lan-desweiten Einsatz entworfen wurde: Nah Auswahl der Stadt wird der Benutzer nah dem Vor- und Nahnamen dergew�unshten Person gefragt, bei Bedarf dann auh noh nah der Stra�e oder einer Buhstabierung des Nahnamens.Dabei werden Kon�denzma�e zur Optimierung des Dialogverlaufes benutzt.Wir pr�asentieren Ergebnisse vershiedener Erkennungsstrategien auf Datenbasen untershiedliher Gr�o�en bis zu1,3 Millionen Eintr�agen (Berlin). Diese Experimente zeigen, dass man bei kooperativen Benutzern mehr als 90% dereinfahen Anfragen automatisieren kann. Obwohl in der Anwendung noh etlihe praktishe Probleme wie Datenbank-oder Lexikonpege oder eine geeignete Benutzereinf�uhrung in die Systeme zu l�osen sind, erahten die Autoren dieseTehnologie als hohinteressant f�ur einen kommerziellen Einsatz.Keywords:diretory information; joint reognition; on�dene; database onstraints; large voabulary; spelling.1



1 IntrodutionIn reent years, the hallenging task of automati diretoryassistane has had a lot of attention in the speeh reogni-tion ommunity. Several demonstrator systems have beenset up and some �eld trials were performed [13, 6, 12, 9, 3℄.Quantitative results on reognition performane for var-ious diretory sizes and knowledge soures were publishedby several groups [9, 12, 5, 10, 7, 8℄.This paper investigates the problem of omplete au-tomation of diretory assistane requests for a whole oun-try and presents systemati results on what is the relativevalue of using all available knowledge soures.The paper starts out from the demonstrator system fora fully automated diretory information for the ity ofAahen with 131,000 database listings [12℄. Based on thiswork, a prototype system was designed whih, by its hier-arhial struture, an handle a omplete ountry.A dialogue example from this system is shown in Fig-ure 4. In the ourse of the dialogue, the system takes aombined deision on the joint probability over multipledialogue turns, using the diretory database itself as ad-ditional knowledge soure. In this way the searh spaewhih onsists of all 'ative' database entries an be re-dued step by step [1℄.The rest of the paper is organised as follows: Setion 2presents an overview of the system and its omponentsand desribes the dialogue design. A systemati evalua-tion of the approah follows in setion 3. There, error ratesare given for using joint (redundant) information with andwithout dynami lexion swithing. The use of on�denemeasures for the early detetion of problem ases is de-sribed in setion 4. Finally, setion 5 gives our mainonlusions.2 System Overview2.1 System ArhitetureThe prototype system onsists of a speeh reognizer, aspelling �lter, a dialogue manager, and a text-to-speehmodule as shown in Figure 1. As the results in setion 3indiate, the spelling module ould possibly be neessaryfor huge name databases. The dialogue manager providesthe language resoure manager with the urrent systemstate. From this the ative voabulary for the speeh re-ognizer and the spelling �lter is generated.In the Philips system, the speeh reognizer does notdeliver a single-best sentene-hypothesis for eah user ut-terane, but reates a word graph whih ontains many
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Figure 1: System arhiteturedi�erent hypotheses and their aousti sores. This wordgraph is usually passed to the language understandingmodule of the system. In our system-driven diretory in-formation prototype, the language understanding task istrivial, and therefore, the interpretation of the user inputhas been integrated into the dialogue manager.2.2 Speeh ReognizerThe speeh reognition system used for our experimentswas a state-of-the-art ontinuous density HMM reognizer.This speaker independent telephone-speeh deoder worksin two di�erent setups for the reognition of spoken respe-tively spelled words. The swithing between these senar-ios is done, under ontrol of the dialogue module, by thelanguage resoure manager, whih also delivers the ativevoabulary for the reognition of isolated words.2.2.1 Isolated Word ReognitionWorking in this mode the deoder is restrited to thereognition of a single word per utterane. After a stan-dard MFCC feature extration, we applied a Linear Dis-riminant Analysis (LDA) [4℄ in order to further improvereognition auray. The aousti model onsists of 29424strongly tied ontext-dependent phonemes whih weretrained on isolated word telephone speeh data. As wefoused our interest to the evaluation of the pure aousti-al reognition performane, all isolated word experimentshave been done without using any language model infor-mation. Employing for instane the additional knowlegdeof a unigram language model, whih was trained on thedatabase, would of ourse lead to a further error rate im-provement.2.2.2 Spelling ReognizerThe deoder used for the spelling experiments worked witha phoneme set ontaining two subsets in order to make the2



reognition of spelling words like \double" possible. Whilethe �rst set onsisted of phonemes whih were trained onontinuously spoken timetable inquiry data, the seondone omprised 61 ontext dependent spelling phonemes.For direting the searh in building up the spelling wordgraph a letter-bigram language model, trained on the tele-phone diretories of the major German ities, was used.This language model information, however, was only usedfor eÆieny reasons and was afterwards removed fromthe word graphs. Thus, the subsequent proessing of thespelling information worked without any language modelknowledge.2.3 Spelling FilterThe reognition auray for spelled names is muh higherthan for spoken names (f. [10℄ and setion 3). Thus,spelling is an interesting option to obtain additional aous-ti input without requiring extra database knowledge fromthe user.In a data olletion with real users, we saw that in real-life situations people do not always spell a name letter byletter. Instead, they also use expressions like 'double T'or 'M as in Mike'. Suh desriptive phrases are handledby the spelling module of our system, whih ats as post-proessor to the speeh reognizer.The spelling module reads a word graph from the reog-nizer whih ontains spelled letters and desriptive phrasesthat are used in spelling expressions (Fig. 2). As its out-put, the spelling module reates an extended word graphthat ontains all spelled words as word hypotheses. Thisway, spelling beomes transparent for the subsequent mod-ules whih an handle spelled words just as if they wouldhave been spoken regularly.The spelling module operates in a two-stage proess:
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Figure 2: Example word graph for \M. I. double L. E. R.".In the �rst stage, spelling expressions in the input areidenti�ed and translated into regular letters by parsingthe word graph with an attributed stohasti ontext-freegrammar, whih ontains rules for ommon spelling al-phabets, speial haraters (\A. Umlaut"), and desrip-tive phrases like \double T." or \M. as in Mike". Theapproah also permits to handle lari�ation expressionslike \Meyer with Y.". The result of the parse is stored

in a pure letter graph (Fig. 3). It has the same nodesas the underlying word graph, its ars are the letters orletter sequenes reated from the letters and desriptiveexpressions.
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M. M.Figure 3: Example letter graph.In the seond stage, the letter graph is searhed for let-ter sequenes that form valid words aording to a largebakground word list (e.g. all last names). For every wordfound, a new word hypothesis is added to the originalgraph. Its sore is omputed from the letters' aoustisores and the language-model sore from the stohas-ti spelling grammar. In our example, the names Miller,Mitler, and Milner would probably be onsidered valid(depending on the name list).2.4 Dialogue StrategyThe prototype system follows a hierarhial dialogue strat-egy (f. Figure 4): In the �rst step, the system asks forthe ity. At this point, only a limited voabulary ontain-ing the largest ities is ativated in the reognizer. If thereliability of the best-reognized ity falls below a ertainthreshold, the user is asked to verify the ity. If none of theities was understood with suÆient reliability (using thereliability measure from [11℄), the user is asked to spell theity name. At this time, the full ity voabulary is ative.One the ity is seleted, the database of this ity an beativated. Now, the dialogue aims at reduing the numberof ative database entries with every turn [1, 12℄. In thebeginning, the searh spae onsists of all diretory listingsof the seleted ity. The system starts by asking for thedesired last name. The searh spae is then redued toonly those database entries for whih the name was foundin the word-graph1. In the subsequent dialogue turns,the reognizer is dynamially on�gured to reognize onlythose words (�rst names, or streets, respetively) that referto ative database entries.In eah turn, the sores of the reognized hypothesesare ombined with the sores obtained so far for the or-responding database andidates. This forms a andidatelist with a joint probability assigned to eah andidate.1Note that a graph is just an N-best list of word hypotheses inase of an isolated word reognition.3



System: Hi, this is the automated diretoryinformation.From whih ity do you want to have alisting?User: Aahen.System: Please say the last name.User: Feuerstein.System: Please say the �rst name.User: Fred.System: Do you mean Fred Feuerstein,Rosenweg?User: Yes.System: The telephone number is ....Should I put you through?...Figure 4: Dialogue ExampleCon�dene measures are then employed to deide on thefurther ow of dialogue. In that, the idea is to only askfor further information (street or spelling) as long as thejoined reognition is not preise enough. As soon as thereare only three or less reliable andidates left in the searhspae, these are presented to the user.In addition to shaping the ow of dialogue, on�denemeasures also indiate problem situations requiring errorreovery. Natural hoies are requesting turn repetitionsor additional spellings (of e.g. the �rst name). Of ourse,as a �nal fall-bak, the all an be routed to a humanoperator.Another option for the design of the dialogue (espeiallyfor very large databases), is to ask the user �rst to spell thelast name. As spelling reognizers are muh more aurate(f. setion 3) the size of the employed andidate lists anbe largely redued, resulting in a muh better omputingeÆieny. Of ourse, this implies the user to give a orretspelling of the full last name. As a bene�t, then, in mostases the street is not needed any more.To allow for optimum reognizer performane, the dia-logue was deliberately designed in a quite stringent, om-pletely system-driven fashion. But, of ourse, the userneeds a minimum amount of initiative to e.g. express thathe does not know a spei� item, needs help how to pro-eed, wishes to restart the dialogue, or simply wants to betransferred to a human operator. Therefore, the systemis designed to understand the appropriate ommands atevery point in the dialogue.Tehnially, the omplete dialogue behaviour an beon�gured with a simple C-like dialogue desription lan-guage whih is based on Philips' HDDL [2℄. This has on-siderable advantages to the hard-oded alternative if itomes to system hanges or new appliations.

3 ResultsIn this setion, the reognizer's ability for the task of largesale diretory assistane will be assessed. For that, afterexplaining the general setup, we present results ahievedin our latest ombined reognition experiments. Pleasenote that, as already mentioned in 2.2, all results pre-sented were ahieved without using any language modelinformation.3.1 Reognition Experiment SetupA telephone database of diretory assistane inquiriesomprising 676 di�erent speakers all over Germany hasbeen olleted in the following manner: By various adver-tisements people were asked to all up a data olletionsystem whih prompted them for speaking and spellingtheir last, �rst, street, and ity names.This data was used as test set in our experiments. Ar-ti�ial telephone diretories of varying sizes were reatedusing the telephone diretory of Berlin, Germany's biggestity with about 1.3 million database entries, in the follow-ing way:� All diretories inlude the test data.� Then, di�erent perentages of Berlin were added tothem as a bakground list by seleting every n-th en-try of the original Berlin diretory. So, e.g. \10%Berlin" onsists of the test data plus every 10-th en-try of Berlin.3.2 Joint ReognitionAs a partiipant in a diretory assistane database is ingeneral haraterized by two or more information items(normally the last, �rst, and street name if the ity isalready known) the task alls for the ombination of morethan one knowledge soure.Within the non-spelling experiments presented in thissetion, we foused our interest to the reognition of atleast two information items as from the database's pointof view, the majority of all requests is still ambiguous aftera single last name turn. Moreover, the aoustial informa-tion of an additional, for instane �rst name turn, helpsto further improve reognition auray without overlylengthening the dialog. Otherwise, in order to espeiallypoint out the e�et of an additional spelling step, resultsfor the orresponding experiments are presented after eahdialogue turn.The following alternative joint reognition senarioswere studied [12℄:4



� SEP: separately reognizing eah name ategory forgeneration of N-best lists whih are only afterwardsombined.� HIER: hierarhial reognition, i.e. starting out withthe reognition result of one name ategory, sues-sively restriting the ative lexion for all subsequentreognition steps as to inlude only the andidates leftover so far.In both senarios, ombined N-best lists were omputedby a standard weighted sore addition: Let s(1)i be thesore of an item i in N-best list 1 and s(2)j the sore ofits mathing entry j in N-best list 2, i.e. the one wherethe ombination of the two refers to a valid database en-try. Then the sore s(1;2)i;j of the ombined entry in theombined N-best list is omputed bys(1;2)i;j = s(1)i + � � s(2)j (1)The weighting fator � has been optimized on a ross-validation orpus and � = 1 turned out to be a reasonablehoie.For the reognition setup, we hose the senario losestto the human operator servie, i.e. assuming that the ityalready has been determined, we start out with the lastname. Then, subsequent questions are posed for �rst andstreet name. Even if the senario of starting with the lastname is not optimal from the reognition performane'spoint of view (whih would all for starting with the streetname), it may be of a greater pratial performane asmany users will not know the street name of the personthey are asking for. In an alternative senario a ompletespelling of the last name is employed as the entrane step.Now, Tables 1 { 4 show the �rst-best, 3-best and grapherror rates as well as the amount of safe rejetions af-ter eah HIER respetively SEP ombination step for thedatabases \100%Berlin" and \10% Berlin". Here, the per-entage of safe rejetions is the number of ases in whihthe intersetion of all ombined N-best lists is empty, i.e.in these ases the system knows that it did not understandthe user.The left olumn of the tables indiates the ombinationturn. It has to be noted that with inreasing level of om-bination information the number of reognition units in-reases. Thus, whereas e.g. for \100% Berlin" the reogni-tion inventory for the spelled and spoken last name reog-nition onsist of `only' the 189,352 di�erent last names ofBerlin, we have to deal with 1,263,957 di�erent reogni-tion units in ase of a ombined reognition of last, �rst,and street name, that is all ourring ombinations.Of ourse, the inrease in lexion size ounterats thegrowing amount of aoustial knowledge gained by the

ombinations. To keep the graph error rate low, whih�nally determines the �rst-best errors, this requires a are-ful trade-o� in hoosing the pruning thresholds versus theomputing power spent. We e.g. observe for the HIERsenario \100% Berlin" without initial spelling step an in-rease in GER from 0.9% to 1.2% at a �nal �rst-best errorrate of 1.9% (see Table 1).From the �gures in Tables 1 { 4, the following observa-tions an be drawn:� By avoiding some pruning errors the hierarhialreognition HIER outperforms the SEP senario onlyslightly. For e.g. \10% Berlin" without initial spellingstep we observe a 1.4% absolutely better error rate forthe HIER senario after the street name turn. But thehierarhial approah is omputationally muh moreeÆient as for all but the �rst reognition step onlysmall lexions (as ompared to the SEP reognitions)have to be employed. On the other hand, the SEPsenario is an interesting arhiteture alternative min-imizing the database aesses and exploiting all avail-able aoustial knowledge for the ombination of theinformation items [1℄. The latter is espeially impor-tant for the omputation of on�dene measures (seeitem about safe rejetions below).� Relating word and graph error rates to the databasesize and the amount of ombination information it isobvious that with every database the reognition isable to ahieve very low error rates as soon as enoughknowledge soures are available. I.e. at this stagethe remaining errors are ompletely determined bygraph errors. Thus, an ER below 10% is ahievedfor \10% Berlin" with spoken last plus �rst namewhile for \100% Berlin" one additionally needs e.g.the street or a spelling.� Starting with the spoken last and �rst name, the �rst-best error rate for \100% Berlin" is about 16%. Tofurther inrease the auray, an additional last namespelling step ould be employed leading to a �rst-besterror rate of 4%. But as spelling only supplies a dif-ferent aoustial representation of an already knownitem (the last name), the result an still be ambigu-ous. In ase of di�erent partiipants with the same�rst and last name, a further turn is neessary, for in-stane a street name turn. A probably better senariowould be to start asking for the street name informa-tion diretly after the �rst and last name turn. If thestreet name is known by the aller, the resulting errorrate is with 3.3% slightly better than with spelling.Furthermore the resulting database entries are mostprobably no more ambiguous. If the aller does notknow the street name, a spelling turn ould still beused as a fall-bak. But in this ase, the system aswell as a human operator has no hane to eliminatethe remaining ambiguity.5



Table 1: First best, 3-best, graph error rates, and safe rejetions of ombinations for 100% of Berlin (1,280,342 dbentries) without spellingturn # re. units omb. ER SEP omb. ER HIERER 3-best ER GER Rej ER 3-best ER GER Rejlast name + �rst name 961,894 15.8% 9.6% 1.6% 0.3% 15.8% 9.6% 0.9% 0%+ street name 1,263,957 3.3% 2.8% 2.8% 2.2% 1.9% 1.5% 1.2% 0%
Table 2: First best, 3-best, graph error rates, and safe rejetions of ombinations for 100% of Berlin (1,280,342 dbentries) with spellingturn # re. units omb. ER SEP omb. ER HIERER 3-best ER GER Rej ER 3-best ER GER Rejspelled last name 189,352 14.4% 4.3% 1.0% 0.2% 14.4% 4.3% 1.0% 0.2%+ last name 189,352 7.5% 2.7% 1.9% 0.4% 7.3% 2.4% 1.2% 0.3%+ �rst name 961,894 4.3% 3.4% 2.7% 1.5% 3.7% 2.4% 1.2% 0.3%+ street name 1,263,957 4.0% 3.9% 3.9% 3.7% 1.8% 1.6% 1.5% 0.3%
Table 3: First best, 3-best, graph error rates, and safe rejetions of ombinations for 10% of Berlin (128,642 db entries)without spellingturn # re. units omb. ER SEP omb. ER HIERER 3-best ER GER Rej ER 3-best ER GER Rejlast name + �rst name 123,567 8.3% 3.7% 1.2% 0.4% 8.3% 3.7% 0.6% 0.0%+ street name 128,608 2.7% 2.4% 2.4% 1.9% 1.3% 1.0% 0.9% 0.0%
Table 4: First best, 3-best, graph error rates, and safe rejetions of ombinations for 10% of Berlin (128,642 db entries)with spellingturn # re. units omb. ER SEP omb. ER HIERER 3-best ER GER Rej ER 3-best ER GER Rejspelled last name 56,993 7.8% 3.0% 1.2% 0.2% 7.8% 3.0% 1.2% 0.2%+ last name 56,993 5.6% 2.1% 1.8% 0.6% 5.6% 2.1% 1.5% 0.2%+ �rst name 123,567 2.8% 2.7% 2.4% 1.5% 2.4% 1.9% 1.5% 0.2%+ street name 128,608 3.7% 3.6% 3.6% 3.3% 2.1% 1.9% 1.8% 0.2%
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� Even for \100% Berlin", in the SEP reognition, asubstantial part of the 3.3% remaining errors an besafely rejeted as the resulting ombined n-best listsare empty. Thus, there are less than 1% real errorswhih need to be treated in a further dialogue step.� The 3-best error rate, probably the most relevant er-ror rate for this appliation, is below 10% for \100%Berlin", even without any spelling or street nameturn. For \10% Berlin", orresponding to a mediumsize ity, we ahieve an auray of even more than95%.Generally it an be said that, for bigger tasks, the prob-lem of generating word graphs of high enough quality ineah reognition step is substantial. Moreover, eah om-bination step should, if possible, be hosen in a way thatthe inreased amount of reognition units is in aordanewith the additional aoustial knowledge. I.e. the gain inaoustial knowledge must outbalane the loss in reogni-tion seurity whih is due to the bigger reognition inven-tory. Finally, as already stated before, it would of oursebe possible to further improve the results by using lan-guage model information.4 Con�dene Measures for EarlyDetetion of MisreognitionsBesides the empty N-best lists of the SEP reognition ex-pliit on�dene measures an be used to judge the au-ray of the progressing dialogue. Thus, in problem situa-tions appropriate error reovery strategies an be initiated.To optimize speeh reognition performane we deliber-ately hose the system arhiteture to prompt the userin separate turns for eah name omponent. This, ofourse, introdues the disadvantage that the user has togo through several dialogue turns, a fat whih beomeseven more annoying in the ase of a dialogue failure. Thenumbers in setion 3 show, that these failures are not neg-ligible if the user only knows �rst and last name of theperson in a big ity.To address this undesired situation of failures afterlengthy dialogues the question naturally arises if on�-dene measures for the transation suess an alreadybe omputed at an early stage of the all. As a �rst at-tempt in this diretion we here give some preliminary re-sults on omputing on�dene measures already after thelast-name turn for the orretness of the later on om-bination of last and �rst name. I.e., we investigate thefollowing senario:� The dialogue aim is to reognize the full name (�rst+ last name) orretly (and then output the orre-sponding phone number).

� For that, the system �rst prompts for the last name,then, in a seond turn, for the �rst name.� After that seond turn, �rst and last name are om-bined (using the separate-ombination (SEP) strategyof setion 3.2).� The dialogue is onsidered suessful only if this �rstand last-name ombination is orret.� The on�dene measure should be omputed alreadyafter the �rst turn (i.e. after the last name) to e.g.allow an early operator fall bak to avoid ustomerfrustration.We present Reeiver Operating Charateristis (ROCurves) for the \100% of Berlin" senario. An ROC urveplots, at various values of the on�dene rejetion thresh-old, the number of (not rejeted) aurately reognizeditems versus the number of (not rejeted) falsely reog-nized ones. As suh, it is a standard riterion for assessingthe quality of a on�dene measure.The main on�dene measure investigated is the stan-dard a posteriori probability of the reognized name in theN-best list of its ompetitors [11℄:p1 = e���s1PNi=1 e���si ; (2)where N is the length of the N-best list, si the utteranesore of the ith-hypothesis in the N-best list and � is anempirial saling fator hosen to � = 1 in this investiga-tion.Figure 5 presents two ROC urves, both for the or-retness of the full name (separate �rst- plus last-nameombination):1. the lower one omputed from the last-name turn only,2. the upper one, for omparison reasons, omputedfrom the ombined last and �rst-name turns, i.e. fromthe N-best list of the full names.As an be seen from the lower urve in this �gure theon�dene omputed from the last-name turn only alreadyarries a onsiderable portion of information on the or-retness of the full name. Interesting operating points are� 11% false alarms at 79% auray (a 31% relativefalse-alarm redution at an only 6% relative aurayredution),� or 4% false alarms at 55% auray (a 75% relativefalse-alarm redution at a 35% relative auray re-dution).7
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Figure 5: ROC urves for orretness of full name.But, not surprisingly, there is also a onsiderable lossin on�dene information in not knowing the �rst nameturn: The on�dene omputed from the full name, i.e.the upper urve of the �gure lies, espeially in the lowfalse-alarm rate region, signi�antly above the one fromthe last-name turn only, i.e. the lower urve. Thus, theon�dene from the full name still o�ers a satisfatoryoperating point at very low false-alarm rates, e.g.� 1% false alarms at 58% auray (a 94% relative false-alarm redution at a 31% relative auray redu-tion),a point where the last-name on�dene is nearly a fatorof 2 worse in auray (30% as ompared to 58%).5 ConlusionsIn this paper we presented the results ahieved in our lat-est diretory assistane experiments. From these resultswe an say that, assuming ooperative users and simplerequests, the task of diretory assistane an be fully au-tomated at a high auray even for very large databases.For medium size ities (130k database entries) automa-tion with a �rst-best auray of about 92% an beahieved by only using the information of the spoken lastand �rst name. There is, from the reognition perfor-mane's point of view, espeially no need for an additionalspelling or street name turn. If it is moreover aeptableto present the 3-best result to the aller, the auray in-reases to 96%. In this ase, also big ities like Berlinwith 1.3 million partiipants an be fully automated withan auray of more than 90% only with the informa-tion of the spoken �rst and last name. If also the streetname is known by the aller, the �rst-best reognition a-uray is about 97%. In ase the aller does not know the
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