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Abstract

Modular monadic semantics is a high-level and modular form of denotational semantics.
It is capable of capturing individual programming language features as small building
blocks which can be combined to form a programming language of arbitrary complexity.
Interactions between features are isolated in such a way that the building blocks are in-
variant. This paper explores the theory and application of modular monadic semantics,
including the building blocks for individual programming language features, equational
reasoning with laws and axioms, modular proofs, program transformation, modular in-
terpreters, and semantics-directed compilation. We demonstrate that modular monadic
semantics makes programming languages easier to specify, reason about, and implement
than the alternative of using conventional denotational semantics.

Our contributions include: (a) the design of a fully modular interpreter based on monad
transformers, including important features missing from several earlier efforts, (b) a method
to lift monad operations through monad transformers, including difficult cases not achieved
in earlier work, (c) a study of the semantic implications of the order of monad transformer
composition, (d) a formal theory of modular monadic semantics that justifies our choice
of liftings based on a notion of naturality, and (e) an implementation of our interpreter in
Gofer, whose constructor classes provide just the added power over Haskell type classes
to allow precise and convenient expression of our ideas.

A note to reviewers: this paper is rather long. Short of resorting to “Part I / Part II7,
the one way we see to shorten it would be to remove Section 4 and its Appendix B, which
would amount to eliminating contribution (e) above. This would shorten the paper by
about 12 pages.

1 Introduction

1.1 Overview

Denotational semantics (Stoy, 1977) is among the most important developments in pro-
gramming language theory. It gives a precise mathematical description of programming
languages, useful in designing and implementing languages as well as reasoning about
programs. For example, advances in denotational semantics have led to clarifications of
features, to more consistent programming language design, and to new programming con-
structs.

It has long been recognized, however, that traditional denotational semantics lacks
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modularity and extensibility (Mosses, 1984) (Lee, 1989). This is regarded as a major
obstacle in applying denotational semantics to realistic programming languages.

In this paper, we take advantage of a new development in programming language
theory—a monadic approach (Moggi, 1990) to structured denotational semantics. The
resulting modular monadic semantics achieves a high level of modularity and extensibil-
ity. It is able to capture individual programming language features in reusable building
blocks, and to specify programming languages by composing the necessary features.

Because modular monadic semantics is no more than a structured denotational se-
mantics, standard equational reasoning methods still apply. In addition, we show that
modular monadic semantics further facilitates reasoning by allowing us to specify axioms
of programming language features and to construct reusable modular proofs.

Modular monadic semantics can be implemented using modern programming languages
such as Haskell (Hudak et al., 1992), ML (Milner et al., 1990), or Scheme (Clinger & Rees,
1991). The result is a modular interpreter. We have discovered, however, that the relatively
new idea of constructor classes in Gofer (and Haskell 1.3) are particularly suitable for
representing some rather complex typing relationships in modular interpreters, and thus we
choose Gofer for the interpreter described in Section 4. Our work is also directly applicable
to semantics-directed compiler construction, and we present a compilation method based
on monadic semantics and monadic program transformations.

Before introducing modular monadic semantics, in the next section we give an example
to demonstrate the lack of modularity in traditional denotational semantics. The pre-
sentation follows the traditional denotational semantics style, augmented with a types
declaration syntax similar to that of Haskell or ML. We assume the reader has basic
knowledge of denotational semantics and functional programming.

1.2 The Lack of Modularity in Denotational Semantics

Let us first look at the denotational semantics of a simple arithmetic language:

E : Term — Value
E[n] = n
Eler +e2] = Elei] + Elez2]

Denotational semantics maps terms in the source language into wvalues in the meta
language. The source language terms are enclosed in “[ ]”. The n and + symbols on
the right hand side correspond to the meta language concepts of a number and the add
arithmetic operation.

An important measure of modularity is how a semantic description can be extended
to incorporate new programming language features. For example, if we extend the source
language with variables and functions, we need to introduce an environment—a mapping
from variable names to values:

E : Term — Env— Value

E[n] = Apn

Eler +e] = Ap.Eler]p+ Efez2]p
Elv] = Ap.p[v]

Note that even though numbers are independent of the environment, we must change
the semantics of numbers to accommodate the newly introduced environment argument.
Similarly, the environment argument must be passed recursively to the subexpressions of
e1 + ez, even though the arithmetic operation itself is independent of the environment.

If we further add continuations to our semantics (for supporting, for example, the

“w”

sequencing operator “;”), we must change the semantics of numbers once again:
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E : Term — Env— (Value — Ans) — Ans

E[n] = Ap.Ak.kn

Ele1 +e2] = Mp.Ak.Elei]p(Mi.Ele2]p(Mj.k(i + 7))
Eles;e2] = Ap.Mk.Elei]p(Az.E[ez] pk)

In summary, we must make global changes to the traditional denotational semantics in
order to add new features into the source language. This lack of modularity of denotational
semantics has long been recognized (Mosses, 1984) (Lee, 1989), and is regarded by many as
the most significant obstacle in applying denotational semantics to realistic programming
languages.

1.3 Monads to the Rescue
Consider now a type constructor M and two functions:

return : a— M a
bind : Ma—(a—>Mb)—Mb

The intuitive meanings of these operations are as follows:

e M a is a computation returning a value of type a.

e bind c1 (Av.c2) is a computation that first computes c1, binds the result to v, and then
computes ca.

e return v is a trivial computation that simply returns v as result.

With these operations we can rewrite the semantics for arithmetic expressions as follows:

E : Term — M Value
E[n] = return n
Eler +e2] = bind (Elei])

(Ai. bind (E]e2])
(A\j. return (i + 7)))

Note now that the semantic function E maps terms to computations (of type M Value).
The above equations can be read: “the semantics of E[n] is a trivial computation that
returns n as result; the semantics of Efe1 + e2] is a computation that computes E[e1],
binds the result to i, computes E[ez], binds the result to j, and finally returns i + j.”

We call this a parameterized semantics because, depending on how we instantiate M,
return and bind, we get different concrete semantics. For example, Figure 1 shows how the
arithmetic semantics can be instantiated to the trivial and environment-based semantics
described earlier. To give meaning to variables in the context of the environment-based
semantics, we simply add the equation:

E[v] = bind (rdEnv)
(Ap. return(p[v]))

where rdEnv (defined in a later section) is a computation that reifies the environment. The
key point here is that the previous equations did not need to be altered. In a similar way, we
show later that appropriate definitions of M, return and bind can yield the continuation-
based semantics discussed earlier, as well as several other important semantics to support
other programming language features.

The type constructor M, together with the two functions return and bind, are called
a monad, and a parameterized semantics using monads is called a monadic semantics. A
monadic semantics can be instantiated using different underlying monads. In general, to
add a new feature to a monadic semantics, we only need to add a semantic description
of the new feature and change the underlying monad, but no changes are required of the
semantic descriptions of the existing features.
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E : Term — M Value
Ele1 +e2] = bind (Efed])
(M. bind (E[ez])
(N\j. return (i + 7)))

type Ma = a type Ma = FEnv—a
return r = X return r = Ap.x
bindek = ke bindek = MXpk(ep)p
E : Term — Value E : Term — Env — Value
Ele1 + e2] = Efe1] + Efe2] Ele1 + e2] = Ap.Elei]p + Elez]p

Fig. 1. A parameterized arithmetic semantics

1.4 Background and Organization of the Paper

This paper explores the theory and practical applications of monads and monadic seman-
tics, building on previous work in this area. The concept of monads originates in category
theory (Mac Lane, 1971). The formulation of monads using a triple (bind, return, and the
type constructor) is due to Kleisli. Moggi (Moggi, 1990) first proposed that monads pro-
vided a useful tool for structuring denotational semantics. Early work by Wadler (Wadler,
1990) showed the relationships between monads and functional programming. Recently,
there has been a great deal of interest in using monads to construct modular semantics
and modular interpreters (Wadler, 1992) (Jones & Duponcheel, 1993) (Espinosa, 1993)
(Steele Jr., 1994).

In Section 2, we present the modular monadic semantics for a wide range of program-
ming language features. We demonstrate how monad transformers capture individual fea-
tures, and how liftings capture the interactions between different features.

In Section 3, we investigate the theory of monads and monad transformers. This in-
cludes, for example, the formal properties of monad transformers and liftings. We use
monad laws and axioms to perform equational reasoning at a higher level than in tradi-
tional denotational semantics.

In Section 4, we demonstrate how the formal concepts of monads and monad transform-
ers fit nicely into the Gofer (Jones, 1991) type system. By implementing modular monadic
semantics in Gofer, we obtain a modular interpreter.

Finally, in Section 5, we apply monadic semantics to semantics-directed compilation.
We show how an effective and provably correct complication scheme can be derived, taking
advantage of the modularity and reasoning power of the monadic framework. We put some
of our ideas to test by building a retargeted Haskell compiler.

Throughout the paper, we use a common source language to address various issues
in monadic semantics, modular interpreters, and compilation. This source language is
introduced in the next section.



Modular Monadic Semantics 5

1.5 The Source Language

The source language we consider has a variety of features, including different function call
mechanisms, imperative features, first-class continuations, tracing (for debugging), and
nondeterminism.

e == nlei+tes (arithmetic operations)
| v|Xve (variables and functions)
| (e1e2)n (call-by-name)
| (e1e2)w (call-by-value)
| (e1 e2) (lazy evaluation)
| callce (first-class continuations)
| e1:=ea|refe|deref e (imperative features)
|  label@ e (trace labels)
| (

{eo,e1,...}

To simplify the presentation, we use one form of function abstraction that can be ap-
plied using any of the three function application mechanisms: call-by-name, call-by-value,
and lazy evaluation. We can observe the differences with the help of trace messages. For
example, evaluating:

(Azz+2)(lQ@1)),

nondeterminism)

results in 2 after printing the trace message “I”

(Az.z+2)(l Q1))

twice, whereas

prints “/” only once. Nondeterminism is captured by returning all possible results. For
example:

{1,3} +{2,5}

results in {3, 6,5, 8}.

Although there is no single programming language that has all of the features of our
source language—indeed, one could argue that this would not be a very good language
design—it is nevertheless an excellent test of our methodology.

1.6 A Notation

For clarity, we adopt the following short-hand for monadic sequencing:

E : Term — M Value
Elei+e] = bind (E[ei])
(Ni. bind (E[es])
(N\j. return (i + 7)))

4
E : Term — M Value
Eler +e2] = {i— Ele];
J < Elez];

return (i + j)}

This notation is similar to the “do” syntax in Haskell 1.3 (Peterson & Hammond, 1996),
and is also somewhat similar to monad comprehensions (Wadler, 1990). It is important
to remember that, despite the imperative feel, the monadic semantics is still made up
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of lambda abstractions and applications. We use bind and its short-hand notation inter-
changeably, depending on whichever is more convenient in a given context.

2 Modular Monadic Semantics

In this section, we present the modular monadic semantics of our source language. Com-
pared with traditional denotational semantics, our approach captures individual program-
ming language features using modular building blocks.

Figure 2 shows how our modular monadic semantics is organized. High-level features are
defined based on a set of “kernel-level” operations. The expression e; := ez, for example,
is interpreted by the low-level primitive operation update.

While it is a well-known practice to base programming language semantics on a kernel
language, the novelty of our approach lies in how the kernel-level primitive operations
are organized. In our framework, depending on how much support the upper layers need,
any set of primitive operations can be put together in a modular way using an abstrac-
tion mechanism called monad transformers (Moggi, 1990) (Liang et al., 1995). Monad
transformers provide the power needed to represent the abstract notion of programming
language features, but still allow us to access low-level semantic details. However, monad
transformers are defined as higher-order functions and our monadic semantics is no more
than a structured version of denotational semantics, so conventional reasoning methods
(such as 3 conversion) apply.

The modular monadic semantics is composed of two parts:

Modular Semantic Building Blocks Semantic building blocks (represented by rect-
angular blocks in Figure 2) define the monadic semantics of individual source language
features. Semantic building blocks are independent of each other, although they are
based on a common set of kernel-level operations. Two building blocks may be sup-
ported by the same kernel-level operation. For example, both assignments and lazy
evaluation may use the same store.

Monad Transformers Monad transformers define the kernel-level operations in a mod-
ular way. Multiple monad transformers can be composed to form the underlying monad
used by all semantic building blocks. In Figure 2, monad transformers that support
environment, continuations, store, etc. are used to construct the underlying monad.

Modular semantic building blocks and monad transformers are the topics of the follow-
ing sections.

2.1 Modular Semantic Building Blocks

FEach modular semantic building block defines the monadic semantics for a particular
source language feature. Traditional denotational semantics maps, say, a term, an envi-
ronment and a continuation to an answer. In contrast, monadic semantics maps terms to
computations, where the details of the environment, store, etc. are hidden. Specifically,
our semantic evaluation function E has type:

E : Term— M Value
where M is a monad equipped with two basic operations:

bind : Ma—(a—=Mb—MDb
return : a— M a

Value is the domain sum of basic values and functions; and M Value represents com-
putations that return Value as result. Functions map computations to computations:
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Lazy evaluation
(fx), Functions
lambda
nondeterminism
{el,e2,..}
Arithmetic Ops
e+l

nondeterminism
error reporting
1/10

store
continuations
environment

Assignments

Tracing
label @
Continuations
callcc

Modular construction
of the kernel

_callce
-~ update .
77 wiite T

Fig. 2. The organization of modular monadic semantics

type Fun = M Value — M Value
type Value = Int+ Bool+ Addr+ Fun+ ...

As will be seen, this generality allows us to model call-by-name, call-by-value and lazy
evaluation with only one kind of lambda abstraction (but 3 kinds of function application)
in the source language.

In this section, we present the semantic building blocks needed for our source language.
The monad operations return and bind are the basic operations used by every building
block. In addition, each semantic building block depends on several other kernel-level
operations that are specific to its purpose.

2.1.1 The Arithmetic Building Block

The semantics for arithmetic expressions is as follows:

E[n] = return (ing,; n)
E|[61 + 62]] = { V1 — E[[el]]§
vy — Eles];

if (ispn: v1 and isp,; v2) then
return (ing,; (outr,: vi + out,: v2))
else
173 11
err “type error” }

iny,; is the injection function from Int to the Value domain, whereas outy,; is the pro-
jection function from the Value domain to Int. The kernel-level function (to be defined
later):

err : String— M a

reports error conditions (which, in this case, are type errors). In other words, err is an
operation supported by the underlying monad M. For clarity, from now on we omit domain
injection/projection and type checking.

E[n] returns the number n (injected into the Value domain) as the result of a trivial
computation. To evaluate e; + ez, we evaluate e; and ez in turn, and then sum the results.
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2.1.2 The Function Building Block

In denotational semantics, functions are supported using an environment—a mapping
from variable names to their denotation. We introduce an environment Fnv which maps
variable names to computations,’ and two kernel-level operations that retrieve the current
environment and perform a computation in a given environment, respectively:

type Env = Name — M Value
rdEnv . M Env
inEnv . Env— M Value — M Value

The definitions of rdEnv and inEnv are given later. The semantics for variables, function
abstraction, call-by-name and call-by-value are as follows:

E[v] = {p« rdEnv;p [v]}

E[)\v.€] = {p < rdEnv; return(Ac.inEnv p[c/[v]] Ele])}
El(e1 e2)n] = {f < Elei]; p < rdEnv; f(inEnv p Ele2])}
El(er e2)] = {f < Elerl;v — Efea]; f(returnv)}

Because there is no risk of confusion, we drop the parentheses around p[c/v] and E[e]
in the application of inFEnuv.

The difference between call-by-value and call-by-name is clear: the former reduces the
argument before invoking the function,’ whereas the latter packages the argument with
the current environment to form a closure.

2.1.8 The References and Assignment Building Block

Imperative features can be supported using a store—a mapping from locations (of type
Loc) to computations. Three functions allocate, read from and write to the memory cells
in the store:

alloc : M Loc
read : Loc— M Value
write :  (Loc, M Value) — M ()

The monadic semantics for references and assignment is as follows:

Elref €] = {v <« Ele];l « alloc; write (I, return v); return 1}
Elderefe] = {l < Ele];readl}
Elei :=e2] = {l <« E[ei];v « E[ez2]; write (I, return v)}

To create a reference, we evaluate the expression, allocate a new memory cell, and store
in the location of the memory cell a trivial computation that returns the value of the
expression. The argument of deref evaluates to a location, at which the stored value can
be read. To assign an expression to a location, we evaluate the expression, and update the
location with a trivial computation that returns the value of the expression.

Note that we only store trivial computations. We could alternatively give the semantics
for references and assignment using a store that maps locations to values, rather than
locations to computations. The reason we store computations is to simplify the overall

T We do not need an environment that maps names to computations in order to support
call-by-value. However, we need such an environment to support call-by-name and lazy
evaluation. We discuss this issue in more detail in Section 2.1.8.

To be precise, the call-by-value semantics is only preserved when the underlying monad
enforces an evaluation order dependency. This is true of the continuation, state, and
error monads. However, the identity and environment monads do not actually force the
evaluation of ¢; before ¢ in {x «— c1;¢2}.

-
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presentation; in particular, it allows us to avoid introducing a separate kernel-level store
operation for our next feature: lazy evaluation.

2.1.4 The Lazy Evaluation Building Block

Using the same store for references and assignments, we can implement lazy evaluation
whose operational semantics implies caching of results.

Eler e2)] = { f < Elea];

I« alloc;

p «— rdEnv;

let thunk = { v < inEnv p Eles];
_«— write (I, return v);
return v }

in { _ < write (I, thunk);

f (read ) } )

Before entering the function, we allocate a memory cell and store a thunk (a computation
that updates itself) in it. After the argument is first evaluated, the result is stored back
to the memory cell, overwriting the thunk itself.

2.1.5 The Program Tracing Building Block
Given a kernel-level function:
output : String— M ()

that prints out a string, we can support tracing. Labels attached to expressions cause a
“trace record” to be invoked whenever that expression is evaluated:

Elt @e] = { -« output (“enter ” ++ 1);
v «— Ele];
_« output (“leave 7 ++ 1);
return v }

Here we see that some of the features of monitoring semantics (Kishon et al., 1991) are
easily incorporated into our framework.

2.1.6 The Continuation Building Block

The continuation is a powerful mechanism for modeling control flow in denotational se-
mantics (Stoy, 1977). In addition, callcc (“call with current continuation”) is a useful pro-
gramming language construct, popularized by its use in Scheme (Clinger & Rees, 1991).
Here is a simple example to show how callcc works:

callce (Ak.(k 100),) = 100

When applied to a function, callcc captures the current continuation, and passes the
continuation as the argument k. The continuation itself is captured as a function. When
captured continuation is later applied to the value 100, the control flow is transferred back
to the point where the continuation was initially captured. The value (100) passed to the
continuation is the result returned from callcc.

The power of callcc lies in that the captured continuation does not have to be invoked
immediately. We may store the continuation into data structures, perform other compu-
tations, and then invoke the stored continuation to transfer the control back to where we
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issued callcc. For this reason, callcc can be used to model a wide variety of non-local control
flow, including, for example, catch/throw, error handling, coroutines, and thread context
switches. Scheme (Clinger & Rees, 1991) and SML (Milner et al., 1990) incorporate callcc
as a language feature.

As expected, the kernel-level operation callcc takes a function argument that in turn
takes a continuation:

callece :  ((Value — M Value) — M Value) — M Value

We define the semantics of source-level callcc as a function expecting another function
as an argument, to which the current continuation is passed:

Efcallecc] = return \f{f < f; callecc(Dk.f' (Ma.{x « a;kx}))})

The result of E[callec] is a trivial computation that returns a function. The argument
of the function, f, evaluates to the current continuation (f’).

2.1.7 The Nondeterminism Building Block
Given a kernel-level function:
merge : List (M a) — M a

that merges a list of computations into a single (nondeterministic) computation, nonde-
terminism semantics can be expressed as:

E[{eo,e1,...}] = merge [Eleo], Fle],-. ]

Eleo], E[e1], etc. are a list of computations denoting the nondeterministic behavior.

2.1.8 Alternative Definitions of the Environment and Store

In the building blocks presented so far, we have used one environment that maps variable
names to computations, and used one store that maps locations to computations. As
we have pointed out, this generality is not necessary for some of the building blocks. For
example, the call-by-value semantics only needs an environment that maps variable names
to values, whereas the reference and assignment semantics only needs a store for values.

Modular monadic semantics is flexible enough that we can easily introduce multiple
environments and stores, so that each building block is supported by exactly the right set
of operations. To specify call-by-value functions, for example, we can use an environment
that maps variable names to values. If we later add call-by-name functions, we simply add
a new environment that maps variable names to computations. Similarly for the reference
and assignment building block, we can introduce a store that maps locations to values,
separate from the requirements of lazy evaluation.

If we were to store variables in two separate environments, we would then need to dis-
tinguish, at the source language level, call-by-value functions from call-by-name functions.
Thus instead of using one syntax for all three kinds of function abstractions (as in Sec-
tion 1.5), we would need to have two separate syntactic constructs: one for call-by-value,
the other for call-by-name and lazy evaluation. Variables would then be stored in either
of the two environments, depending on what kind of function abstraction the variable is
introduced in.

We do not present the details of designing a modular semantics with multiple envi-
ronments and stores. Instead, we emphasize that the simplifications we made in previous
sections to ease the presentation do not fundamentally limit the modularity of our ap-
proach.
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Feature Function
Error reporting err: String — M a
Environment rdEnv: M Env

nEnv: Env— M a— M a

Store alloc : M Loc
read : Loc — M Value
write : (Loc, M Value) — M ()

Output output : String — M ()

Continuations callecc: ((a — M b) - Ma)— Ma

Nondeterminism  merge : List (M a) — M a

Table 1. Monad operations used in the semantics

2.2 Monads With Operations

Semantic building blocks depend on other kernel-level operations in addition to unit and
bind. From the last section, it is clear that the operations listed in Table 1 must be
supported.

If we were writing the semantics in the traditional way, now would be the time to set
up the domains and define the functions listed in the table. The major drawback of such
a monolithic approach is that we have to take into account all other features when we
define an operation for one specific feature. When we define callce, for example, we have
to decide how it interacts with the store and environment etc. And, if we later want to
add more features, the semantic domains and all kernel-level functions may have to be
redefined.

Monad transformers, on the other hand, allow us to capture individual language fea-
tures. Furthermore, the concept of lifting allows us to account for the interactions between
various features. Monad transformers and lifting are the topics of the next two sections.

To simplify the set of operations, we note that both the store and output (used by
the program tracing building block) have to do with some notion of state. Thus we could
define alloc, read, write, and output in terms of the function:

update : (s—s8)— M s

for some suitably chosen state type s. We can read the state by passing update the identity
function, and update the state by passing it a state transformer. For example, we can model
output by using String as the state type:

output : String — m ()
output msg = { -« update (X sofar.sofar ++ msg);
return ()}

The underscore (-) indicates that the return value of update is ignored.
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2.3 Monad Transformers

For an intuitive understanding of monad transformers, consider the merging of a state
monad with an arbitrary monad, an example which originally appeared in Moggi’s note
(Moggi, 1990):

type StateTsma = s—m (s,a)

The type variable m represents a type constructor. We later show that, if m is a monad,
then so is StateT s m. Therefore StateT s is a monad transformer. For example, if we
substitute the identity monad:

type Ida = a
for m in the above monad transformer, then we arrive at:

StateT s Ida = s— 1d(s,a)
= s— (s,a)

which is the standard state monad found, for example, in Wadler’s work (Wadler, 1992).

We formally define monad transformers in Section 3.1.2. For now we note that a monad
transformer ¢ has a number of capabilities:

First, it transforms any monad m to monad ¢ m. Functions return: » and bind; ., are
naturally defined in terms of return,, and bind,,.

Second, it can embed any computation in monad m as a computation in monad t m.
Every monad transformer is equipped with a function:

lift, : ma—tma

which maps any computation in monad m to a computation in monad t m.

Third, it adds operations (i.e., introduces new features) to a monad. The StateT monad
transformer, for example, adds state s to the monad it is applied to, and the resulting
monad accepts update as a legitimate operation.

Lastly, monad transformers compose easily. For example, applying both StateT s1 and
StateT s2 to the identity monad, we get:

StateT s1 (StateT sz Id) a = s1 — (StateT s2 Id) (s1,a)
= 51— 85 — (523(5170‘))7

which is the expected type signature for transforming both states s1 and s3. The observant
reader will note, however, an immediate problem: in the resulting monad, which state
does update act upon? In general, this is the problem of lifting monad operations through
transformers, and is addressed in the next section.

The remainder of this section introduces the monad transformers that cover all the
features listed in Table 1. Some of these (StateT, ContT, and ErrorT) appear in an abstract
form in Moggi’s note (Moggi, 1990). The environment monad is similar to the state reader
by Wadler (Wadler, 1990). The state and environment monad transformers are related to
ideas found in Jones and Duponcheel’s work (Jones, 1993) (Jones & Duponcheel, 1993).

We attach subscripts to monadic operations to distinguish between the different monads
they operate on. Some monad transformers use two additional functions: map and join.
These functions, which can be used in any monad, are easily defined in terms of return
and bind:

map,, : (@a—=b—>ma—>mb
map,, fe = bind, e (Aa.returny, (f a))
join, z : m(ma)—ma

join,, z = bindn z (Aa.a)
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2.3.1 The State Monad Transformer

The state monad transformer introduces an updatable state into an existing monad. The
resulting monad accepts an additional operation update, and is called a state monad.
Previously, we described the state monad transformer with a type definition:

type StateTsma = s—m (s,a)

To complete the definition, we must also provide the return and bind functions for
StateT s m:

TelUTNState T s m = As.returnm, (s,x)
bindgiateT s m Mk = Aso.bindm (m so) (A(s1,a).k a s1)

Given these definitions, if return,,, bind,,, and m form a monad, then so do returnsiateT s ms
bindgtateT s m and StateT s m. A more formal characterization of the relationships be-
tween m and StateT s m is given in Section 3.

Next, we define the lift function, which simply performs the computation in the new
context and preserves the state.

lftsiater s @ ™M a— StateT s m a
liftgiater s ¢ = As{z «— c;returnm, (s,z)}m

Finally, a state monad must support the update operation, which transforms the state
using the given f, and returns the old state:

updatesigreT s m 1 (8 — 8) — StateT s m s
updategigeT s m [ = As.returng, (f s,s)

2.3.2 The Environment Monad Transformer

EnvT r transforms any monad into an environment monad that supports inEnv and rdEnv.
The definition of bind shows that two subsequent computation steps run under the same
environment p (of type r). (Compare this with the state monad, where the second com-
putation is run in the state returned by the first computation.)

type Envl’'rma = r—ma
TetUrNEpeT r m @ = Ap.Teturng, a
bindgnyT » m mk = Ap.bindm (m p) (Aa.k a p)

The result of lifting a computation through the environment monad is a computation
that ignores its environment.

liftgnor » @ ma— EnvTrma
liftppyr » ¢ = Ap.c

InEnvignores the environment carried inside the monad, and performs the computation
in the given environment.

NENVERWT » m : r—=EnvTrma— EnvTr ma
inEnvpnr rm pm = )‘pl'm p
rdEnvgnoT v m 2 EnTr mor

TdENVEpT r m =  Ap. returng, p
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2.8.83 The Error Monad Transformer

Monad Err completes a series of computations if all succeed, or aborts as soon as an
error occurs. The monad transformer ErrT transforms a monad into an error monad that
supports err as a valid operation.

data Erra = Oka | Err String

type ErrTma = m (Erra)

returngemT m @ = returng, (Ok a)
bindgyrr m mk = bindy, m (Aa.case a of

(Ok x) — kx
(Errmsg) —  returnm, (Err msg))

To lift a computation across ErrT, we tag the result with Ok:

liftg.,r @ ma— ErrTma
liftg..m = map,, Ok

The semantic function err throws away any intermediate result, and returns the error
value Err.

err : String— ErrTm a
err = return., - Err

2.83.4 The Continuation Monad Transformer

We define the continuation monad transformer as:
type ContTcma = (a—mc)—mec

retUrNContT ¢ m T = Mk.kx
bindCOHtT cm M f Ak.m ()\af a ]{J)

ContT introduces an additional continuation argument (of type a — m ¢), where c is
the answer type. By the above definitions of return and bind, all computations in monad
ContT ¢ m are carried out in the continuation passing style.

Lift for ContT ¢ m turns out to be the same as bind,. (Indeed they have the same type
signature.)

liftconir . @ ma— ContTcma
liftCOntT c = bindm,

ContT transforms any monads to a continuation monad, which supports an additional
operation callcc. Callce f invokes the computation in f, passing it a continuation that, once
applied, throws away the current continuation k&’ and invokes the captured continuation

k.

callecccontt e m  : ((@ — ContT ¢ m b) — ContT ¢ m a) — ContT ¢ m a
callecccontT e m f = Me.f (Ma XK' .k a) k
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2.3.5 The List Monad

In denotational semantics, nondeterminism is usually captured by a list of all possible
results. It is known that lists compose with a special kind of monads called commutative
monads (Jones & Duponcheel, 1993). It is not clear, however, if lists compose with arbitrary
monads. Since many useful monads (e.g. state, error and continuation monads) are not
commutative, we cannot define a list monad transformer—one which adds the operation
merge to any monad.

Fortunately, every other monad transformer we have considered in this paper properly
transforms arbitrary monads. We thus can use lists as the base monad, to which other
transformers can be applied. We recall the definition of the well-known list type and its
monadic operations:

data Lista = a : Lista - - Cons cell
| 1] - - Nil
returngiss * = [z]
bindr,st m k = case m of
[] - []

(x:zs) — kax++ (bindpst xs k)

The merge function of the List monad is the well-known list concatenation operation:

merger,; : List (List a) — List a
mergers [ ] = [l
merger;q (T :28) = x ++ merger;q xS
2.4 Liftings

We have introduced monad transformers that add useful operations to a given monad,
but we have not addressed how these operations can be carried through other layers of
monad transformers. This process is called the lifting of operations.

Lifting an operation f in monad m through a monad transformer ¢ results in an opera-
tion whose type signature can be derived by substituting all occurrences of m in the type
of f with ¢ m. For example, lifting:

mEnv : r—-ma—ma
through ¢ results in an operation with type:
mEnv : r—tma—tma

Moggi (Moggi, 1990) studied the problem of lifting under a categorical context. The
objective was to identify liftable operations from their type signatures. Unfortunately,
many useful operations such as merge, inEnv and callcc failed to meet Moggi’s criteria,
and were left unsolved.

Instead, we consider how to lift these difficult cases individually. This allows us to make
use of their definitions (rather than just their types), and to find ways to lift them through
all of the monad transformers studied so far.

This is exactly where monad transformers provide us with an opportunity to study
how various programming language features interact. The easy-to-lift cases correspond to
features that are independent in nature, while the more involved cases require a deeper
analysis of monad structures to clarify the semantics.

An unfortunate consequence of our approach is that, as we consider more monad trans-
formers, the number of possible liftings grows quadratically. It seems, however, that there
are not too many different kinds of monad transformers (although there may be many in-
stances of the same monad transformer such as StateT). The monad transformers that we
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have introduced so far are able to model almost all commonly known features of sequential
languages. §

Some operations are more difficult to lift than others. In particular, inEnv and callcc
require special attention. We first list the easy cases, followed by the rest. Although we
present a number of liftings in this section, we defer a formal explanation of why they are
the desirable ones to Section 3.

2.4.1 The Easy Cases

RdEnv, err and update take a non-monadic type, and return a computation. They are
handled by lift. For any monad transformer ¢ applied to monad m, we have:

rdEnve v = lift, rdEnvn,
erre m = lift, - errm
update, ,, = lift, - update,,

Because List always is the base monad, we only have to consider cases when (possibly
a sequence of) monad transformers are applied to List:

METGE(s, . (tn List)..) — JOWMey (b List)..) Wty - lfty

2.4.2 Lifting Callcc

The crucial issue in lifting callcc through a monad transformer, for example, EnvT r,
is to specify how it interacts with the newly introduced environment r. The following
lifting discards the current environment p’ upon invoking the captured continuation k.
The execution will continue in the environment p captured when callcc was first invoked.
This is indeed how SML’s callcc normally interacts with the environment.

calleccEpyT r m : ((a*’THmb)HTHmQ)—)T—)ma
calleccgpyr v m = Ap-callecen, (Mk.f(AaXp' . ka)p)

In lifting callcc through StateT, we have a choice of passing either the current state s;
or the captured state so. The former is the usual semantics for callcc, and the latter is
useful in Tolmach and Appel’s approach to debugging (Tolmach & Appel, 1990).

callecsiaer s m ¢ (08— m(s,B)) = 5 — m(s,)) — 5 — m(s,a)
callecstateT s m [ = Aso.callee, (Ak.f (Aa.Xs1.k (s1,a)) so)

§ An example of the features we cannot model is concurrent computation in multi-
threaded programs. In addition, the state monad transformer is more general than
what is needed to model output. The output monad transformer (Moggi, 1990) is also
able to support the output operation:

type OutputT m a = m (String, a)

TeUrnOutput T m € = returng (°7,x)

bindoutputr m m k= {(01,a) < m; (02,b) — k a; return, (o1 ++ 02,b)}m
liftowtpuer © ™ a— OutputT'm a

liftoutpurr ¢ = {x — ¢ returng, (77, x)}m

output oytputT m 1 String — OutputT m

OULPUL Oyt T m S = TEEUTNM, (8, ()

Investigating the properties of OutputT and its relationship with StateT is a topic for
future research.
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The above shows the usual callcc semantics, and can be changed to the “debugging”
version by instead passing (so, a) to k:

callecstateT s m [ = Aso.callecem (Mk.f (Aa.dsi.k (so,a)) So)
callce can be lifted through ErrT as follows:

calleCgrrT m i ((a— m(Errb)) — m(Erra)) — m(Err a)
calleccgrrr m [ = callecey, (Nk. f(Aa.k(OFk a)))

2.4.3 Lifting InEnv
The liftings of inEnv through EnvT and StateT are similar:

INENVEWT v m o or—=@0' —>ma)—r"—>ma
INENUE T v m p e = Ap.inEnv, p (e p')

IMENUState T s m : r—(s—=m(s,a)) = s—m(sa)
mEnvSiateT s m p € = As.inEnvy, p (e s)

A function of type:
ma—ma

maps m (Err a) to m (Err a), thus inEnv stays the same after being lifted through ErrT.

We do not know of a desirable way to lift inEnv through ContT. This means that we
always have to apply the continuation monad transformer before we apply environment
monad transformers. In the following lifting, for example, the environment is not restored
when ¢ invokes k, and would thus reflect the history of dynamic execution.

MENContT e m p ¢ =  Ak.inEnvm p (¢ k)
TdENVContT ¢ m lift rdEnvm,

2.5 Summary

Monad transformers and lifting are summarized in Figures 3 and 4. The most problematic
case is the continuation monad transformer ContT. Not only are operations relatively hard
to lift though ContT, the callcc operation also requires more work to lift through other
monad transformers.

Equipped with the monad transformers, we can construct the underlying monad M to
support all of the semantic building blocks in Section 2.1:

type M a = EnvT Env (environment)
(ContT Answer (continuation)
(StateT Store (store)
(StateT 10 (input/output)
(ErrT (error reporting)
List)))) a (nondeterminism)

Env, Answer, Store, and IO are the types of environment, answer, store, and I/O channels,
respectively. The order of some monad transformers can be changed. However, because
of the limitations in lifting inEnv through ContT, we cannot exchange the order of EnvT
and ContT.

By using a series of abstractions, modular monadic semantics turns the monolithic
structure of traditional denotational semantics into reusable components. The modular-
ity is manifested at two levels, high-level monadic building blocks and low-level monad
transformers.
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State: Environment:
type StateT s m a =s — m (s,a) type EnvTrma=7r —ma
TetUrngtateT s m @ = AS. T€LUTN, (s, a) TetUTN By T r m @ = AP. TELUT T, @
bmdStateT sm € k= bindEn’UT rm € k=

As{(s',a) «— es;kas'}m Ap{a — ep;kap}m
update f = As. returny, (fs, s) rdEnv = A\p.return, p
inEnvpec = M.cp

liftgiateT s€ = As.{a — e; return, (s, a)}m lift ot »€ = Ap-€

Errors: Continuation:

type Err a = Ok a | Err String

type ContTcma = (a — mc) — mc

type ErrT m a =m (Erra)

TetUTN B Ty = TELUTT, - Ok
bindErrT m€ k=

TetUT’I’LContT cem@= Ak.ka
bindcontT ¢ m € f = Ak.e(Xa.fak)

{a ¢
case a of
Okx — kx

Errs — returng,(Errs)}

err = returng, -Err callec f = Mk.f(Aa. Nk .ka)k

liftErrT = map,, Ok liftContT ¢ = bindm,

Fig. 3. Monad transformers

We have, however, only achieved part of our goal. Without a theory of monads and
monad transformers, we would have to unfold the definitions of all kernel-level monadic
operations (such as bind and inEnv) to reason about semantic building blocks and the
source language. In the next section, we present a theory that enables us to perform
equational reasoning at a higher level with a set of laws and axioms.

3 A Theory of Monads and Monad Transformers

The purpose of developing a theory for monads and monad transformers is to reason about
the monadic semantics without having to unfold the definitions of kernel-level monadic
operations such as bind, inEnv, etc. Unfolding the monadic operations would defeat the
purpose of the modular abstraction mechanism. Instead, we make it possible to perform
equational reasoning at a high level by providing a set of properties directly associated with
various monadic operations. An example in Section 5 further demonstrates that reasoning
in the monadic framework offers modular proofs and more general results. In this section,
we concentrate on the fundamental properties of monads and monad transformers.

We begin with the formal definition of monads and monad transformers, based on
Moggi’s and Walder’s earlier work. The main topics of this section are how monadic
axioms capture the properties of individual programming language features, and how
natural liftings preserve existing features and capture the interactions between the newly
added feature and existing features. The section ends with a discussion of the order of
composing monad transformers.
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Functions err, update and rdEnv are easily lifted using lift:

errt m = lift, - errm
update, ,, = lift, - update,,
rdEnv, = Uft, ,,rdEnvn,

List can only be the base monad:

METGe(s, (1o List)..) = JOWMey. (¢ List)..) Wty - lifty

Liftings of callcc and inEnv:

calleet m f mEnv m pe
EnvTrm  Ap.calleen, (M. f(Ma.\p' .ka)p) A’ .inEnvmp(ep’)
StateT s m  Asg.callcem (Ak. f(Aa.As1.k(s0,a))s0)  As.inEnvny, p(es)
ErrTm calleen (Mk.f(Aa.k(Ok a))) inEnv, p e

Fig. 4. Liftings

3.1 Monad and Monad Transformers

In this section we give a formal definition of monads and monad transformers.

8.1.1 Monads

Definition 3.1
A monad is a triple (m, returnm,, bind,,) consisting of a type constructor and two functions
that satisfy the following laws (Moggi, 1990):

{b— return a;k b} = ka (left unit)
{a — e;return a} = e (right unit)
{vi —e1;{v2 —ez;e3}} = {v2 — {v1 < ei;ea};es} (associativity)

Intuitively, the (left and right) unit laws say that trivial computations can be skipped in
certain contexts; and the associativity law captures the very basic property of sequencing,
one that we usually take for granted in imperative programming languages.

Note that in the associativity law, e; is in the scope of vz on the right hand side but
not so on the left hand side. In applying this law, we must make sure that there is no
unwanted name capture.

The type constructors Id and List introduced in Section 2 are well-known monads
(presented in, for example, (Wadler, 1990)):

Proposition 3.1
Id and List are monads.

3.1.2 Monad Transformers

To capture monad transformers formally, we first introduce monad morphisms (Moggi,
1990):

Definition 3.2
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A monad morphism f between monads m and m/’ is a function of type:
fima—ma
satisfying:

f.-returng, = returng

f (bindm m k) = bind, (f m) (f-k)
Note that f is polymorphic in a. We can now define monad transformers as follows:

Definition 3.8

A monad transformer consists of a type constructor ¢ and an associated function lift,,
where ¢t maps any given monad (m, returnm,, bind,) to a new monad (t m, returns m,
bind; m ). Furthermore, lift, is a monad morphism between m and t m:

lift,: ma—tma

Therefore lifting a trivial computation results in a trivial computation; lifting a sequence
of computations is equivalent to first lifting them individually, and then combining them
in the lifted monad.

The type constructors listed in Figure 3 satisfy the above definition.

Proposition 3.2
EnvT r, StateT s, ErrT, and ContT ¢ are monad transformers.

It is well known that these type constructors transform monads to monads. “EnvT r”
is the composable reader monad presented in (Jones & Duponcheel, 1993). The remaining
three were discovered by Moggi (Moggi, 1990). Appendix A contains detailed proofs that
the corresponding lift functions are indeed monad morphisms.

Monad transformers compose with each other (a property that follows immediately
from the definition of monad morphisms):

Proposition 3.3
Given monad transformers ¢; and to, t1 - t2 is a monad transformer with:

type (t1-t2) ma = t1 (t2m)a
lift(t14t2) = liﬁtl ’ liﬂt2

3.2 Environment Axioms

Environments have a profound impact on programming language semantics and compi-
lation. For example, lexically scoped languages fit well into the environment model. The
monadic framework provides us a way to capture the essential properties of environments
as follows:

Proposition 3.4
The environment operations, rdEnv and inEnv satisfy the following axioms:

(inEnv p) - return = return (unit)
mEnv p {v—e1;ea} = {v—inEnvpei;inEnvpes} (distribution)
mEnv p rdEnv = returnp (cancellation)
inEnv p’ (inEnvpe) = mEnvpe (overriding)

Intuitively, a trivial computation cannot depend on the environment (the unit law); the
environment stays the same across a sequence of computations (the distribution law); the
environment does not change between a set and a read if there are no intervening com-
putations (the cancellation law); and an inner environment supersedes an outer one (the
overriding law). The distribution law, for example, is what distinguishes the environment
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from a store. A store does not distribute across a sequence of computations. It is updated
as the computation progresses.

We can prove the environment axioms by first verifying that they hold after the envi-
ronment monad transformer is applied, and then by making sure that they are preserved
through the liftings of rdEnv and inEnv. A detailed proof of these results is included in
Appendix A.

In Section 5, we will present an example that uses the environment axioms to prove a
property about compiling the source language.

The environment axioms provide an answer to the question: “what constitutes an en-
vironment?” We expect that useful monadic axioms can be derived for other features,
following the earlier efforts on state (Hudak & Bloss, 1985) (Peyton Jones & Wadler,
1993) (Chen & Hudak, 1997), continuations (Felleisen et al., 1986) (Felleisen & Hieb,
1992) and exceptions (Spivey, 1990).

3.3 Natural Liftings

In this section, we investigate what conditions a desirable lifting must satisfy. First we
will formalize how types are transformed in the lifting process. We will then introduce
the natural lifting condition and verify that the liftings we constructed in Section 2.4 are
indeed natural.

8.8.1 Lifting Types

How does its type change when an operation is lifted? The set of operations we consider
has the following types in monad m:

T = A (type constants)
| a (type variables)
| 71— 7 (functions)

| (r,7) (products)

|  List 7 (lists)

|

mT (computations)

When an operation is lifted through the monad transformer ¢, its new type can be derived
by substituting all occurrences of m in the type with ¢ m. Formally, -] is the mapping
of types across the monad transformer ¢

[Al:
a] t =

T — T2t [Ti]e — [2]¢

[
[
F(ﬁﬁzﬂt = (Inle, [721]0)
[m

A
a

List 74 = List [T]:
7l = tm 7]

8.8.2 Natural Lifting Condition

What properties should a particular lifting satisfy? Recall that in Section 2.4.3, we noted
that the following was not a desirable lifting of inEnv through ContT:

MEneontT e m T ¢ =  AkanEnvey, v (¢ k)

The problem is that the environment is not restored when ¢ invokes k, which is equiv-
alent to, for example, not popping off the arguments after a function returns. This lifting
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is not desirable because a new feature (a continuation) has disrupted an existing feature
(the environment).

Intuitively, any programs not using the added feature should behave in the same way
after a monad transformer is applied. The monad morphism property of lift ensures that
single computations are properly lifted. But some operations, such as callcc, have more
complex types—they take computations as arguments. Thus we extend Moggi’s original
definition and define natural liftings as a family of relations £., indexed by type 7:

Definition 3.4
L is a natural lifting of operations of type 7 along the monad transformer ¢ if it satisfies:

L, T [T
La = id (1)
La = id (2)
Lr—rm = M.f satisfying:

VLry, 3Ly, such that: f - Loy = Loy - f (3)
Ly = Ma,b).(Lry a, Ly, ) (4)
Lrist - = maprs Lr (5)
Lo~ = lift,- (map,, L) (6)

Despite the similarity between cases 5 and 6, case 5 is in fact more similar to case 4.
Both cases 4 and 5 map 7 across the some basic data type. In case 6, m is the monad on
which the monad transformer ¢ is applied.

Constant types (such as integer) and polymorphic types do not depend on any particular
monad. (See cases 1 and 2.) On the other hand, we expect a lifted function, when applied
to a value lifted from the domain of the original function, to return a lifting of the result of
applying the original function to the unlifted value. This relationship is precisely captured
by equation 3, which corresponds to the following commuting diagram:

T1 I; > T2

Lo Loy

f/
[T1]e > [72]
The liftings of tuples and lists are straightforward. Finally, the [lift operator that comes
with the monad transformer m lifts computations in m. Note that £, is mapped to the
result of the computation, which may involve other computations.

The above does not provide a constructive definition for a type-parametric lifting func-
tion £. The “satisfying” clause in the third equation specifies a constraint, rather than a
definition of f’. That is why we define £ as a relation rather than a function. In practice,
we first find out by hand how to lift an operation through particular monad transformers,
and then use the above equations to verify that such a lifting is indeed natural.

3.8.8 Verifying Natural Liftings

We now verify the natural lifting condition for the liftings in Section 2.4. The easy cases
(update, err and rdEnv) are covered by the following theorem by Moggi (Moggi, 1990):

Proposition 3.5
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If function f’s domain does not involve any monadic type, then:
liﬁt : f
is a natural lifting of f through any monad transformer t¢.

Proof: Since the domain type (call it 7) does not involve the monad, the lifting of 7 is 7
itself. The above theorem follows from the commutativity of the following diagram:

/

T 7 T
id lift,
! lift, - f ey

O
We address the remaining cases (merge, inEnv and callcc) separately.

Proposition 3.6
METGe (s, . (t, List)...) = JOM(ey (1, Listy...) " Wfte, = lifty,
is a natural lifting of mergey ;-

To prove that the lifting for merge is natural, we need the following property of map
and join:

Lemma 3.1
If t is a monad transformer, m a monad, then:

lift, - join,, = join, ., - lift, - (map,, lift,)

Proof:
lift, (join,,e) = lift, {a —e; a}m (join)
= {a < lft,e; lift,a}s m (monad morphism)
= {a < lift,e; b — returng m (lift,a); b} m (left unit)
= join, ,, {a < lift,e; returns m(lift,a)}e m (join)
= join, ., {a < lift,e; lift,(returny, (lift,a))}+ m (monad morphism)
= join, ,, (lift, {a «— e; returny, (lift,a)}m) (monad morphism)
= Join,  (lft, (map,, lft, ¢)) (map)
O
We can now prove Proposition 3.6 by verifying that the following diagram commutes:
List (List a) TETGEL 1at = List a
mappisy (lifty, - - lift,,,) lift, - lift,

METGe(¢, .. .(t,, List)...
List ((t1... (tn List)...) a) (1o 299D o (4. (b List)...) a

Indeed we have:
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Merge,, (e, List)...) MaPrise (lifty, - lift, )
= MEeTG€(4,...t,,) List " TP st llfttlmtn (3~3)

= lift,, .., - merger;s (3.1)
= lift, ---lift, -mergep;s (3.3)
O
Proposition 3.7
INEnVEnyT v mp € = Ap.inEnvy, p (e p')
inEnvgtateT s mp € = As.inEnvp, p (e s
IMENVErT mp € = mEnv, pe

are natural liftings of inFEnuvy,.
Proof: For inEnv , to be a natural lifting, we need to prove that:
inEnve mp - lift, = lift, - inEnvmp

Indeed we have:

MENVERT v mP (liftEan r/ me) = )\p'.inEnvmp(ZiftEmT r mepl) (inEnvEan i m)
= Ap,annUmpe (lZﬁEn'UT r! m)
= liﬁEan r/ m(inEm)mpe) (liﬁEm;T I m)

inEnvsiater s mpP (liftsiateT s m€)
= )‘S‘inEnUmp(liﬂStateT s mes) (inEnUStateT s m)
= As.inEnvmp{a — e;returny, (s,a)}m  (liftgiateT s m)
= As.{a — inEnvnpe; returnm(s,a)}m (Prop. 3.4)
= liftStateT s m(mEnvmpe) (liftStateT s m)

inEnvgT mpP (liftErrT me) = Z‘nEnv’mp(liftErrT me) (
= inBnvmp{a — e;returnm, (Ok a)}m  (ftgre ms MaD,,)
= {a < inEnvmpe; returng, (Ok a)}m  (
= liftE'M‘T m (inEm)mpe) (
O

Proposition 3.8

(a) callecEnyT + m = Ap.callecc,(Mk.f(Aa\p' .ka)p)
(b)  calleccgrrr m f = callcem (Nk.f(Aa.k(OFk a)))
(¢) calleestateT s m | = Aso.calleen, (Ak.f (Aa.Xs1.k (s0,a)) so)

are natural liftings of callccy, .

Proof: To prove Proposition 3.8a, we apply Definition 3.4 to the type of callcc, and arrive
at the following lemma:

Lemma 3.2
callcet 1, is a natural lifting of callcey,
iff:
Y, fL (Ve F(Lift, - k) = Uft,(fk)) = calleey m f' = lift,(callcenm, f)

Using Lemma 3.2, it is easy to show that callccgnyT » 1 is @ natural lifting of callcen,:

calleccgnyT v mf = Ap.callcen,(Mk.f (Aa.\p' ka)p) callec pnyT + m)

( (
= )\p.callccm ()‘k'f/()‘a'hftEan T(ka))p) (hftEnUT r)
= Ap.callecy, Nk.lift gyt -~ (fE)P) (prerequisite of 3.2)
(
(

= Ap.callecem (Nk.fk) Uftgpot )
= hftEn’UT T(callccmf) hftE’n’UT r)
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Paterson (Paterson, 1995) showed a simple proof for the naturalness of calleccgrrr m
using the free theorem (Wadler, 1989) for callce:

vg7h7f’ f/'
(Vk, k'K -g=map h-k = f'k' = map g (fk)) =
callecf’ = map g (callccf)

By specializing f’ to Mk.f”(k - g), we can transform the free theorem to:

Lemma 3.8

Vg, h, f, f".
(Vk, f"(map h- k) = map g (fk)) =
callecc(Mk.f" (k- g)) = map g (callccf)

We now use Lemma 3.3 to prove callccgr7 1, 18 a natural lifting. Letting:

g=h= 0k
we have:
callccgrrr mf" = callccm(Mk.f(k- Ok))  (calleccgrt m)
= map,, Ok (callccy, f) (free theorem and prerequisite in 3.2)

= liﬂErrT (callccm f) (liftErrT)

Thus callecgrrT 4, is a natural lifting, following Lemma 3.2.
The free theorem, however, is not powerful enough to prove the naturalness of callccsigteT s m-
Instead, we introduce the following lemma, which is a slight variation of the free theorem:

Lemma 3.4
Vg’h7f7 f/780'

(Vk, f'(Az.As.map (Az.h(s,x)) (kz))so = map g (fk) =
callecc (M\k.f'(Az.As.k(gz))so) = map g (callcc f)

The proof of the lemma is in Appendix A. We will apply Lemma 3.4 with the following
specialized definitions to prove callccsigteT s m 18 @ natural lifting:

g Az.(so, )
h = Az

The proof is carried out in two steps. First, we verify the prerequisite of Lemma 3.4, using
the prerequisite of Lemma 3.2.

'Oz As.map,, (A\x.h(s,x)) (kx))so

= f'(Az.As.map,, (A\z.(s,2)) (kz))so (h)

= f/()‘x'liftStateTs (kx))so (liftStateT s)

= liftgiater s (fK)s0 (prerequisite of 3.2)
= map,, g9 (fk) (liftstateT s)

Second, we use the result of Lemma 3.4 to establish the the sufficient and necessary
condition in Lemma 3.2:

callecgiate s m [ S0 = calleenm (Mk.f (Aa.As1.k(s0,a))so) (callecsiateT s m)
= map,,(Aa.(so,a)) (callccn, f) (3.4)
= hﬁStateT s (Callccm f) (liftStateT s)

Apply the above to Lemma 3.2, we have proved that callccsiqteT s m 18 @ natural lifting.
O
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So far we have established that all the liftings in Figure 4 are natural. Note that the
following lifting of callccgtateT s m:
callecstateT s m [ = Aso.calleen, (Ak.f (Aa.Xs1.k (s1,a)) so)

which passes the current state to the continuation, is not natural. Here is a counter-example
discovered by Paterson (Paterson, 1995). Let:

'k =liftgiprer «(f(Ax.bind(kzs1)(A(s', z). returnz)))

For any state s1, f’ and f meet the condition:

v]'f-f/(lif’ff,?tateT s " k) = liftStateT e(fk))

However:
callecsiateT s (ContT ¢ Id)f/ so k = f()‘m')‘k/'k(slv a:))()\a:k(so, SE))
liftstater s(callcccontt e 1af) so k= f(Az. XK .k(s0, %)) (Az.k(s0,))

are different.

3.4 Ordering of Monad Transformers

The ordering of monad transformers has an impact on the resulting semantics. For exam-
ple, we have seen that lifting callcc through StateT results in a “debugging” semantics.
On the other hand, if we apply ContT to a state monad, then we get the usual semantics
for callcc. To demonstrate, we construct two monads:

type Mla = ContT c (StateT Int Id) a
type M2a = StateT Int (ContT c Id) a

The program segment:

callee(Nk.{- «— update(Az.x + 1); k0})

expands to:
Ak.Aso.k O (so + 1)
in M1, but to:
As0.Ak.E (s0,0)
in M2.

The key difference is that one combination captures the state in the continuation,
whereas the other combination does not.

In general we can swap the ordering of some monad transformers (such as between
StateT and EnvT), but doing so to others (such as ContT) may effect semantics. This is
consistent with earlier experience in combining monads (King & Wadler, 1993), and, in
practice, provides us with an opportunity to fine tune the resulting semantics.

4 Modular Monadic Interpreters

We can transform a denotational semantics description into an executable interpreter
by translating the mathematical notations into corresponding programming constructs.
Modern functional languages such as Haskell (Hudak et al., 1992) or SML (Milner et al.,
1990) are particularly suitable because these languages offer features such as algebraic
data types and higher-order functions that match well with the mathematical notations
used in denotational semantics.

While the static type system in Haskell or SML is capable of implementing traditional
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type Term = OR TermA -- arithmetic
( OR TermF -- functions
( OR TermR -- assignment
( OR TermL -- lazy evaluation
( OR TermT -- tracing
( OR TermC -- callcc
TermN -- nondeterminism
)))))
type M = EnvT Env -- environment
( ContT Answer -- continuations
( StateT Store -- memory cells
( StateT String -- trace output
( ErxT —-- error reporting
List -- multiple results
2)))
type Value = OR Int -- integers
( OR Loc -- memory locations
( OR Fun -- functions
0N

Fig. 5. Gofer specification of a modular interpreter

denotational semantics, implementing monadic modular semantics in a strongly typed
language has proved to be a challenge. For example, Steele (Steele Jr., 1994) reported
numerous difficulties when he built a modular monadic interpreter in Haskell. Although
the Haskell type system can implement individual monads and monad transformers as type
constructors, modular monadic semantics requires the type system to capture relationships
among different monads and monad transformers.

We have successfully implemented a modular monadic interpreter in Gofer (Jones,
1991), whose constructor classes and multi-parameter type classes provide just the added
power over Haskell’s type classes¥ to allow precise and convenient expression of the typ-
ing relationships. Figure 5 gives the high-level definition of the interpreter for our source
language. The rest of the section will explain how the type declarations expand into a full
interpreter. For now just note that OR is equivalent to the domain sum operator, and that
Term, Value and M denote the abstract syntax, runtime values, and the interpreter monad,
respectively.

4.1 Extensible Union Types

We begin with a discussion of a key idea in our implementation: how values and terms
may be expressed as extensible union types. This facility has nothing to do with monads.
The disjoint union of two types is implemented by the data type OR:

a

data OR a b = L
| Rb

¥ The newly defined Haskell 1.3 (Peterson & Hammond, 1996) supports constructor
classes (but not multi-parameter type classes).
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where L and R are used to perform the conventional injection of a summand type into the
union; conventional pattern-matching is used for projection. However, such injections and
projections only work if we know the exact structure of the union. When building modular
interpreters, an extensible union may be arbitrarily nested or extended. We would like a
single pair of injection and projection functions to work on all such constructions.

To achieve this, we define a multi-parameter type class to implement the summand /union
type relationship, which we refer to as a “subtype” relationship:

class SubType sub sup where
inj :: sub -> sup —-- injection

prj :: sup -> Maybe sub -- projection

data Maybe a = Just a
| Nothing

The Maybe data type is used because the projection function may fail. We can now express
the relationships between the summand and union types:

instance SubType a (OR a b) where

inj =1L
prj (L x) = Just x
prj _ = Nothing

instance SubType a b => SubType a (OR ¢ b) where

inj =R . inj
prj (R a) = prj a
pPrj _ = Nothing

It would appear that we could have a more symmetric instance declaration in place of the
second declaration above:

instance SubType a (OR b a) where

inj =R
prj (R x) = Just x
pPrj — = Nothing

With this declaration, however, the Gofer type system complains that (OR a a) is an over-
lapping instance. The type system cannot determine which of the two injection/projection
pairs are applicable if the programmer supplies, for example, (OR Int Int) as the union
type.

Now we can see how the Value domain used in Figure 5, for example, is actually
constructed:

type Value = OR Int (OR Loc (OR Fun ()))
type Fun M Value -> M Value

With these definitions the Gofer type system will infer that Int, Loc, and Fun are all “sub-
types” of Value, and the coercion functions inj and prj will be generated automatically.!

I Most of the typing problems Steele (Steele Jr., 1994) encountered disappear with the
use of our extensible union types; in particular, there is no need for Steele’s “towers”
of data types.
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4.2 Interpreter Building Blocks

As seen in Figure 5, the Term type is also constructed as an extensible union (of subterm
types). We define additionally a class InterpC to characterize the term types that we wish
to interpret:

class InterpC t where
interp :: t -> M Value

The behavior of the evaluation function interp on unions of terms is given in the obvious
way:

instance (InterpC t1, InterpC t2) =>
InterpC (OR tl t2) where
interp (L t) = interp t
interp (R t) = interp t

The interpreter is just the method associated with the top-level type Term:
interp :: Term -> M Value

The interpreter building blocks are straightforward translations of the semantic building
blocks in Section 2.1 into instance declarations. For example, the arithmetic building block
can be implemented as follows:

data TermA = Num Int
| Add Term Term

instance InterpC TermA where
interp (Num x) = returnlnj x
interp (Add x y) = interp x ‘bindPrj‘ \i ->
interp y ‘bindPrj‘ \j ->
returnInj ((i + j) :: Int)

returnlnj
m ‘bindPrj‘ k

return . inj
m ‘bind‘ \a ->
case (prj a) of
Just x > k x
Nothing -> err "type error"

Note the simple use of inj and prj to inject/project the integer result into/out of the
Value domain, regardless of how Value is eventually defined (returnInj and bindPrj
make this a tad easier). The err function is the error reporting function implemented by
the underlying monad.

Appendix B lists Gofer implementation of other interpreter building blocks. They can
be similarly translated from the corresponding monadic semantics.

Before discussing how to implement the monad transformers needed to construct the
interpreter monad M, we introduce Gofer’s constructor classes through a motivating ex-
ample.

4.8 Constructor Classes

Constructor classes (Jones, 1993) support abstraction of common features among type
constructors. Haskell, for example, provides the standard map function to apply a function
to each element of a given list:
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map :: (a -> b) -> List a -> List b

Meanwhile, we can define similar functions for a wide range of other data types. For
example:

Leaf a

data Tree a =
| Node (Tree a) (Tree a)

mapTree :: (a -> b) -> Tree a -> Tree b

Leaf (f x)
Node (mapTree f 1) (mapTree f r)

mapTree f (Leaf x)
mapTree f (Node 1 r)

The mapTree function has similar type and functionality to those of map. With this in
mind, it seems a shame that we have to use different names for each of these variants.
Indeed, Gofer allows type variables to stand for type constructors, on which the Haskell
type class system has been extended to support overloading. To solve the problem with
map, we can introduce a new constructor class Functor (in a categorical sense):

class Functor f where
map :: (@ ->b) >fa->fhb

Now the standard list (List) and the user-defined type constructor Tree can be defined
as instances of Functor:

instance Functor List where
map £ [1 = []
map f (x:xs) = f x : map f xs

instance Functor Tree where
map f (Leaf x) = Leaf (f x)
map f (Node 1 r) = Node (map f 1) (map f r)

Constructor classes are extremely useful for dealing with multiple instances of monads
and monad transformers (which are all type constructors).

4.4 Monads
We follow a well known approach (Jones, 1993) to define monads using a constructor class:

class Monad m where

return :: a -> m a

bind :: ma ->(a->mb) >mb

map :: (a ->b) -> (ma ->m b)
join ::m (ma) ->ma

map f m = m ‘bind‘ \a -> return (f a)

joinm =m ‘bind‘ id

Map and join are conveniently defined as default methods in terms of bind and return.
A specific monad, such as List, is an instance of the Monad class:

instance Monad List where
return x = [x]



Modular Monadic Semantics 31

[1 ‘bind‘ k =[]
(x:xs8) ‘bind¢ k = k x ++ (xs ‘bind‘ k)

The interesting properties of a monad are the additional operations it supports. We can
further define subclasses of Monad, each containing an additional set of operations. For
example, ListMonad has one extra operation merge:

class Monad m => ListMonad m where
merge :: List (ma) ->m a

The standard list monad List implements merge as follows:

instance ListMonad List where
--merge :: List (List a) -> List a
merge [] =[]
merge (x:xs) = x ++ (merge xs)

Other classes of monads, such as StateMonad, EnvMonad, ContMonad and ErrMonad, can be
similarly defined. (See Appendix C for details.)

4.5 Monad Transformers
We implement monad transformers in the following constructor class definition:

class MonadT t where
lift :: (Monad m, Monad (t m)) =>ma -> tm a

To illustrate how individual instances are defined, we use the state monad transformer
(StateT) as an example. The Gofer implementation of EnvT, ContT, and ErrT can be
found in Appendix C.

From Section 2.3 we know that applying monad transformer StateT s to monad m
results in a monad StateT s m. Because Gofer only allows us to partially apply a data
type, not a type synonym, we introduce a dummy data constructor and define StateT as
an algebraic data type™™:

data StateT s m a = StateM (s -> m (s,a))
unStateM (StateM x) = x

instance Monad m => Monad (StateT s m) where
return x StateM (\s -> return (s,x))
(StateM m) ‘bind‘ k =
StateM (\sO -> m sO0 ‘bind‘ \(s1, a) —>
unStateM (k a) s1)

The definition follows exactly from Figure 3, except for dealing with the StateM data

constructor. Note that bind and return are not recursive functions; the constructor class

system automatically infers that the functions appearing on the right are for monad m.
Next, we define StateT s as a monad transformer:

instance MonadT (StateT s) where
-- 1lift :: m a -> StateT s m a
1lift m = StateM (\s -> m ‘bind‘ \x -> return (s,x))

** Haskell 1.3(Peterson & Hammond, 1996) introduces a newtype construct that can be
used to avoid the run-time penalty of dummy data constructors such as StateM.



32 Sheng Liang Paul Hudak

We introduce StateMonad as a subclass of Monad with an additional operation update:

class Monad m => StateMonad s m where
update :: (s -> s) ->m s

Monad transformer StateT s adds the update function on s to any monad m:

instance Monad m => StateMonad s (StateT s m) where
update f = StateM (\s -> return (f s, s))

Finally, we can lift update through any monad transformer by composing it with 1ift
(see Proposition 3.5):

instance (StateMonad s m, MonadT t) =>
StateMonad s (t m) where
update = 1lift . update

As another example of lifting, we can apply any monad transformer to List and obtain a
ListMonad (see Proposition 3.6):

instance (MonadT t, Monad m) => ListMonad (t m) where
merge = join . 1lift

4.6 Summary

We have shown that modular interpreter building blocks and monad transformers can
be implemented using two key features in Gofer type system: constructor classes and
multi-parameter type classes. Our approach offers several benefits. First, it allows us to
experiment with and debug our ideas. Second, the overloading mechanism greatly facili-
tates representing multiple instances of monads and monad transformers, eliminating the
need for subscripts. Third, type checking guarantees that we have enough features in the
underlying monad to support the set of building blocks needed for our source language.
For example, if we had instead constructed the monad M in figure 5 without the StateT
String monad transformer:

type M = EnvT Env -- environment
( ContT Answer -- continuations
( StateT Store -- memory cells
-- missing state component for IO
( ErrT —-- error reporting
List -- multiple results
)

then the Gofer type system would complain that StateMonad String M cannot be inferred
from the definition of M.

5 Compilation

In this section we investigate how to compile the source language from its monadic seman-
tics specification. The target language we consider is fairly high-level, providing support
for closures, tagged data structures, basic control-flow (such as conditionals) and garbage
collection. How to implement a back-end that efficiently supports such target languages
has been investigated by a number of compiler research efforts (e.g., the techniques de-
veloped for T (Kranz et al., 1986), SML/NJ (Appel, 1992), and Haskell (Peyton Jones,
1992)).
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Even though we do not tackle the problem of building compiler back-ends, our work
provides insights into how we may build a common back-end capable of supporting a
variety of source languages. Writing separate back-ends for different source languages
leads to duplication of efforts. On the other hand, a common back-end has the following
benefits:

e It simplifies the task of constructing compilers.
e It allows multiple source languages to interoperate by freely exchanging compatible
runtime data.

Modular monadic semantics fits well with a common back-end, because it is suitable
for specifying multiple source languages, and, as will be seen, it leads to an efficient and
provably correct compilation scheme. This is achieved in several steps. First, we require
that our semantics be compositional: the arguments in recursive calls to E are substruc-
tures of the argument received on the left-hand side. From a theoretical point of view,
it makes inductive proofs on programs possible. In practice, this guarantees that, given
any abstract syntax tree, we can recursively unfold all calls to the interpreter, effectively
removing runtime dispatch on the abstract syntax tree.

Our second step is to simplify the resulting monadic style code composed out of various
monadic operations (such as bind and inEnv). As will be seen in Section 5.1, monad laws
are useful in simplifying code; and environment axioms can be used to eliminate the costly
interpretive overhead of environment lookups. In Section 5.2, we formally prove that all
environment lookups can be removed.

The final step (Section 5.3) is to map monadic-style intermediate code to the target
language. The main focus is on how to utilize the built-in target language features.

5.1 Using Monad Laws to Transform Programs

Following the monadic semantics presented in Section 2, by unfolding all calls to the
semantic function F, we can transform source-level programs into monadic-style code. For
example, “((Azx.z + 1) 2),” is transformed to:

El((Awo+1)2),] =
{ f<{ p< rdEny;
return (Az.inEnv plx/[v]] { i «— { p < rdEnv;
plv] };
J < returnl;
return (i + ) 1) %
v «— return?2;
f(return v) }

Even without any further simplifications, the above code is clear enough to describe the
computation. By applying monad laws we can simplify it to:

{ p « rdEnv,
(Az.inEnv plz/[v]] { p < rdEnv;
i — p[v];
return (i + 1) }) (return 2) }

By applying the distribution, unit and cancellation environment axioms, followed by
the unit monad law, we can further transform the example code to:

{ p < rdEnv;
(Az.{i — inEnv p[z/[v]] x; return (i + 1)}) (return 2) }
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Note that explicit environment accesses have disappeared. Instead, the meta-language
environment is directly used to support function calls. This is exactly what good partial
evaluators achieve when they transform interpreters to compilers.

Note that the true computation in the original expression “((Az.x + 1) 2),” is left
unreduced. With traditional denotational semantics, it is harder to distinguish the redexes
introduced by the compilation process from computations in the source program. In the
above example, we could safely further reduce the intermediate code:

(Ax.{i — z;return (i + 1) })(return 2)
= {i <« return 2;return (v+ 1)} (8)
= return 3 (left unit)

However, in general, unrestricted reductions for arbitrary source programs could result
in unwanted compile-time exceptions, such as in “((Az.10/z) 0),.”

5.2 A Natural Semantics

We successfully transformed away the explicit environment in the above example, but can
we do the same for arbitrary source programs? If that is possible, we will have an effective
compilation scheme that uses the target language environment for the source language,
without any interpretive overhead.

It turns out that we can indeed prove such a general result by using monad laws and
environment axioms. Following Wand (Wand, 1990), we define a “natural semantics” that
translates source language variables to lexical variables in the meta-language, and we prove
that it is equivalent to the standard semantics.

5.2.1 Definition of a Natural Semantics

We adopt Wand’s definition of a natural semantics (which differs from Kahn’s notion
(Clément et al., 1986)) to our functional sub-language. For any source language variable
name v, we assume there is a corresponding variable name v in the meta-language, and p
is an environment that maps variable name v to v.

Definition 5.1
The natural semantics for the source language is defined as follows:

Nlv = 0

N[Xv.e = return(A\v.inEnv p Ne])

N[(er e2)n] = {f < Nleal; f(inEnv p Nfez])}
Nl(er e2)o] = {f < Nlea];v < Nez]; f(returnv)}
Nf(ere2)] = | {<—fl\l’|[€1]];

let thunk = { v < inEnv p N[ez];
_« write (I,return v);
return v }

in { _ < write (I, thunk);

f(read 1) } }

Other source-level constructs, such as +, :=, and callcc, do not explicitly deal with the
environment, and have the same natural semantics as the standard semantics.

The natural semantics uses the environment of the meta-language for variables in the
source language.
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5.2.2 Correspondence between Natural and Standard Semantics

The next theorem, a variation of Wand’s (Wand, 1990), states that the standard semantics
and natural semantics are equivalent, and thus guarantees that it is safe to implement
function calls in the source language using the meta-language environment.

Theorem 5.1

For any source language program e, we have:
inEnv p Ele] = inEnvp Ne]

The detailed proof is in Appendix A. The basic technique is equational reasoning based
on the rules of lambda calculus (e.g., 8 reduction), monad laws, and environment axioms.
We establish the theorem for each semantic building block, independent of:

e the existence of other building blocks, and
e the organization of the underlying monad.

Therefore the result holds for each building block as long as the underlying monad provides
the necessary kernel-level support so that the monad laws and environment axioms hold.
The proof can be reused, even after other features are added into the source language.

The proof is possible because both the source language and meta language are lexically
scoped. If the source language supported dynamically scoped functions:

E[w.e] = return(Ac.{p < rdEnv;inEnv p[c/[v]] Ele]}),

where the caller-site environment is used within the function body, then the theorem would
fail to hold.

5.2.3 Benefits of Reasoning in Monadic Style

In denotational semantics, adding a feature may change the structure of the entire seman-
tics, forcing us to redo the induction for every case of abstract syntax. For example, Wand
(Wand, 1990) pointed out that he could change to a continuation-based semantics, and
prove the theorem, but only by modifying the proofs accordingly.

Modular monadic semantics, on the other hand, offers highly modularized proofs and
more general results. This is particularly applicable to real programming languages, which
usually carry a large set of features and undergo evolving designs.

5.3 Targeting Monadic Code

In general, it is more efficient to use target language built-in features instead of monadic
combinators defined as higher-order functions. We have seen how the explicit environment
can be “absorbed” into the meta-language. This section addresses the question of whether
we can do the same for other features, such as stores and continuations.

5.3.1 The Target Language Monad

We can view a target language as having a built-in monad supporting a set of monadic op-
erations. For example, the following table lists the correspondence between certain monadic
operations and ML constructs:
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Monadic operations ML constructs
returnx T

{z — c1;¢2} let val z = ¢; in c2 end
update ref,!, :=, print

callcc callcc

err raise Err

Note that the imperative features in ML (e.g., := and print) supports a single-threaded
store, whereas the monadic update operation more generally supports recoverable store.
It is easy to verify that the monad laws are satisfied in the above context. For example,
the ML let construct is associative (assuming no unwanted name capturings occur):

let val v2 = let val v1 =1 let val v1 = 1
in c2 end = in let val vo = c»
in c3 end in c3 end end

5.3.2 Utilizing Target Language Features

We now investigate how to utilize the features directly supported by the target language
monad. Because of a technical limitation related to nondeterminism, we tentatively drop
it from our source language. (We will discuss the support for nondeterminism later.) The
underlying monad M becomes:

type M a = EnvT Env (ContT Answer (StateT Store (StateT IO (ErrT Id)))) a

Now we substitute the base monad Id with the built-in ML monad (call it Mpp,):

type M1 a = EnvT Env (ContT Answer (StateT Store (StateT 10 (ErrT Myr)))) a

Note that M; supports two sets of kernel-level operations for continuation, store, I/O, and
error reporting. The monadic code can choose to use the ML built-in operations instead
of those implemented as higher-order functions. In addition, if we have used the natural
semantics to transform away all environment accesses, then the EnvT monad transformer
is no longer useful. Because the natural lifting condition guarantees that adding or deleting
an unused monad transformer does not effect the result of the computation, it suffices to
run the target program on Ma:

type Mz a = My, a

which directly utilizes the more efficient ML built-in features.

Therefore, by using a monad with a set of primitive monadic combinators, we can expose
the features embedded in the target language. It then becomes clear what is directly
supported in the target language, and what needs to be compiled explicitly.

The above process would have been impossible had we been working with traditional
denotational semantics. Various features clutter up and make it hard to determine whether
it is safe to remove certain interpretation overhead, and how to achieve that.
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We do not need to transform away all monad transformers. For example, the following
monad is also capable of supporting the source language:

type M3 a = ContT Answer Myr, a

Because M3 supports two callcc operations, the monadic code can either use the ML built-
in callce function, or use the callcc supported by the continuation monad transformer.

5.8.8 Limitations of This Approach

It is important to recognize the limitations of the transformation process:

1. Unlike other features, nondeterminism must be directly supported by the target lan-
guage, since the nondeterminism monad (List) must be the base monad. This is why
we put aside nondeterminism in the preceding discussion.

2. We have shown that the ordering of monad transformers (in particular, the cases
involving ContT) has an impact on the resulting semantics. In practice, we need to
make sure when we use one monad transformer instead of another, that the resulting
change of ordering does not have unwanted effects on semantics. For example, if we
had left one of the state monad transformers unreduced:

type My a = StateT Store My, a

we have effectively swapped the order of StateT and ContT. (The latter is now sup-
ported in Mp;r,.)

5.8.4 Implications for a Common Back-end

To overcome the above limitations, a common back-end must support a rich set of features
needed by a wide range of source languages, thereby guaranteeing that we can always
transform away the monad transformers.

The ordering of monad transformers only effects the semantics of callcc. To deal with
situations where the order of monad transformers matters, the back-end can provide mul-
tiple variations of the a monadic operation, with each version implementing a variation
of the semantics. For example, a back-end can support a special version of callcc that
captures the current state for the purpose of debugging.

6 Related Work, Future Work and Conclusion

In this paper, we have demonstrated how monads and monad transformers can be used
to provide more modular specification of programming language features than traditional
denotational semantics. In addition, we have shown how the modularity offered in our
framework can provide better support for equational reasoning, program transformation,
interpreter construction, and semantics-directed compilation. More specifically, the con-
tributions of the work presented in this paper are as follows:

e We have constructed modular semantic building blocks that support a wide variety
of source language features, including arithmetic expressions, call-by-value, call-by-
name, lazy evaluation, references and assignment, tracing, first-class continuation, and
nondeterminism. Although each of these features has been modeled using monads
before, it is the first time all of them fit into a single modular framework.

e We have solved a number of open problems in how to lift operations through monad
transformers. We have extended Moggi’s (Moggi, 1990) natural lifting condition to
higher-order types, making it possible to reason about the relatively complex opera-
tions related to environment and continuation. In addition, we have shown how liftings
capture the interactions between various programming language features.
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e We have implementationed modular semantic building blocks and monad transformers
in Gofer (Jones, 1991). This is the first implementation of a full-featured modular
monadic interpreter using a strongly-typed language.

e We have investigated high-level monadic properties of programming language features
(for example, the environment axioms). We have applied these properties to construct
modular proofs and to perform semantics-directed compilation.

6.1 Related Work

Our work is built on a number of previous attempts to better organize modular semantics,
to more effectively reason about programming languages, and to more efficiently compile
higher-order programs.

6.1.1 Modular Semantics

The lack of modularity of traditional denotational semantics (Stoy, 1977) has long been
recognized (Mosses, 1984) (Lee, 1989).

Moggi first suggested the use of monads and monad transformers to structure denota-
tional semantics. Wadler popularized Moggi’s ideas in the functional programming com-
munity by showing how monads could be used in a variety of settings, including incorporat-
ing imperative features (Peyton Jones & Wadler, 1993) and building modular interpreters
(Wadler, 1992). Wadler (King & Wadler, 1993) also discussed the issues in combining mon-
ads. Pseudomonads (Steele Jr., 1994) were proposed as a way to compose monads and thus
build up an interpreter from smaller parts. However, implementing pseudomonads in the
Haskell (Hudak et al., 1992) type system turned out to be problematic.

Returning to Moggi’s original ideas, Espinosa formulated a system called Semantic Lego
(Espinosa, 1993) (Espinosa, 1995). Espinosa’s Scheme-based system was the first modular
interpreter that incorporated monad transformers. Among his contributions, Espinosa
pointed out that pseudomonads were really just a special kind of monad transformer, first
suggested by Moggi as a way to leave a “hole” in a monad for further extension. Espinosa’s
work reminded the programming language community—who had become distracted by the
use of monads—that Moggi himself, responsible in many ways for the interest in monadic
programming, had actually focussed more on the importance of monad transformers.

Related approaches to enhance modularity include composing monads (Jones & Duponcheel,
1993) and stratified monads (Espinosa, 1994).

This paper was motivated by the above line of work, which led to the solution (Liang
et al., 1995) of a number of open issues in how to lift operations through monad trans-
formers, as well as how to implement modular interpreters in a strongly-typed language.

6.1.2 Reasoning with Monads

In his original note (Moggi, 1990), Moggi raised the issue of reasoning in the monadic
framework. The monadic framework has been used to specify state monad laws (Wadler,
1990), and to reason about exceptions (Spivey, 1990). A related, but more general, frame-
work to reason about states is mutable abstract data types (MADTs) (Chen & Hudak,
1997).

This paper extends previous work by presenting the environment axioms (Liang &
Hudak, 1996). In addition, we demonstrate how these axioms, together with monad laws,
can be used to reason about programs in a modular way.
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6.1.8 Semantics-directed Compilation

Early efforts (Wand, 1984) (Paulson, 1982) were based on traditional denotational seman-
tics. The resulting compilers were inefficient.

Action Semantics (Mosses, 1992) allows modular specification of programming language
semantics. Action semantics and a related approach (Lee, 1989) have been successfully
used to generate efficient compilers. While action semantics is easy to construct, extend,
understand and implement, we note the following comments ((Mosses, 1992), page 5):

“Although the foundations of action semantics are firm enough, the theory for reasoning
about actions (and hence about programs) is still rather weak, and needs further devel-
opment. This situation is in marked contrast to that of denotational semantics, where
the theory is strong, but severe pragmatic difficulties hinder its application to realistic
programming languages.”

Our work essentially attempts to formulate actions in a denotational semantics frame-
work. Monad transformers roughly correspond to facets in action semantics, although
issues such as concurrency are beyond the power of our approach.

A related approach (Meijer, 1995) is to combine the standard initial algebra seman-
tics approach with aspects of Action Semantics to derive compilers from denotational
semantics.

One application of partial evaluation (Jones et al., 1989) is to generate compilers from
interpreters. A partial evaluator has been successfully applied to an action interpreter
(Bondorf & Palsberg, 1993), and similar results can be achieved with monadic interpreters
(Danvy et al., 1991) as well.

Staging transformations (Jorring & Scherlis, 1986) are a class of general program trans-
formation techniques for separating a given computation into stages. Monad transformers
make computational stages somewhat more explicit by separating compile-time features,
such as the environment, from run-time features.

There have been several successful efforts (including (Kelsey & Hudak, 1989), (Appel
& Jim, 1989), and others) to build efficient compilers for higher-order languages by trans-
forming the source language into continuation-passing style (CPS). The suitability of a
monadic form as an intermediate form has been observed by many researchers (including,
for example, (Sabry & Felleisen, 1992) and (Hatcliff & Danvy, 1994)).

6.2 Future Work

6.2.1 Theory of Programming Language Features

We have used monads and monad transformers to study programming language features
and their interactions. Plenty of work remains on extending the theory to handle other
useful features we have not covered. As a result, we may be able to better understand and
implement these features.

6.2.2 Monadic Program Transformation

We have demonstrated that monadic code is particularly suitable for program transforma-
tion. Because monadic semantics is no more than an abstraction of traditional denotational
semantics, all equational reasoning techniques apply. Monadic semantics can thus be used
to facilitate various program transformation techniques such as partial evaluation.
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6.2.8 A Common Back-end for Modern Languages

The experience of building a retargeted Haskell compiler suggests the feasibility of a
common back-end for modern languages. An efficient, well-thought-out system such as
SML/NJ is a strong candidate to serve as a common back-end for a variety of modern
languages.

We can further develop our monadic semantics based compilation method into a com-
piler construction tool for a common back-end.

6.2.4 Concurrency

Concurrency is an important feature in many modern languages such as J ava™ (Gosling
et al., 1996). The monadic framework covers the properties of callcc. Since callcc captures
the activities occur during a thread context switch, we expect the results related to callcc
will be useful in reasoning about multi-threaded concurrent systems.

6.3 Conclusion

We have demonstrated the power of modular monadic semantics in two ways. First, it is a
powerful technique to specify and reason about programming language features. Second, it
can be used in practice to construct modular interpreters and perform semantics-directed
compilation.

The key benefit of our approach is modularity. The underlying mechanism is monad-
based abstraction. Modular monadic semantics helps to bridge the gap between program-
ming language theory and the complex practical languages.
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This appendix contains detailed proofs for many of the results given in the body of this
paper. For convenience, we repeat the statement of each result at the beginning of the

A Proofs

corresponding proof.

Proposition 3.2 EnvT r, StateT s, ErrT, and ContT ¢ are monad transformers.

Proof: We need to show that the corresponding lift functions are monad morphisms.

Case EnvT r:

TetUTNEnyT + m €

bindEan rm (liftEan rm) ()‘a'(hftEan r(ka)
bindgnyT » m (A0'.m) (Aa.(Ap'.ka))

Ap. returnm, e

Apfa — (Ap'm) p; (\p'ka)p}m
Ap.bind,, e k
liftEn’UT r (bZTLdm e k’)

Case StateT s:

TetUrngtateT s m €

As. returnm (s, e)

As{a — returng, e; returny, (s, a)}m

liftstater s (returnm e)

liftgpot » (TEtUurng, e)

(TetUTnEsz r m)
(liftEn'UT 'r)

)
(liftEn'vT 7‘)
(bindEan T m)
Eﬁ)

hf tETL’U Tr )

(TeturnstateT s m)
(left unit)

(liftsiater )

bindStateT s m (liftStateT se) (Aa'hﬂs’tateT s(ka))

)‘S'{(3/7 a) - liﬁStateT s €5 liﬁStateT s (ka) s/}m (bindStateT s m)
As.{(s',a’) « {a « e; returny, (s, a)}m;

b — ka'; returng, (s, b) }m
As.{a « e;(s',a’') « returny, (s, a);
b« ka'; return, (s',0) }m
As{a — e;b — ka; returny, (s, b) }m

hﬁStateT s (bindm € k)

Case ErrT:

TelUT ErrT m €

return, (Ok e)

{a «— returnm, e; return., (Ok a)}m
map,, Ok (return,, e)

lft g (returng, e)

(liftStateT 5)

(associativity)
(left unit)

(Uiftsiater s)

(TeturnErTT m )
(left unit)
(map,,,)

( liﬂErr T)
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bindgrrr m (liftgrre) (Aa.liftg..r(ka))
= {d < liftg.,re;
case a' of Ok a — liftg,,r(ka) ... }m (bindgrr1 m)
= {d « {a « ¢ returnm(0k a)}m;
case a' of Ok a — {b — ka; return, (Ok b)}m .. 3m  (liftgrrr, map,,)
= {a <+« e;a’ — returny, (Ok a);
case a’ of Ok a — {b «— ka; return, (Ok b)}m ...}m (associativity)

= {a < e;b — ka; return, (Ok b)}m (left unit)
= liftErrT (bindm € k) (liftErrTa mapm)
Case ContT:

TetUTN ContT ¢ m €
= MAk.ke (returncontT ¢ m)
= bindm, (returny, e) (left unit)
= liﬁC()ntT c (TetUTnm 6) (liftContT c)

bindcontT ¢ m (liftCOntT ce) (AaliftContT c(fa))
= )‘k'(hftContT ce) ()‘a'liftContT c (fa) k) (bindContT c m)
= Ak.bindm e (Aa.bindy, (fa) k) (liftconiT o)
= Ak.bind, (bindm e f) k (associativity)
= liftContT c (bmdm € .f) (liftContT c)

Proposition 3.4 The environment operations, rdEnv and inEnv satisfy the following
axioms:

(inEnv p) - return = return (unit)
mEnv p {v—e1;ea} = {v inEnvpei;inEnvpes} (distribution)
inEnv p rdEnv = returnp (cancellation)
inEnv p’ (inEnvpe) = inEnvpe (overriding)

Proof: We verify that: 1) inFEnv and rdEnv satisfy the axioms after being introduced by
EnvT, and that: 2) the axioms are preserved through EnvT, StateT, and ErrT. (There is
no lifting of inEnv through ContT.)

Base case:

MENE T » m P (TetUTnEan r m 27)
= Ao .(returngnoT » m T)P (inEnvEnyT » m)
= M.\ returng, x)p (returnEnuT r m)
= Ao return, )
= TetUTMERT r» m T (returngny T » m)

INENVERT r m P {V < €15 €2} BnoT » m
= )\p'.{’l) — e1; eZ}EnUT r mpP (inEnUEan r m)
= )\p'.{v «— €1 p;e2 p}m (bindEan r m)
= M {v = (M1 p)p’s (A" €2 p)p'}m

)\p/.{’l) — NENVEnT » m P €1 Pl§ MENVEnT » m P €2 p,}m (inEnvEan r m)

{v — MENVEWT + m P €1 MENVEWT r m P €2} EnoT rm  (biNdEneT » m)

INENVERT » m P TAENVERT » m
= X . TdEnvEnuT » m P (inEnvEnT » m)
= Ao .(Np. returnm, p)p (rdEnvgnot » m)
= \p'. returny, p
= TelUrMNENT r m P (returngny T » m)
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. vy
MENVEwWT » m P (ZnEnUE'er rm P e)

Ap".(Ap'.e p) pf
Ao e p
INENVEn T » m P €

Case EnvT 7'

IMENVEmT 1 m P (TEUTNERyT v/ m T)

Ao inEnve, p (returngnyT v m Tp')
Ao inEnve, p (Ap". return,, x)p")
Ao inEnvm, p (return,, )

Ap'. returng, x

TetUTNEnyT + m L

inEnvEan r m P {U — €14 62}E7M)T r m

MENE T

A inEnve, p ({v — e1;e2} BroT v mp)

Ao inEnvem, p {v «—e1 p';e2 p'tm
Ap' {v — inEnvy,

ZnEnvEan r m)
nEnvEan r m)

(
(4
(8)
(

ZnEnvEan r m)

(
(
(8)
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(

p (e1 p'); inEnvm p (€2 p')}m

M {v — inErvgnr o m p €1 p'sinEnVET v p €2 P tm
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m P TAENVEn T v m

Ao inEnvm p (tdEnvEwyT v m )
Ao inEnve, p (A\p" .rdEnvy, p')
Ao inEnvm, p rdEnvy,

Ao . returng, p

TetUWrNEnyT v m P

. ;g
NENVEnT 1 m P (ZnEnUEan ' m P 6)
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iNENVEWT v m P €

Case StateT s:

inE”UStateT sm P (TeturnstateT s m 1”)
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/ . . /
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(blndEn'uT r’ m)
(ind. hypo.)
(ZnEnUE'er v m)
(blndEn'uT r’ m)

NENVEn T m)
T'dETM)Ean r’ m)

TetUTNEny T + m)

inEET 1+ )
nENvEnyT m)

ind. hypo.)
nENvEnyT m)

7'”EnvStateT s m)
retUTNState T s m)

retUTNState T s m)

(lnEn'UStateT s m)
(blndStateT s m)
(ind. hypo.)
(ZnEn'UStateT s m)
(blndStateT s m)



46

Sheng Liang
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As.inEnvy, p {p’ — rdEnvm,; return, (s, p') m
As.{p' — imEnvy, p rdEnvm; inEnvm p returnm, (s, p') }m
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TetUWIrNErrT m P

. vy
INENVErT m P (INENVErT m P e)

inEnvy, p (inEnvm, p e)
inEnvy, p e
NENEyT W p €

(inEnvErrT m)
(ind. hypo.)
(INENVBrT m)

inEnvgiateT s m)
TdEnvstateT s m)
ind. hypo.)

ind. hypo.)

left unit)
returngtate T s m)

o~ —~ —

inEnvStateT s m)
mENvsiateT s m)

ind. hypo.)
nENvSiateT s m)

(inEnUErrT m)
(bindErrT m)

(ind. hypo.)

(ind. hypo.)

(bindErrT m)

(
(
(
(
(
(

inEnvger m)
TdENVErT m)
ind. hypo.)
ind. hypo.)
left unit)
TEtUTrNErT m)
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Lemma 3.4

v9>h7f7 f/750-
(Vk, f'( Az Xs.map (\z.h(s,z)) (kx))so = map g (fk) =
callecc (\k.f'(Az.As.k(gz))so) = map g (callce f)

Proof: We establish the lemma by covering the cases when callcc was first introduced by
ContT and lifted through EnvT, StateT, and ErrT. (There is no lifting of callcc through

ContT.)

Base case:

callec(Mk. f'(Az.As.k(gz))s0)k

(Ak.f'(Az.As.k(gz))s0)(Aa. k' .ka)k

'Oz s K k(gx))sok

Fr Oz s K (AK" k(gz))(Ax.k' (h(s,7))))sok

FOZA8.map conit o m(AT-h(s,2)) (MK .k(gT)))s0k

MAP Comt T « m 9 (FOTAE" K(gz))) k (pre-condition)

MAP ContT ¢ m 9 (callecef) k= callee f (Mz.k(gz))

(Mk.f(Aa. XK' .ka)k)(A\z.k(gz))
Fa. Xk k(ga))(Az.k(gx))
= MaPContT ¢ m 9 (f(AaAklk(ga)))k

Case “t = EnvT r:”

Let:

[~ 1~

/kSO
k

'Oz s.Mp' . kxs)sop
= f(Aa.Xp'.ka)p

We first verify that:

'Oz As.map,,(Az.h(s,x))(kx))so

'Oz s.\p" .map,, A\x.h(s,z))(kx))sop
'z s N\p  bind,, (kx) (Az. returnm, (h(s,))))sop
'Oz s o  bind,, (A\p" .kx)p’)

(Az.(Ap". return., (h(s,z)))p"))sop
F' Az As.bindpm (Ap" kx) (Az. returnim (h(s, x))))sop
'Oz As.map,,, (Ax.h(s,x)) Ao .kz))sop
(condition)
map,,, g (f(Az.Ap” kz))p
bindim (f(AxXp"” .kz)) (Az. Teturng., (gx))p
bindy,, (f(Ax.Mp".kxz)p) (Az. return,, (gx))
bind,, (fk) (Az. return,(gz))
map,,, g (fk)

‘We now set out to prove:

callccim (Mk.f'(Az.As.k(gx))so)p = map,, g (callccim f)p

callccym (Mk. f (Az.As.k(gT))s0)p

callce, (Nk.(Mk. f' (A\x.Xs.k(gz))s0) (Aa.\p’.ka)p)
callce, (Nk. f' (Az.As.\p’ . k(gz))sop)
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Mapy,, g (callecim f)p
= bindum (calleccem f) (Ax. returngm, (gz))p
= bindm(callccem f p)(Ax. returnm, (gx))
map,,, g (callccn, (Mk.f(Aa.Xp'.ka)p))
= map,, g (callccn, f)
(induction hypo.)
= callecy,(Mk.f' (Az.)s.k(gx))s0)
= callcc,, Mk f' Az As.Ap" k(gz))sop)

Case “t = StateT s:” (States of type s are underlined.)
Let:

<

BN

»
o

I (Az.As.As1.k(s0, 7)s)s0s0
f(Aa.As1.k(s0,a))so
x).(s1, g)

y2))-h(sz2, (s, 7))

SR [~

Als,
Als, (s
We first verify that:

f'(AxXs.map,, (Ax.h(s, x))(kx))so
= f'(Az.As.As1.map,,(Az.h(s, z))(k(s0,%)))soso
= f'AzAs.As1.bindm, (k(so,)) (Az. return, (h(s, z))))soso
= f'(Az.As.As1.bindm ((As2.k(s0,x))s1)

(A(52,2)- (rss. returnm ((s, (52, 2))))s2)) 5050
= 'Oz As.bindim (As2.k(s0, 7)) (Az. returngm (h(s, z))))soso
= f'(Az.As.map,,, (Az.h(s,z)) (As2.k(s0,%)))s0s0
(condition)

= map,, 9 (f(Az.As2.k(s0,x)))s0
bindem, (f(Ax.As2.k(s2,2))) (Az. returnim (gz))so
bindm (f(A2As2.k(s0,7))30) (N(s3,). returnm (53, 92))

bindy, (fk) (A(s2, ®). returnm (s2, gz))
= map,, g (fk)

‘We now set out to prove:

callccem (Mk. f'(Ax.As.k(gz))s0)s0 = map,,, g (callccim f)so

callccim (Nk. ' (Az.As.k(gx))s0)sa
= callccy, (Nk.(Ak.f' (Az.As.k(g))s0) (Aa.-As1.k(s0,a))so)
= calleccym (M. f' (Az.As.As1.k(s0, g))s00)

map,,, g (callccem f)so
= bindim(callccm f)(Ax. returngm (gz))so
= bindm(callccem f s0)(A(s1, ). returnm, (s1, gz))
map,,, (A(s1,7).(s1,92)) (callcem (Ak.f(Xa.As1-k(s0,a))s0))
= map,, g (callccy, f)
(induction hypo.)
= callccy,(Mk.f' (Az.)s.k(gx))s0)
callcen (k. f'(Az.As.As1.k(g(s0, x)))s050)
= calleccym (M. f' (Az.As.As1.k(s0, g))s0S0)

Case “t = ErrT?”
Let:
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flkso = f'(Az)s.k(Ok x)s)s0

[k =  f(A\a.k(Ok a))

g = a.casea of Okx — Ok (gz)

a Errs — Errs

h = A(s,a).case a of Ok x — Ok (h(s,x))

Errs — Errs
We first verify that:

f'(AzAs.map,, (Az.h(s, z))(kz))so
= f'(Az.As.map,,(A\z.h(s,x))(k(Ok x)))so
= f'(Az.As.bindy, (k(Ok x)) (Az. returnm (h(s, x))))so
= f'(A\z.\s.bind,, (k(Ok z))
(Az. return,, (case z of Oky — Ok (h(s,y))
Errs— Errs)))so
= f'(Az.As.bind, (k(Ok z))
(Az.case a of Ok y — returny, (Ok (h(s,y)))
Err s — returnm, (Err s) ))so
= f'(\z.As.bindpm (k(Ok z)) (Az. returntm, (h(s,z))))so
= f'(Az.As.map,,, (A\z.h(s,x)) (k(Ok )))so
(condition)
= mapy, g (/O K(Ok 2))
= bindim (f(A\x.k(Ok x))) (M. returng, (gz))
= bindn (fk) (Aa.case a of Ok x — return,,(Ok (gx))
Err s — returng, (Err s))
— map,, g (8)

We now set out to prove:

callccym (Nk.f Az As.k(gx))so) = map,,, g (callccim f)

callccym (Mk. f (Ax.Xs.k(gx))so0)
= callecy,(Me.(Mk. f' (Ax.As.k(gz))s0) (Aa.k(Ok a)))
= callecy,(Mk.f' (Az.As.k( Ok (gx)))s0)

map,,, g (callccim f)
= bindim (callccim ) (Az. returngm, (gx))
= bindn(calleeym f)(Aa.case a of Ok x — return,y, (Ok (gz))
Err s — returnm, (Err s) )
= map,, g (callccy, f)

(induction hypo.)
= calleccy,(Mk. f'(Az.As.k(gx))s
callcen (k. f' (Az.As.k(g( Ok x)))so)
= callcc,, (Mk.f' ( Az Ms.k(Ok (gz)))so)

g))s0)

Theorem 5.1 For any source language program e, we have:
inEnvp Ele] = inEnvp Ne]

Proof:
We prove the theorem by induction over the structure of expressions.
Arithmetic expressions:

inEnvp E[n] mEnvp (return n) (E)

= inEnvp N[n] (V)

49
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inEnvp Ele1 + e2]
= inEnvp {v1 «— Efe1];v2 « E[ez2]; return (v1 + v2)}
= {v1 < inEnvp Ele1];v2 « inEnv p Eles];

inEnvp return (v1 + v2)}

Paul Hudak

= {v1 <« inEnv p Nlei];v2 < inEnvp Nez2];

mEnvp return (vi +v2)}
inEnv p {v1 < Nlei];v2 — Nlez]; return (v1 + v2)}
= inEnvp Nlei + e2]

Functions:

inEnvp E[v]

inEnvp E[\v.e]
= inEnvp {p — rdEnv; return(Ac.inEnv p|c/[v]] E

inEnv p {p — rdEnv; p[v]}

{p — inEnv p rdEnv; inEnv p (p
{p < return p;inEnv p (p[v])}

inEno B (lo])
mEnvp v
inEnvp N[v]

= {p < inEnvp rdEny;
inEnv p (return(Ac.inEnv p[c/[v]] Ele]))}
= {p < return p;return(Ac.inEnv p[c/[v]] Ele])}

= return(Ac.inEnv plc/[v]] Ele])
= return(\v.inEnv p[v/[v]] E[e])

= return(\v.inEnv p Ele])
= return(A\v.inEnv p Ne])
= inEnvp N[\v.€]

inEnvp El(e1 e2)n]
= inEnvp {f «— Elei]; p < rdEnv; f(inEnv p Ele2])}
= {f < inEnvp Elei];p < inEnvp rdEnv;

inEnvp (f(inEnv p Elez]))}
= {f < inEnvp Elei];p < return p;
inEnvp (f(inEnv p Elez]))}

[vD}

= {f <« imEnvp Elei];inEnvp (f(inEnvp Elez]))}

= {f < imEnvp Nlei];
= inEnwp {f — Nlei]; f
mEnvp N[(e1 e2)n]

inEnvp E[(e1 e2)v]

inEnvp (f(return v))}
= {f — inBnwp Nei];v — inEnv p N[ea];
mEnvp (f(return v))}

= inEnvp {f — Nlei];v < Nlez2]; f(return v)}
= inEnvp N[(e1 e2)v]

References and assignment:

We can prove:

inEnv p Eref €]
inEnv p E[deref €]
inEnvp Eler := eq]

inEnv p (f(inEnv p Nlez]))}
(inEnv p Nle2])}

inEnvp {f «— Elei];v — Elez]; f(return v)} (E)
{f < inEnvp Ele1];v — inEnv p Eez];

(E)
(distribution)

(ind. hypo.)
(distribution)
(N)

distribution)
cancellation)
left unit)

(distribution)
(cancel., unit)
(left unit)

(o renaming)
(p)

(ind. hypo.)
(V)

(E)
(distribution)

(cancellation)
(left unit)
(ind. hypo.)
(distribution)
(N

)

(distribution)

(ind. hypo.)

(distribution)
(N)

inEnv p N[ref €]
inEnv p N[deref €]

inEnvp Nlel

the same way we established the case for [e1 + e2].

= 62]
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Lazy evaluation:

inEnvp E](e1 e2)i]
= inEnvp {f — Elei];l < alloc; p — rdEnv;
let thunk = {v < inEnv p Eles];...
{f < inEnvp Ele1];l — inEnv p alloc;
p «— inFEnv p rdEnv;
inEnvp (let thunk = {v«— inEnv p Elez];...
= {f < imEnvp Elei];l — inEnv p alloc;
inEnv p (let thunk = {v«— inEnvp Eles];...
= {f < iEnvp Nlei];l — inEnv p alloc;

inEnvp (let thunk = {v — inEnvp Nlez];...} in
= inEnvp {f — Nlei];! «— alloc;
let thunk = {v < inEnvp Nlez];...} in

= inEnvp N[(e1 e2)]

Tracing:
Again, we can prove:

inEnvp E[l Qe] =

the same way we established the case for [e1 + e2].
First-class continuations:
We can prove:

inEnv p Efcallec] =
the same way we established the case for [n].

Nondeterminism:
First we establish a lemma:

mEnv p (merge (map (Ax.inEnv p x) €))
= mEnv p (join (lift (map (Az.inEnv p ) €)))
= inEnv p (join (lift {x — e; return (inEnv p x)}))
= inEnv p (join {x — lft e; lift (return (inEnv p x))})
= inEnv p (join {x «— lift e; return (inEnv p x)})
= inEnv p {x — lift e;a — return (inEnv p x);a}
= inEnvp {x < lift e; inEnv p z}
= {z — inEnv p (lift e); inEnv p (inEnv p )}
= {x — inEnvp (lifte);inEnv p z}
= inEnvp {x — lift e;x}
= inEnv p (join (lift €))
= inEnv p (merge e))

Now we can prove:

inEnvp E[{eo,e1,...}]
= inEnv p merge [Eleo], Ele1], . . ]
= inEnv p merge [inEnv p Eleo], inEnvp Elei], .. ]
= inEnv p merge [inEnv p Nleo], inEnvp Nlei],..
= inEnv p merge [N]eo], N[ei],. -]
= inEnvp N[{eo,e1,...}]

(B
(
I
(
(v

o1

..} (E)

..)}  (distribution)

.} (can., 1. unit)

.9} (ind. hypo.)

..} (distribution)

(V)

inEnvp N[l Q €]

inEnv p N[callcc]

merge)

map)

monad morphism)
monad morphism)
join)

left unit)
distribution)
overriding)
(distribution)
(join)

(merge)

(
(
(
(
(
(
(
(

)

lemma)

nd. hypo.)

emma)

)

B Gofer Code for Interpreter Building Blocks

Refer to Section 4.1 for the definitions of data types OR, Value, and Fun. Refer to Section 4.2
for the definitions of class InterpC, the arithmetic building block TermA, and convenience

funcitons bindPrj and returnInj.
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B.1 Variables and Functions

data TermF = Var String -- variables
| Abs String Term -- lambda abstraction
| AppN Term Term -- call-by-name application
| AppV Term Term -- call-by-value application

-- The variable binding environment and its helping functioms.
data Env = Env [(String, M Value)]

lookupEnv :: String -> Env -> M Value
lookupEnv v (Env ((s, t):xs)) = if s == v then t

else lookupEnv v (Env xs)
lookupEnv v (Env []) = err ("unbound variable: " + v)

updateEnv :: (String, Value) -> Env -> Env
updateEnv n (Env e) = Env (n:e)

-- Modular semantics of function calls.
instance InterpC TermF where

interp (Var v) = rdEnv ‘bind‘ \env ->
lookupEnv v env

interp (Abs v e) =
rdEnv ‘bind‘ \env ->
returnInj (\c -> inEnv (updateEnv (v, c) env) (interp e))

interp (AppN el e2) =
interp el ‘bindPrj¢ \f ->
rdEnv ‘bind¢ \env ->
f (inEnv env (interp e2))

interp (AppV el e2) =
interp el ‘bindPrj¢ \f ->
interp e2 ‘bind‘ \v ->
f (return v)

B.2 References and Assginment

data TermA = Ref Term —-- reference creation
| Deref Term —- dereference
| Assign Term Term -- assignment

-- The Store type and its helper functionms.

type Loc = Int
data Store = Store Int [(Loc, M Value)]

allocLoc :: M Loc
allocLoc = update (\(Store 1 s) -> Store (1+1) s) ‘bind‘ \_ ->
return 1
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readloc :: Loc -> M Value
readLoc 1 = update id ‘bind¢ \(Store b s) ->
if (1 <0 || 1 > b) then err "invalid loc"
else lookup’ 1 s where
lookup’ 1 [] = err "bad access"
lookup’ 1 ((1’, v):rest) =
if 1 == 1’ then v else lookup’ 1 rest

writeLoc :: (Loc, M Value) > M ()

writeLoc (1, v) = update id ‘bind‘ \(Store b s) —->
if (1 <0 || 1 >= b) then err "invalid loc"
else update (\_ -> (Store b ((1, v):s)))

instance InterpC TermR where

interp (Ref x) =
interp x ‘bind‘¢ \v ->
allocLoc ‘bind‘ \a ->
writeLoc (a, return v) ‘bind¢ \_ ->
returnlnj a

interp (Deref x) =
interp x ‘bindPrj‘ \a ->
readloc a

interp (Assign 1 r) =
interp 1 ‘bindPrj‘ \a ->
interp r ‘bind‘¢ \rv ->
writeLoc (a, return rv) ‘bind¢ \_ ->
return rv

B.3 Lazy Evaluation

data TermL= AppL Term Term

instance InterpC TermL where
interp (AppL el e2) = interp el ‘bindPrj‘ \f ->
allocLoc ‘bind‘ \1 ->
rdEnv ‘bind¢ \env ->
writeLoc (1, thunk) ‘bind¢ \_ ->
f (readLoc 1)
where thunk = inEnv env (interp e2) ‘bind‘ \v ->
writeLoc (1, return v) ‘bind¢ \_ ->
return v

B.4 Tracing

data TermT = Trace String Term

instance InterpC TermT where
interp (Trace 1 e) =
write ("enter " ++ 1) ‘bind‘ \_ ->
interp e ‘bind‘ \v ->
write ("leave " ++ 1) ‘bind‘ \_ ->
return v
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B.5 First-class Continuation

data TermC = CallCC

-- Helper function inj_f is functionally equivalent to
-- returnInj. It helps the Gofer type checker to correctly
-- infer various higher-order types.

instance InterpC TermC where
interp CallCC =
inj_f (\f -> £ ‘bindPrj‘ \f’ ->
callcc (\k —>
(> (dnj_f (\¢ > ¢ ‘bind‘ k)))))

where

inj_f :: Function -> InterpM Value

inj_f = returnlnj

B.6 Nondeterminism

data TermN= Amb [Term]

instance InterpC TermN where
interp (Amb vs) = merge (map interp vs)

C Gofer Code for Monad Transformers

This section lists the Gofer implementation for three monad transformers (environment,
continuation and error reporting) and their associated liftings. Section 4.5 lists the Gofer
implementation for the state monad transformer.

C.1 The Environment Monad Transformer

data EnvT r m a = EnvM (r -> m a)
unEnvM (EnvM x) X

instance Monad m => Monad (EnvT r m) where
return a = EnvM (\r -> return a)
(EnvM m) ‘bind¢ k = EnvM (\r => m r ‘bind‘ \a —>
unEnvM (k a) r)

instance MonadT (EnvT r) where
--— lift :: ma -> EnvlI rm a
1lift m = EnvM (\r -> m)

class Monad m => EnvMonad r m where
inEnv :: r ->ma ->ma
rdEnv :: mr

instance Monad m => EnvMonad r (EnvT r m) where
inEnv r (EnvM m) = EnvM (\_ -> m r)
rdEnv = EnvM (\r -> return r)
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-- 1lift EnvMonad through EnvT

instance (MonadT (EnvT r’), EnvMonad r m) =>
EnvMonad r (EnvT r’ m) where
EnvM (\r’ -> inEnv r (m r’))
lift rdEnv

inEnv r (EnvM m)
rdEnv

-- lift EnvMonad through StateT

instance (MonadT (StateT s), EnvMonad r m) =>

EnvMonad r (StateT s m) where
StateM (\s -> inEnv r (m s))
lift rdEnv

inEnv r (StateM m)
rdEnv

-- lift EnvMonad through ErrT
instance (MonadT ErrT, EnvMonad r m) =>
EnvMonad r (ErrT m) where
inEnv r (ErrM m) = ErrM (inEnv r m)
rdEnv = 1lift rdEnv

C.2 The Error Monad Transformer

data Err a = Ok a | Err String
data ErrT m a = ErrM (m (Err a))
unErrM (ErrM x) = x

instance Monad m => Monad (ErrT m) where

return = ErrM . return . 0Ok
(ErrM m) ‘bind¢ k = ErrM (m ‘bind‘ \a ->
case a of
0k x -> unErrM (k x)

Err msg -> return (Err msg))

instance MonadT ErrT where
—-- 1lift :: ma -> ErrT m a
lift ¢ = ErrM (map Ok c)

class Monad m => ErrMonad m where
err :: String -> m a

instance Monad m => ErrMonad (ErrT m) where
err = ErrM . return . Err

instance (ErrMonad m, MonadT t) => ErrMonad (t m) where
err = 1lift . err

C.3 The Continuation Monad Transformer

data ContT ans m a = ContM ((a -> m ans) -> m ans)
unContM (ContM x) = x

instance Monad m => Monad (ContT ans m) where
return x = ContM (\k -> k x)
(ContM m) ‘bind‘ f =
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ContM (\k -> m (\a -> unContM (f a) k))

instance MonadT (ContT ans) where
-- lift :: m a -> ContT ans m a
1lift m = ContM (\f -> m ‘bind‘ f)

class Monad m => ContMonad m where
callcc :: ((@ ->mb) ->ma) ->ma

instance Monad m => ContMonad (ContT ans m) where
callcc f =
ContM (\k -> unContM (f (\a -> ContM (\_ -> k a))) k)

-- 1ift callcc through EnvT
instance (MonadT (EnvT r), ContMonad m) =>
ContMonad (EnvT r m) where
callcc £ = EnvM (\r -> callcc (\k ->
unEnvM (f (\a -> EnvM (\r -=> k a))) 1))

-- 1lift callcc through StateT
instance (MonadT (StateT s), ContMonad m) =>
ContMonad (StateT s m) where
callcc £ = StateM (\s -> callcc (\k -> unStateM
(f (\a -> StateM (\s1 -> k (s, a)))) s))

-- 1ift callcc through ErrT
instance (MonadT ErrT, ContMonad m) =>
ContMonad (ErrT m) where
callcc f = ErrM (callcc (\k —>
unErrM (f (\a -> ErrM (k (0k a))))))



