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NOR flash architectures continue to improve to cope with wire-
less application requirements of faster XIP (eXecute In Place)
performance as well as faster programming throughput. A 1.8V
65nm 2b/cell 1Gb NOR flash memory [1,2] based on time-domain
voltage-ramp reading concept, flexible read-while-write (RWW is
presented. This paper describes the program method, architec-
ture and algorithm able to reach 2.25MB/s with internal charge
pumps, as well as the read concept and RWW [3,4] management,
allowing 70ns random access time and an experimental DDR
support for 400MB/s read throughput. 

Figure 26.3.1 shows the die floor-plan. The 1Gb array is split into
8 logical banks of 64 erasable blocks each. A block contains 2Mb
organized in 8K pages of 16 words, 16 bits each. A bank is the log-
ically independent unit to be considered in RWW operation. Each
bank contains 128 2b/cell sense amplifiers, producing 256 bits
and able to read out simultaneously an entire page of 16 words in
a typical 70ns access time. To manage RWW operation, logical
and analog multiplexers are placed in each bank to drive local
row and column decoders. To handle the voltages required and
minimize area, all multiplexers are made with high voltage MOS.

To speed-up programming performance a pipelined program/ver-
ify logic and algorithm are introduced. The program control logic,
shown in Fig. 26.3.2, includes program verify logic, a double 512-
word RAM buffer, master-slave program load and sense ampli-
fiers. Programming operation starts by loading the data to be pro-
grammed into the user buffer RAM (UBRAM). Once the loading
is complete, the buffer content is moved into the operation RAM
(ORAM) to start the programming. During the verify phase, the
ORAM contents are updated by clearing the bits that have been
successfully programmed. These steps are repeated until the full
contenta are programmed and all bits in the ORAM are cleared.

To improve write performance, the bitline selection is synchro-
nized with the program loads clock during the programming
phase, as shown in Fig. 26.3.3). The master content is transferred
into the slave starting the program pulse. During the program
pulse the ORAM content is transferred to the master latch
preparing the new value for the next bit line to be pulsed.
Following the address increment, the column is switched to the
next bitline and the related data are loaded into the slave. This
guarantees that there is virtually no time loss between program
pulses.

To optimize the programming efficiency, for every step of the
wordline staircase voltage the bit-line pulse is applied (if
required) in sequence to all the cells corresponding to the entire
ORAM buffer, followed by the verification of the whole buffer,
before moving to the next wordline staircase step. The internal
programming parallelism is 64 cells. To complete the operation,
multiple programming cycles are performed. Figure 26.3.4a
shows how each programming level is built by splitting the pro-
gramming operation in two phases: a preliminary phase presets
the cells to a coarse level, using a first reference cell set, then a
fine phase adjusts the cells to the final level using a second refer-
ence cell set. This algorithm [5] is minimizes the crosstalk asso-
ciated with floating-gate coupling in 65nm process.

Using the architecture and techniques reported above, the 1Gb
flash NOR is able to program a 1KB write buffer in 435µs, equiv-
alent to 2.25MB/s sustained programming throughput (Fig.
26.3.4b).

The reading is based on the voltage ramp time domain concept
[6]. Three clock edges (REF1, REF2 and REF3) are generated
when the 3 reference cells, whose gates are driven by the fast lin-
ear ramp, reach a fixed current level. The switching of the array
sense amplifier clocks the latching of the REF signals, which rep-
resent one of the possible four states of a sensed cell.

A source of noise, potentially disturbing the RWW operation, is
the switching of a bank of sense amplifiers. This supply noise can
disturb another bank already in read operation. To avoid such
event, during RWW operation, a synchronization circuit prevents
switching on or off a sense bank in verify status during read eval-
uation of another sense bank. This mechanism prevents the start
of a verify operation during the most critical phase of the read
(protected read). Figure 26.3.5 shows how the logic circuit delays
verify operation (switching on the sense bank) until the critical
read phase is completed with a negligible effect on the verify cycle
(<30ns). The duration of the protected read phase is small enough
to assure that the delayed verify is not affecting the next read
cycle. 

Simulation verifies the 16b DDR interface read architecture oper-
ates up to 400MB/s read throughput. Figure 26.3.6 shows the
programming throughput and the read throughput demonstrated
on silicon of 512Mb, same technology, specification and architec-
ture, which was the first product of the same family to be pro-
duced. Figure 26.3.7 summarizes the chip features.
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Figure 26.3.1: 1Gb die floor plan. Figure 26.3.2: Program block diagram.

Figure 26.3.3: Synchronized load and BL switching.

Figure 26.3.5: Synchronization scheme. Figure 26.3.6: 400MB/s read throughput.

Figure 26.3.4: Program phases and results.
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Figure 26.3.7: Key features table.

2.25MB/s (25°C, 1.8V)Programming Throughput
70ns (25°C, 1.8V)Random Access Time
400MB/s (25°C, 1.8V)Read Throughput
1.7-2.0VPower Supply
-25°C, +85°CTemperature Range
16 x 64MbOrganization
1GbDensity
7760 m x 6720 mDie Size
42340 nm2Flash Cell Size (2 bit) 
65nm CMOS NOR FlashProcess Technology




