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ata recorders make it possible for the Near Earth Asteroid Rendezvous (NEAR)
spacecraft to delay and slow the transmission of information to Earth, thereby
accommodating the temporal and bandwidth limitations of the communications link.
NEAR is the first spacecraft developed by the Applied Physics Laboratory to employ
solid-state recorders, supplanting magnetic tape recorders used previously. Also, the
132 dynamic random-access memory devices, which are at the heart of the NEAR
recorders, constitute the first large-scale use of plastic encapsulated microcircuits on a
Laboratory spacecraft. Earlier spacecraft relied almost exclusively on hermetically
packaged microcircuits. Several measures, including two layers of error detection and
correction, were taken to mitigate the effects of single-event upsets that may be
induced by charged particles in space.
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INTRODUCTION
The Near Earth Asteroid Rendezvous (NEAR)

spacecraft is the first APL spacecraft to use solid-state
data recorders (SSDRs) for mass storage. It is also the
first APL spacecraft to use plastic encapsulated micro-
circuits (PEMs) in significant numbers. Prior to
NEAR, APL had launched 18 magnetic tape recorders
on nine spacecraft. These tape recorders ranged in
storage capacity from 5 megabits (Mb) to 54 gigabits
(Gb). Earlier still, the Transit series of APL spacecraft
used arrays of magnetic cores with as much as 32
kilobytes of capacity. By comparison, the two NEAR
recorders together can store 1.6 Gb of user data in
132 PEMs. Each PEM is a 16-Mb dynamic random
access memory (DRAM) integrated circuit. The per-
formance parameters and spacecraft accommodation
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requirements for the NEAR SSDRs are summarized in
Table 1.

When radiation-tolerant semiconductor memories
reached a density of 256 kilobits per integrated circuit,
they began to seriously challenge the use of magnetic
tape in space. With the availability of 16-Mb devices,
such as those used in the NEAR SSDRs, the 35-year
reign of tape recorders is nearly ended. Three tape
recorders for Japan and one for Canada are probably
the last ones being manufactured to operate aboard
unmanned spacecraft.

SSDRs have many advantages over tape recorders.
They are smaller, lighter, and less expensive. They
also use less power and impart no momentum or vi-
bration disturbances to the spacecraft. The inherent
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Table 1. Characteristics of the NEAR solid-state data recorders (SSDRs).

Characteristic SSDR 1 SSDR 2

User storage capacity 230 bits ≈ 134 megabytes 229 bits ≈  67 megabytes
Input/output data rates Record: 0 to 2,002 kilobits/s Record: 0 to 2,002 kilobits/s

(nonsimultaneous) Playback: 0 to 400 kilobits/s Playback: 0 to 400 kilobits/s
Input/output format Serial NRZ-L Serial NRZ-L
Storage media (88)a 4 megabits × 4 IBM Luna-C DRAMs (44)a 4 megabits × 4 IBM Luna-C DRAMs
Telemetry 540 bytes, serial NRZ-L 540 bytes, serial NRZ-L
Commands 48 commands, serial NRZ-L 48 commands, serial NRZ-L
Nominal power requirements 6.8 W at 28 V DC 5.2 W at 28 V DC
Mass 1.64 kg, excluding harness 1.34 kg, excluding harness
Envelope Footprint: 17.9 × 12.1 cm; height: 8.2 cm Footprint: 17.9 × 12.1 cm; height: 8.2 cm
aRefers to the total number of dynamic random access memory (DRAMs) devices.
redundancy and reconfigurability of their memory
arrays and an overall lower parts count improve reli-
ability. They also tolerate a much wider range of op-
erating temperature than magnetic tape. Perhaps their
biggest advantage is operational flexibility, since they
are randomly addressable and can easily accommodate
discontinuous data at widely varying rates. These
advantages outweigh the volatility of current SSDRs—
if power is lost, all data are lost. This shortcoming is
an acceptable trade-off for NEAR.

The NEAR spacecraft uses the SSDRs to store sci-
ence and engineering data temporarily during those
periods when effective communication with the Earth
is not possible or is constrained by bandwidth. In the
former case, the stored data are played back at scheduled
times when communication is possible. In either case,
an SSDR can play back the data at a fraction of the
record rate to accommodate the communications link.

Commonality and Heritage
The Discovery concept emphasizes the use of off-

the-shelf hardware, proven designs, and low cost.
In keeping with this notion, SEAKR Engineering,
Inc., provided the SSDRs for both NEAR and the
Advanced Composition Explorer (ACE) spacecraft,
which were built at about the same time. To reduce
costs, the two spacecraft programs agreed to use virtu-
ally identical specifications. Slight differences, mostly
in environmental and performance assurance require-
ments, were generally enveloped. The architecture and
firmware of the SSDRs were largely those of Clemen-
tine-1, which evolved from six earlier SSDRs.

The changes to the Clementine design involved
mostly hardware and parts selection. Clementine used
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4-Mb DRAMs packaged in multichip modules. The
substitution of 16-Mb discrete PEM DRAMs resulted
in significant savings in power, mass, size, cost, and
time. For NEAR and ACE, these advantages far out-
weighed the disadvantages of having to redesign the
memory modules and to accommodate the 3.6-V DC
operating voltage and unusual upset modes of the 16-
Mb DRAMs.

Other changes, such as from parallel input/output
(I/O) to serial I/O, and from single to multiple formats
for the telemetry, were relatively minor by compari-
son. So too was the substitution of a different DC/DC
converter and the addition of circuitry to limit the
inrush of current at power turn-on. The ACE SSDRs
gave up the initial requirement for simultaneous read
and write, but gained from lessons learned during the
development of the NEAR SSDRs. The NEAR
SSDRs benefited in terms of schedule and gained
much of the radiation tolerance enveloped around
the ACE SSDRs. The commonalities and heritage
significantly lowered costs for both programs.

Dynamic Random-Access Memory
Commercial DRAM devices used in personal com-

puters are the de facto enabling technology for SSDRs.
However, they must also be able to operate in the space
radiation environment of a given mission. The IBM
Luna-C 16-Mb DRAM was found to have unusual
tolerance to the harsh radiation environment of the
ACE mission. It is free from latchup in a charged-
particle environment and can survive a moderately
high total dose. Most importantly, its single-event
upset (SEU) modes proved to be amenable to relative-
ly simple mitigative measures.
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DESIGN OVERVIEW
The fundamental design approach for the SSDRs is

fairly uncomplicated. Incoming data are captured from
one of two serial data lines, latched into static random
access memory (SRAM) buffers, and encoded by an
error detection and correction (EDAC) system. The
encoded data are transferred to the DRAM memory
array via an internal bus. Playback is performed by
reading the words out of the array and correcting all
single-bit errors and some double-bit errors. The bus
data are converted to serial form and then shifted out
to the command and data handling subsystem.

As shown in Fig. 1, the SSDR electrical interfaces
with the spacecraft consist of data I/O, command,
telemetry, and +28 V DC power connections. The
electronics are partitioned into memory, power, and
control modules, with an interconnecting mother-
board. The assembly is housed in an aluminum enclo-
sure. Figure 2 is a photograph of a NEAR SSDR prior
to conformal coating.

Memory Modules
One of the NEAR SSDRs contains two memory

modules, and the other contains one. Each module
JOHNS HOPKINS APL TECHNICAL DIGEST, VOLUME 19, NUMBER 2 (19
consists of two printed wiring boards, each with 22
DRAMs, mounted back-to-back and epoxy-bonded to
an aluminum plate. The boards also include voltage-
level translators that adapt the 3.6-V DRAMs to the
5-V logic of the controller.

Power Module
The power module consists of a single board. Be-

sides the power conditioning circuitry and power con-
nector, it also contains the data I/O, command, and
telemetry interface circuitry and connector. The power
conditioning circuitry employs an inrush current lim-
iting circuit as well as electromagnetic interference
filter and DC/DC converter modules. The 28 V from
the spacecraft is converted to 5 V for use by most of
the SSDR circuitry. A linear regulator provides 3.6 V
for the DRAMs.

Controller Module
The controller consists of two boards, mounted

back-to-back like the memory modules. Overall
control and data flow orchestration are performed by
an imbedded 80C85 microprocessor. A radiation-
hardened version from Harris Semiconductor is used,
which is single-event latchup (SEL) and SEU immune.
Figure 1. System-level block diagram of the NEAR solid-state data recorders. Note: NEAR has only one memory module in one unit.
(SRAM = static random-access memory, EEPROM = electrically erasable programmable read-only memory, CPU = central processing
unit, FPGA = field programmable gate array, EDAC = error detection and correction, EMI = electromagnetic interference, DRAM = dynamic
random access memory.)
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A SRAM array serves as a scratch pad for the micro-
processor. The SRAM is SEL free and SEU tolerant.
It also facilitates in-flight reprogramming by means of
the serial command port of the SSDR. An electrically
erasable programmable read-only memory (EEPROM)
stores the bootcode and firmware for the microproces-
sor. The EEPROM is SEL/SEU free.

A radiation-hardened chip implements a modified
Hamming code to perform external EDAC during
scrubbing and user data I/O operations. Several field
programmable gate arrays are used to perform DRAM
scrub and refresh, control, formatting, and direct
memory functions. To mitigate errors from SEUs in the
field programmable gate arrays, all critical registers are
triplicated and use majority voting. In addition, crit-
ical registers are periodically refreshed. The bootcode
and firmware for the microprocessor are written in a
combination of C and 80C85 assembly language. The
firmware employs a number of strategies to facilitate
autonomous recovery from upsets.

Plastic Encapsulated Microcircuits
The use of PEMs for spaceflight and military appli-

cations has traditionally been forbidden. Relative to
hermetically packaged microcircuits (HPMs), PEMs
have long been perceived as a reliability risk. Mean-
while, the market for PEMs in commercial and con-
sumer electronics has grown to dwarf that of HPMs
for aerospace. As a result, the sources of HPMs are
rapidly disappearing. Increasingly, the latest and most
desirable integrated circuits, such as the DRAMs used
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Figure 2.  NEAR solid-state data recorder prior to conformal coating. Footprint: 17.9 ×
12.1 cm; height: 8.2 cm.
in the SSDRs, are available only as
PEMs. All the while, the reliability
of PEMs has been steadily improv-
ing. Accordingly, the APL Space
Department studied the feasibility
of safely using them in space. The
study 1,2 concluded that properly
qualified and applied PEMs could
indeed be used for spaceflight. The
study described and recommended
storage, design, and fabrication
practices that were particularly
applicable to PEMs. Chief among
these were measures intended to
prevent the ingress of moisture.
These measures included, for ex-
ample, storage in low-humidity
conditions and bakeout prior to
conformal coating. The study also
outlined a regimen for qualifica-
tion, screening, and quality con-
formance inspection that was
equivalent to MIL-STD-883 stan-
dards. To the extent possible, the
IBM Luna-C 16-Mb DRAMs were

he SSDRs in accordance with the
of the study.
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The effects of a redundancy latch upset are much
more severe as measured by the upset rate and number
of bits affected per upset. To increase manufacturing
yield, the Luna-C has several extra rows and columns.
During wafer and die tests, they are used to replace
defective rows and columns. This replacement is ef-
fected via laser trimming to bias the inputs of a bistable
redundancy latch. An upset of one of these latches
causes the loss of up to 1024 pairs of data bits. Because
of the architecture of the DRAM, such a loss always
manifests itself as errors in data bits 0 and 1 or in data
bits 2 and 3 of a given DRAM. To counter this kind
of error, the SSDR uses an external EDAC system that
can scrub the memory array of this particular kind of
paired error.

Scrubbing
Memory scrubbing consists of reading the contents

of each memory location, correcting the data by using
the external EDAC system, and writing the corrected
data back into the location from which it originated.
Since random bits are upset in the DRAMs at random
times, it is necessary to periodically scrub all of the data
in the memory array. The frequency of this scrubbing
is referred to as the scrub rate. The required scrub rate
is dictated by the rate at which SEUs occur within the
memory array and by the error correction capability of
a given EDAC system. The rate of SEUs is derived, for
a given space radiation environment, from empirical
data for each given type of integrated circuit. Several
commandable scrub rates, which bracket the required
rate, are provided in the NEAR SSDR.

Memory Reconfiguration
The controller monitors the health of the DRAM

array based on the scrub operations. The descriptions
and the locations in the array of any uncorrectable
errors found during scrubbing can be stored in tables.
In addition, a list of locations in the array currently in
service is maintained in another table. Any of the
tables can be telemetered. By command, the user has
the option of partially or completely changing the
latter table based on information contained in the
former tables. In this way, the DRAM memory can be
logically reconfigured into a contiguous error-free array
at any time, regardless of uncorrectable bit errors,
should any occur.

Error Detection and Correction
The SSDRs incorporate two layers of EDAC, inter-

nal and external to the DRAMs. Internal to each
DRAM is a built-in EDAC system that uses a 137-bit
Hamming code to correct errors originating in the
memory array. Each DRAM is internally divided into
four quadrants, each of which stores data as a 128-bit
JOHNS HOPKINS APL TECHNICAL DIGEST, VOLUME 19, NUMBER 2 
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word, and each word is protected by nine check bits.
Each time data are read, a syndrome is computed. If
a single bit error is present, it is corrected; if a double
bit error occurs, it is flagged.

The external EDAC system twice uses a modified
Hamming code. Check bits are appended to the data
to create a code word capable of correcting a single bit
error. Two of these code words are combined in such
a way that all even bits occur in the first code word
and all odd bits occur in the second code word. In this
way, any single erroneous bit or any single odd–even
pair of erroneous bits can be corrected. This setup
allows the external EDAC system to overcome a re-
dundancy latch upset.

OPERATION
A menu of 48 commands, together with more than

540 bytes of status and health telemetry, provides a
great deal of flexibility and information to the user in
conducting flight operations with the SSDRs.

Commands
The SSDRs have four basic operation modes: idle,

record, playback, and built-in test. The SSDR may
sequence between these modes upon command. Com-
mand data consist of one or more 16-bit words. Each
command contains an opcode, 0 to 127 fields, and
usually a checksum. The DRAM memory may be
partitioned into eight or fewer segments. Each seg-
ment is dynamically allocated as defined by command
and data clocks. Segments may be sequentially or ran-
domly accessed via 16 record segment or random
record commands, or via 16 playback segment or ran-
dom playback commands. Other commands are avail-
able to change DRAM refresh or scrub rates, perform
built-in test or reset, reprogram the microprocessor,
change telemetry and data ports, or reconfigure the
DRAM array so as to sidestep uncorrectable errors
should any occur.

Telemetry
Default telemetry describes the up-to-the-second

status of the SSDR. These bits indicate mode, read and
write pointer locations, segment and memory config-
uration, command validity and history, scrub and re-
fresh rates, and built-in test results. Additional telem-
etry is available to the user upon command, which
thoroughly reports on any errors corrected or detected
by the external EDAC system. The reported errors are
distinct from any errors corrected internally by the
DRAMs themselves whenever their data are read out.
Internal corrections are not reported. As with most
spacecraft subsystems, the internal temperature, DC/
DC converter voltage, and current for each SSDR are
also telemetered.
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SUMMARY
The two NEAR data recorders can together store

up to 200 megabytes for later playback to Earth at
reduced data rates. The storage elements are 132
DRAMs, supplanting the magnetic tape heretofore
used for mass storage on most spacecraft. The DRAMs
represent the first large-scale use of PEMs in APL
spacecraft. In preparation for the encounter with the
asteroid Mathilde, the smaller of the two recorders
was turned off on 18 April 1997. It had operated
flawlessly since before launch; no errors had been
reported by its external EDAC system. Now that the
spacecraft was closer to the Sun, the larger recorder
assumed the primary role, and the smaller unit acted
as a spare.
240 JO
REFERENCES
1High Reliability Space Flight Application of Plastic Encapsulated Microcircuits; A

Feasibility Study, W. M. Ash III (ed.), Report SOR-3-94009, JHU/APL,
Laurel, MD (Feb 1994).

2Ash, W. M. III, and Hoffman, E., “Reliable Application of Plastic
Encapsulated Microcircuits for Small Satellites,” Proc. 8th Annual AIAA/
USU Conf. on Small Satellites (Aug 1994).

ACKNOWLEDGMENTS: The NEAR recorders are the end result of the work
of many people with different skills and in numerous organizations. Unfortunately,
all cannot be recognized here. A team at SEAKR Engineering, Inc., Englewood,
Colorado, designed, manufactured, and qualified the data recorders. Some of the
individuals at SEAKR that contributed their many and varied talents are listed in
alphabetical order: Carin Anderson, Eric Anderson, Ray Anderson, Scott Ander-
son, Mary Ann Angel, Tage Chun, Jill Kaminski, Brett Koritnik, Mai Le, Joseph
Mayorga, and George Prause. APL staff members Priscilla McKerracher, James
Kinnison, and Bliss Carkhuff contributed in the area of radiation analysis and
testing, particularly critical as regards the DRAMs. More than 25 other APL
specialists, from the NEAR and ACE spacecraft teams, supported the recorder
development. Their advice, participation in design reviews, or assistance in
resolving various technical or contractual issues is much appreciated. This work
was supported under contract N00039-95-C-0002 with the U.S. Navy.
THE AUTHOR

RONALD K. BUREK recently retired from the Signal Processing Section of
APL’s Space Department. He joined APL after receiving a degree in electrical
engineering from the University of Detroit. Mr. Burek began his career by
helping with the introduction of Transit satellite navigation computers to the
surface Navy. Subsequently, he was involved in electronic or software design for
spaceborne radar altimetry, ship navigation, spacecraft ground support, and
biomedical data acquisition. In addition, he was the lead engineer for the data
recorders on 10 spacecraft. Mr. Burek was the technical contract engineer for
magnetic tape and solid-state recorders on the MSX, NEAR, and ACE
spacecraft. His e-mail address is r.burek@mix.cpcug.org.
HNS HOPKINS APL TECHNICAL DIGEST, VOLUME 19, NUMBER 2 (1998)

r.burek@mix.cpcug.org

