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Abstract
We introduce and study the notions of pair-wise and source-wise preservers.

Given an undirected N-vertex graph \( G = (V, E) \) and a subset \( P \) of pairs of vertices, let \( G' = (V, H) \), \( H \subseteq E \), be called a pair-wise preserver of \( G \) with respect to \( P \) if for every pair \( \{u, w\} \in P \), \( \text{dist}_{G'}(u, w) = \text{dist}_G(u, w) \). For a set \( S \subseteq \) of sources, a pair-wise preserver of \( G \) with respect to the set of all pairs \( P = \binom{S}{2} \) of sources is called a source-wise preserver of \( G \) with respect to \( S \).

We prove that for every undirected possibly weighted N-vertex graph \( G \) and every subset \( P \) of \( P = O(N^{1/2}) \) pairs of vertices of \( G \), there exists a linear-size pair-wise preserver of \( G \) with respect to \( P \). Consequently, for every subset \( S \subseteq V \) of \( S = O(N^{1/4}) \) sources, there exists a linear-size source-wise preserver of \( G \) with respect to \( S \). On the negative side we show that neither of the two exponents (1/2 and 1/4) can be improved even when the attention is restricted to unweighted graphs.

Our lower bounds involve constructions of dense convexly independent sets of vectors with small Euclidean norms. We believe that the link between the areas of Discrete Geometry and spanners that we establish is of independent interest, and might be useful in the study of other problems in the area of low-distortion embeddings.

1 Introduction
For a graph \( G = (V, E) \), its sparse subgraph \( G' = (V, H) \), \( H \subseteq E \), is called a spanner of \( G \) if the metric space that is defined by \( G' \) is close in some respect to the metric space that is defined by \( G \).

Graph spanners were introduced in a pioneering paper of Peleg and Schaffer [24], and since then they were used as an underlying combinatorial structure for many applications, mostly in the areas of Graph Algorithms and Distributed Computing. Among the most prominent applications of spanners are algorithms for computing almost shortest paths [2, 12, 14], routing algorithms [25, 4, 26], algorithms for constructing synchro-

izers [3, 5], and for network design [21]. There are also indirect applications for distance labeling and distance oracles [23, 16, 27]. Significant research effort was also invested in the problem of devising efficient algorithms for constructing spanners [2, 12, 13, 14, 9]. Despite this extensive study of the algorithmic aspects of spanners, so far relatively not much attention was devoted to their combinatorial properties. The study of these properties is the subject of the current paper.

The first result of this kind was due to Peleg and Schaffer, who have shown [24] that for any unweighted undirected N-vertex graph \( G = (V, E) \), and a positive integer parameter \( \kappa = 1, 2, \ldots \), there exists a subgraph \( G' = (V, H), H \subseteq E, \) with \( N^{1+O(1/\kappa)} \) edges that satisfies that for every pair of vertices \( u, w \in V \), the distance between them in \( G' \), denoted \( \text{dist}_{G'}(u, w) \), is at most \( \kappa \) times greater than the distance between them in \( G, \text{dist}_G(u, w) \). It was also shown in [24] that this tradeoff is optimal up to the constants hidden by the \( O \)-notation. Next result of this flavor was due to Dor et al. [13], who have shown that for every unweighted undirected N-vertex graph \( G = (V, E) \) there exists a subgraph \( G' = (V, H), H \subseteq E, \) with \( O(N^{3/2} \cdot \log N) \) edges such that for every pair of vertices \( u, w \in V, \text{dist}_{G'}(u, w) \leq \text{dist}_G(u, w) + 2 \) (such a subgraph is called an additive 2-spanner). A lower bound of \( \Omega(N^{3/2}) \) on the size of an additive 2-spanner follows directly from [24]. The gap of \( \log N \) was closed (by improving the upper bound) in [15]. Very recently Baswana et al. [8] have proved the existence of additive 6-spanners with \( O(n^{3/2}) \) edges for every (undirected unweighted) graph.

Further, Elkin and Peleg [15] have shown that for every \( \epsilon > 0, \kappa = 1, 2, \ldots \), there exists \( \beta = \beta(\epsilon, \kappa) \) such that for every unweighted undirected N-vertex graph \( G = (V, E) \) there exists a subgraph \( G' = (V, H) \) with \( O(N^{1+1/\kappa}) \) edges, such that for every pair of vertices \( u, w \in V, \text{dist}_{G'}(u, w) \leq (1 + \epsilon) \cdot \text{dist}_G(u, w) + \beta \).

Finally, recently Bollobas et al. [10] have shown that for every unweighted undirected N-vertex graph \( G = (V, E) \), and a positive integer parameter \( D \), there exists a subgraph \( G' = (V, H) \) with \( |H| = O(N^2/D) \) edges that preserves all the distances between pairs of vertices that are at distance \( D \) or more one from another.
Theorem 1.1. The following results. In the graph $G = (V, E)$ and a subset $P$ of pairs of vertices, let $G' = (V, H)$, $H \subseteq E$, be called a pair-wise preserver of $G$ with respect to $P$ if for every pair $\{u, w\} \in P$, $\text{dist}_{G'}(u, w) = \text{dist}_{G}(u, w)$. For a set $S \subseteq V$ of vertices, called sources, a pair-wise preserver of $G$ with respect to the set of all pairs $P = \binom{\bar{S}}{2}$ of sources is called a source-wise preserver of $G$ with respect to $S$. We prove the following results.

Theorem 1.1. 1. For every undirected weighted or unweighted $N$-vertex graph $G = (V, E)$, and a subset $P$ of pairs of vertices of $G$, there exists a linear-size pair-wise preserver $G' = (V, H)$, $H \subseteq E$, of $G$ with respect to the set $P$. Consequently, for every graph $G$ and subset $S \subseteq V$ of $S = O(N^{1/4})$ vertices, there exists a linear-size source-wise preserver $G' = (V, H)$, $H \subseteq E$, of $G$ with respect to the set $S$. 2. For every value $\alpha$, $1/2 < \alpha < 2$, there exist infinitely many values of $N$ and $P = \Theta(N^{\alpha})$ for which there exist unweighted undirected $N$-vertex graphs $G = (V, E)$, and subsets $P$ of pairs of vertices of $G$ such that any pair-wise preserver $G' = (V, H)$, $H \subseteq E$, of $G$ with respect to the set $P$ contains $\omega(N + P)$ edges. 3. For every value $\alpha$, $1/4 < \alpha < 9/16$, there exist infinitely many values of $N$ and $S = \Theta(N^{\alpha})$ for which there exist unweighted undirected $N$-vertex graphs $G = (V, E)$, and subsets $S \subseteq V$ of $S$ sources such that any source-wise preserver $G' = (V, H)$, $H \subseteq E$, of $G$ with respect to the set $S$ contains $\omega(N + S^2)$ edges.

Note that the lower bounds (assertions 2 and 3) apply even for unweighted undirected graphs.

We remark that these results are special cases of far more general theorems that we prove. The detailed exposition of the latter theorems is deferred to Section 1.2.

1.1 Motivation We believe that the problem of constructing sparse pair-wise and source-wise preservers is an important basic combinatorial problem. Our results on it enable to get a deep insight into the metric properties of graphs. Further, we believe that the ultimate resolution of this problem is essential for resolving other major open problems in the area of spanners, such as the question of existence or nonexistence of sparse additive spanners (see [13, 10]).

From a broader perspective, spanners are currently widely recognized as one of the topics of the area of Low-Distortion Embeddings (see, e.g., the section on spanners in the recent survey paper by Indyk and Matoušek [18]). The latter area is currently one of the most intensively studied subdisciplines of Theoretical Computer Science. For many fundamental existential results in this area (such as Bourgain’s embeddings [11], Johnson-Lindenstrauss dimension reduction [20], average-stretch tree embeddings of Alon et al. [1]) were found multiple important algorithmic applications, sometimes many years after these existential results were proven. We believe that our research of pair-wise and source-wise preservers will also bear algorithmic fruits.

We remark that in this paper we do not explore the algorithmic potential of the pair-wise and source-wise preservers, but focus instead on their combinatorial properties. We hope that this potential will be fully explored in the consequent work. Another promising direction that we did not study is the approximate variants of the pair-wise and source-wise preservers. In our opinion it is very likely that these approximate variants will be useful for the design of improved algorithms for fast distance estimation. However, we feel that the study of these approximate variants would have been premature before gaining thorough understanding of the exact variants of these problems. We believe that this paper is a major step towards achieving such an understanding.

1.2 Our Results The specific behavior of our lower bound on the size of pair-wise preservers for unweighted undirected graphs is parameterized by the “dimension” parameter $d$, and has the following form: for $d = 2, 3, \ldots$, $$ \Omega\left(\frac{N^2}{2d-1}\right) = P = O\left(\frac{N^2}{2d-1}\right), $$ the lower bound is $|H| = \Omega\left(N^{2d-1}/2d\right)$. Observe that if we denote $f(d) = 2 \cdot \frac{2^d - d - 1}{(d-1)!}$, then the condition on $P$ is of the form $\Omega(f(d)) = P = O(N^{f(d+1)})$. Note that this result implies directly assertion 2 of Thm. 1.1, that is, this lower bound is super-linear in $N + P$ for the entire feasible range of $P$, $\omega(\sqrt{N}) = P = o(N^2)$. For undirected weighted graphs we show an even stronger lower bound of $|H| = \Omega((N \cdot P)^{2/3})$, and this lower bound is also super-linear in $N + P$ in the same range of $P$.

We also show that there are unweighted undirected $N$-vertex graphs $G = (V, E)$, and subsets $S \subseteq V$ of $S$ vertices, such that any source-wise preserver $G' = (V, H)$ of $G$ with respect to $S$ contains $|H| = \Omega(\max\{N^{9/11}, S^{9/11}, N^{10/11}, S^{4/11}\})$ edges. This lower
bound is super-linear in \( N + S^2 \) for \( \omega(N^{1/4}) = S = o(N^{9/16}) \) (i.e., it implies assertion 3 of Thm. 1.1). This result cannot be extended for \( S = O(N^{1/4}) \) in view of our upper bound of Thm. 1.1(1). For undirected weighted graphs we show a slightly stronger lower bound of \( |H| = \Omega(N^{6/7} \cdot S^{3/7}) \). This lower bound is super-linear in \( N + S^2 \) in a slightly wider range \( \omega(N^{1/4}) = S = o(N^{3/5}) \).

Finally, we show two upper bounds. First, we show that for every undirected possibly weighted \( N \)-vertex graph \( G = (V, E) \), and a subset \( \mathcal{P} \) of \( P \) pairs of vertices, there exists a pair-wise preserver \( G' = (V, H) \) of \( G \) with respect to \( \mathcal{P} \) with \( |H| = O(N + \sqrt{N \cdot P}) \) edges. Note that this upper bound implies assertion 1 of Thm. 1.1. Second, we show an analogous upper bound of \( |H| = O(\sqrt{P} \cdot N) \) that applies even to the most general case of weighted directed graphs. See Tables 1 and 2 for the summary of these results.

Note that our results do not rule out the possibility that for any unweighted undirected \( N \)-vertex graph \( G = (V, E) \) and any subset \( S \) of \( S = \Omega(N^{9/16}) \) vertices, there exists a source-wise preserver \( G' = (V, H) \), \( H \subseteq E \), of \( G \) with respect to \( S \) with only \( O(S^2) \) edges. To prove or disprove this statement is a challenging open problem. Also, there are some gaps between the curves of the upper and lower bounds. Closing these gaps is a very interesting open problem as well. We hope that our paper will trigger future research on these fundamental problems.

1.3 Our Techniques The lower bounds constitute the technically more involved part of the paper, and the techniques that are used for proving them are mainly from the area of Discrete Geometry.

Specifically, we consider certain subsets of points that belong to high-dimensional integer lattices, and build graphs whose sets of vertices are those subsets. Next, for each of those points we build a convex polytope whose extreme points are also vertices of the graph, and connect this point to all the extreme points of its polytope via edges. This way the edgesets of our graphs are constructed. In some cases additional vertices and edges that have no geometric interpretation are added to the graph, and the proofs combine geometric and combinatorial techniques.

The main polytope that is used for constructing the edgesets is the convex hull of the set of integer points of a ball with a large radius \( R \gg 1 \). This polytope is an important object of study in Discrete Geometry, and our proofs make use of the most recent advances in the study of this object. Specifically, we use the results of Barany and Larman [7] and Balog and Barany [6] that analyze the number of vertices and faces of this polytope. We believe that introducing the techniques from the area of Discrete Geometry to the study of spanners is our important technical contribution.

To motivate the use of geometric (Euclidean) graphs, we remark that we are not aware of other constructions of dense graphs in which the structure of shortest paths is well-understood and relatively simple. Designing significantly simpler constructions of graphs with these properties is a challenging open problem.

The proofs of our upper bounds are conceptually simpler, and are based on double-counting of appropriate combinatorial quantities.

Structure of the paper: Section 2 is devoted to the lower bound on the cardinality of pair-wise preservers for weighted graphs. In Section 3 we turn to the lower bounds for unweighted graphs. In Section 4 we describe our lower bound for source-wise preservers for unweighted graphs. Due to space limitations, the section that contains the upper bounds, as well as most proofs from the sections that are devoted to the lower bounds, is omitted from this extended abstract.

Preliminaries

A sequence \( \Pi = (v_0, v_1, \ldots, v_k) \) of distinct vertices of the graph \( G = (V, E) \) is called a path if \( (v_i, v_{i+1}) \in E \) (or \( (v_i, v_{i+1}) \in E \) if \( G \) is a directed graph) for every index \( i \in [k] = \{0, 1, \ldots, k-1\} \). The length of the path \( \Pi \), denoted \( L(\Pi) \), is defined as \( \ell \) if the graph is unweighted, as \( \sum_{i=1}^{\ell} \omega((v_{i-1}, v_i)) \) if it is weighted. For a pair of vertices \( u, w \in V \), let \( \Pi_{u,w} \) denote the set of paths between \( u \) and \( w \) in \( G \) (or from \( u \) to \( w \) if \( G \) is a directed graph).

The convex hull of the set \( \{\gamma_1, \ldots, \gamma_k\} \subseteq \mathbb{R}^d \) of vectors is the set of all convex combinations of these vectors. A polytope is the convex hull of some set of vectors. It is known that a polytope can also be defined as the set of feasible solutions of \( n \) linear inequalities, \( n > d \), and these two definitions are equivalent (see, e.g., [22]). A polygon is a two-dimensional polytope.

The set \( \{\gamma_1, \ldots, \gamma_k\} \subseteq \mathbb{R}^d \) is called a convexly independent set (henceforth, CIS), if for every index \( i \in [k] = \{1, 2, \ldots, k\} \), the vector \( \gamma_i \) cannot be expressed as a convex combination of the vectors \( \gamma_1, \ldots, \hat{\gamma}_i, \ldots, \gamma_k \).

The extreme points or vertices are 0-faces of the polytope, and the \((d-1)\)-faces are called the facets of the polytope. Equivalently, an extreme point of the polytope \( P \) can be defined as a vector \( v \in P \) that cannot be expressed as a convex combination of other vectors of \( P \).
Undirected weighted graphs | Unweighted graphs | Directed weighted graphs
---|---|---
U.b. | \(O(\min\{N \cdot \sqrt{P}, \sqrt{N \cdot P}\})\) | \(O(\min\{N \cdot \sqrt{P}, \sqrt{N \cdot P}\})\) | \(O(\sqrt{N})\)
L.b. | \(\Omega\left(\max\{N^{\frac{2d}{1+2d}}, P^{\frac{2d(1-d)}{2d+1}} : d = 2, 3, \ldots\}\right)\) | \(\Omega((NP)^{2/3})\) | \(\Omega((NP)^{2/3})\)

Table 1: A summary of our results on pair-wise preservers. The columns correspond to different types of graphs. The upper (resp., lower) bounds appear in the first (resp., second) row.

| Undirected unweighted graphs | Undirected weighted graphs |
---|---|
U.b. | \(O(\min\{\sqrt{N} \cdot S^2, N \cdot S\})\) | \(O(\min\{\sqrt{N} \cdot S^2, N \cdot S\})\)
L.b. | \(\Omega\left(\max\{N^{\frac{9}{11}}, S^{\frac{9}{11}}, N^{\frac{10}{11}}, S^{\frac{11}{11}}\}\right)\) | \(\Omega(N^{\frac{9}{11}}, S^{\frac{9}{11}})\)

Table 2: A summary of our results on source-wise preservers.

2 Lower Bounds: Pair-wise Preservers for Weighted Graphs

In this section we show lower bounds on the cardinalities of pair-wise preservers. Specifically, we show that for any sufficiently large positive integer numbers \(N\) and \(P\), \(\Omega(\sqrt{N}) = P = O(N^2)\), there exist weighted undirected graphs \(G = (V, E, \omega)\), and sets \(P \subseteq \binom{V}{2}\) of cardinality \(|P| = P\), such that any pair-wise preserver of the graph \(G\) with respect to the set \(P\) requires \(|E| = \Omega((N \cdot P)^{2/3})\) edges. This lower bound is super-linear in \(N + P\) for the range \(\omega(\sqrt{N}) = P = o(N^2)\). We remark that in view of our linear upper bound of Thm. 1.1, this lower bound applies for the entire feasible range of \(P\). In Section 3 we will proceed to showing similar, though weaker, lower bounds that are applicable for undirected unweighted graphs.

We next construct a fairly dense weighted graph \(G = (V, E, \omega) : \omega : E \to \mathbb{R}^+\), and a subset \(P \subseteq \binom{V}{2}\) of pairs of vertices. We will show that for any subgraph \(G' = (V, H, \omega)\), \(H \subseteq E\) \((H \neq E)\), there exists a pair \(p = \{u, w\} \in P\) so that \(dist_G(p, u, w) > dist_G(p, u, w)\).

Consider a square portion of the two-dimensional integer lattice \(\mathbb{Z}^2\), with real dimensions \(\sqrt{N} \times \sqrt{N}\), where \(N\) is the number of vertices in the graph \(G\) that we construct. In other words, let \(V = \{(i, j) : i, j \in [\sqrt{N}]\}\). (We assume that \(\sqrt{N}\) is integral; all the non-integrality issues affect only lower-order terms of our results, and are, henceforth, ignored.)

Let \(T, T' \leq \sqrt{N}/10\), be a positive integer parameter of the construction that will be fixed later. For a pair of vertices \((i, j), (\ell, k) \in V\), \(\{(i, j), (\ell, k)\}\) is an edge if the Euclidean distance \(||(i, j) - (\ell, k)|| = \sqrt{(\ell - i)^2 + (k - j)^2}\) between \((i, j)\) and \((\ell, k)\) is at most \(T\), and \(gcd(|\ell - i|, |k - j|) = 1\).

The weight function \(\omega\) is defined by \(\omega(e) = ||(i, j) - (\ell, k)||\) for every edge \(e \in E\). This completes the construction of the graph \(G = (V, E, \omega)\).

The boundary frame set \(BF\) is defined by

\[
BF = \{(i, j) : i \in [T]\} \quad \text{or} \quad \{(i, j) : i \in [(\sqrt{N})]\} \quad \text{or} \quad \{(i, j) : i \in [(\sqrt{N})]\} \quad \text{or} \quad \{(i, j) : i \in [(\sqrt{N})]\} ,
\]

and the boundary set \(B\) is defined by \(B = \{(i, j) : i = 0\} \quad \text{or} \quad \{(i, j) : i = \sqrt{N} - 1\} \quad \text{or} \quad \{(i, j) : i = 0\} \quad \text{or} \quad \{(i, j) : i = \sqrt{N} - 1\}\).

For a point \((i, j) \in BF\), and an edge \(e = \{(i, j), (\ell, k)\}\) that is adjacent to \((i, j)\) and such that \((\ell, k) \in V \setminus BF\), consider the (straight) line \(L\) that passes through the two points \((i, j)\) and \((\ell, k)\) in the Euclidean plane. Let \(L = L \cap V\). Let \(L'\) be the subset of \(L\) that contains those points of \(L\) that are farther from \((i, j)\) than from \((\ell, k)\) (in terms of the Euclidean distance). Let \((i', j') \in L'\) be the farthest (in terms of the Euclidean distance) point from \((i, j)\). This point is called the antipodal point to \((i, j)\) in the direction of \((\ell, k)\) (or, in the direction of \((\ell - i, k - j)\), and is denoted \((i', j') = A(i, \ell, k)\). (The definitions of direction and antipodality apply for any pair of neighboring points \((i, j)\) and \((\ell, k)\).) The set of pairs \(P\) is now defined by

\[
P = \{(i, j), (i', j') : (i, j) \in BF, (i', j') = A(i, j, (\ell, k)) \quad \text{for} \quad (i, j), (\ell, k) \in E\}.
\]

Observe that every point \((i, j) \in V\) has \(\Theta(T^2)\) neighbors, and thus \(|E| = \Theta(N \cdot T^2)\). Also, since \(|BF| = O(\sqrt{N} \cdot T)|\), it follows that \(P = O(\sqrt{N} \cdot T^3)\). The next lemma shows that all the antipodal points belong to the boundary frame \(BF\).

**Lemma 2.1.** For an edge \(\{(\ell, k), (\ell', k')\} \in E\), \(A((\ell, k), (\ell', k')) \in BF\).
Proof. Let $\mathcal{L}$ denote the line in the Euclidean plane that passes through the two points $(\ell, k)$ and $(\ell', k')$, and consider the ray $\mathcal{R} \subseteq \mathcal{L}$ that starts in $(\ell', k')$ and does not contain the point $(\ell, k)$. Let $S$ be the boundary of the square $S\mathcal{R}$ whose corners are (in the counter-clockwise order) the origin, $(\sqrt{N} - 1, 0)$, $(\sqrt{N} - 1, \sqrt{N} - 1)$, $(0, \sqrt{N} - 1)$, that is, the union of the segments that connect every consecutive pair of these corners, and the origin to $(0, \sqrt{N} - 1)$. Let $(x, y)$ be the intersection of the ray $\mathcal{R}$ with the boundary $S$ of this square. If $\frac{x}{y}$ is an integer, then, obviously, $(x, y) = A((\ell, k), (\ell', k'))$, and since $(x, y) \in BF$, we are done. Otherwise, let $(x', y')$ be the closest to $(x, y)$ point that belongs to the set $L'$. We next show that $(x', y') \in BF$. Let $I$ denote the segment of the ray $\mathcal{R}$ that connects the points $(x, y)$ and $(x - (\ell' - \ell), y - (k' - k))$. Obviously, $(x', y') \in I$. Note, however, that the distance between $(x', y')$ and the boundary $B$ of the square $S\mathcal{R}$ is at most $\max\{|x' - \ell|, |k' - k|\} \leq T$. (Note that this is distance between a point and a line that is parallel to one of the axis.) It follows that $(x', y') \in BF$, as required.

The next lemma follows directly from the construction of the set $\mathcal{P}$, and from Lemma 2.1.

**Lemma 2.2.** For an edge $\{\ell, k\}$, $(\ell', k') \in E$, the pair $\{A((\ell, k), (\ell', k')) \}$ belongs to the set $\mathcal{P}$ of pairs.

**Proof.** By Lemma 2.1, both points $A((\ell, k), (\ell', k'))$ and $A((\ell', k'), (\ell, k))$ belong to $BF$. Furthermore, it is easy to see that all the four points $A((\ell, k), (\ell', k'))$, $(\ell, k')$, $(\ell', k')$, and $A((\ell', k'), (\ell, k))$, all belong to the same line $\mathcal{L}$. Consider the segment $\mathcal{J}$ of the line $\mathcal{L}$ that connects the points $A((\ell, k), (\ell', k'))$ and $A((\ell', k'), (\ell, k))$. Let $v \in \mathcal{J} \cap \mathcal{L}$ be the (unique) point that belongs to the segment, and such that the edge $\{A((\ell', k'), (\ell, k)), v\}$ belongs to the edge set $E$. Obviously, $A((\ell', k'), (\ell, k))$, $v = A((\ell, k), (\ell', k'))$, and so the pair $\{A((\ell, k), (\ell', k'))\}$ belongs to $\mathcal{P}$.

For a graph $G = ((V, E), \omega)$, and an edge $e \in E$, let $G[e]$ denote the graph $((V, E \setminus \{e\}), \omega_{|E \setminus \{e\}})$.

The next lemma shows that no edge of the graph $G$ can be removed without increasing the distance between some pair of points $(i, j)$, $(i', j')$ such that $(i, j), (i', j') \in \mathcal{P}$.

**Lemma 2.3.** For an edge $e = \{u, w\}$, $u = (\ell, k)$, $w = (\ell', k')$, let $x = A(u, w)$, $y = A(w, u)$. Then $\text{dist}_{G[e]}(x, y) > \text{dist}_{G}(x, y)$.

The proof of this lemma is based on the observation that, intuitively, the shortest distance between $x$ and $y$ is attained (uniquely) by the straight line that connects them, and if this line is interrupted, the distance becomes longer.

**Corollary 2.1.** For infinitely many positive integer numbers $N$ and $T$, $T \leq \sqrt{N}/10$, there exist weighted $N$-vertex graphs $G = ((V, E), \omega)$ with $|E| = \Theta(N \cdot T^2)$ edges, and a collection $\mathcal{P}$ with $P = O(\sqrt{N} \cdot T^2)$ pairs of vertices, such that every subgraph $G'$ that preserves all the distances between the pairs of vertices from $\mathcal{P}$ contains all the edges of $G$.

Note that the equations $|E| = \Theta(N \cdot T^2)$ and $P = O(\sqrt{N} \cdot T^2)$ imply the lower bound of $|E| = \Omega((NP)^{2/3})$, which is the main result of this section. Note that the lower bound is super-linear in $P + N$ whenever $\omega(\sqrt{N}) = P = o(N^2)$. For $P = O(\sqrt{N})$ no super-linear lower bound is possible due to our upper bound from Theorem 1.1.

This construction generalizes readily to any constant dimension $d = 3, 4, \ldots$, but the obtained lower bounds are (weakly) inferior to that of $|E| = \Omega((N \cdot P)^{2/3})$.

**3 Lower Bounds: Pair-wise Preservers for Unweighted Graphs**

In this section we present a more elaborate construction that enables us to show lower bounds on the cardinalities of pair-wise preservers for unweighted undirected graphs. These lower bounds are somewhat weaker than the lower bounds for weighted graphs that are given by the equation $|E| = \Omega((N \cdot P)^{2/3})$, but they are also super-linear in $N + P$ in the entire feasible range of $P$, that is, $\omega(\sqrt{N}) = P = o(N^2)$.

For a fixed large positive integer $T$, and a fixed small positive integer $d = 2, 3, \ldots$, consider the set $\text{Ball}_d(T) \cap \mathbb{Z}^d$, $\text{Ball}_d(T) = \{x \in \mathbb{R}^d : |x| \leq T\}$, of all the points of the integer lattice $\mathbb{Z}^d$ that belong to the $d$-dimensional ball of radius $T$ centered at the origin.

Consider the convex hull $CH = CH(\text{Ball}_d(T) \cap \mathbb{Z}^d)$. Obviously, this convex hull is symmetric around the origin, i.e., if $\alpha \in CH$ then $(-\alpha) \in CH$ as well. Let $VH = VH(\text{Ball}_d(T) \cap \mathbb{Z}^d)$ be the set of the extreme points (or vertices) of the convex hull $CH$. This set is also symmetric around the origin. It is known [7] that the cardinality of the set $VH = \Theta(T^{d-2+d})$, where the constant hidden by the $\Theta$-notation depends only on the dimension $d$.

We next construct the unweighted graph $G = (V, E)$, and the set of pairs $\mathcal{P} \subseteq \binom{V}{2}$, that will be used for our lower bound. Let $N$ be a fixed large positive integer. The vertex set $V$ is the set of all points $x = (x_1, \ldots, x_d)$ of the integer lattice $\mathbb{Z}^d$ with non-negative coordinates and such that $|x|_\infty = \max\{|x_i| : i \in [d]\} \leq N^{1/d} - 1$. 


Lemma 2.3. Its proof is, however, more involved, since the set \( VH \) may hide dependence on the dimension around the origin, \( z \in \Gamma(x) \) if and only if \( x \in \Gamma(z) \). The edge set \( E \) is defined by \( E = \{ \{ x, z \} : z \in \Gamma(x) \} \).

Let the boundary frame set \( BF \subseteq V \) be the set of all points \( x = (x_1, \ldots, x_d) \in V \) so that at least one of the coordinates \( x_i, i \in [d] \), defines \( BF \) for every point \( x \in V \) and each neighbor \( z \in \Gamma(x) \). Let \( L \) be the line in the \( d \)-dimensional Euclidean space that passes through the points \( x \) and \( z \). Let \( L = L \cap V \) be the set of the vertices of the graph \( G \) that belong to this line, and let \( L' \subseteq L \) be the subset of \( L \) that contains only vertices that are closer to the point \( z \) than to the point \( x \), in terms of the Euclidean distance. The point \( A(x, z) \) is defined as the farthest (in terms of the Euclidean distance) point from \( x \) that belongs to the set \( L' \). Finally, similarly to the way that the set \( \mathcal{P} \) of pairs was constructed in Section 2, we now define \( \mathcal{P} = \{ \{ x, A(x, z) \} : x \in BF, z \in \Gamma(x) \} \). Denote \( P = |\mathcal{P}| \).

Observe also that \( \|BF\| = \Theta(N^{1-\frac{1}{d}}T), \) and \( P = O(|BF| \cdot |VH|) = O(N^{1-\frac{1}{d}} \cdot T^{d-1+\frac{1}{d}}) \).

We next argue that no edge can be removed from the graph \( G \) without increasing the distance between some pair of vertices \( \{ x, y \} \in \mathcal{P} \). To this end, consider an edge \( e = \{u, w\} \in E \). Let \( y = A(u, w) \), and \( x = A(w, u) \). It is easy to see that the proof of Lemma 2.1 generalizes readily to the \( d \)-dimensional space with \( d > 2 \), and thus, \( x, y \in BF \), and, furthermore, \( \{x, y\} \in \mathcal{P} \).

The statement of the next lemma is analogous to Lemma 2.3. Its proof is, however, more involved, since the “Euclidean lengths” of the edges of the graph are no longer uniform.

**Lemma 3.1.** \( dist_{G \setminus \{x, y\}}(x, y) > dist_G(x, y) \).

**Proof.** Let \( \Pi_{x,y} = \{ \{ x, x + (w-u) \}, \{ x + (w-u), x + 2(w-u) \}, \ldots, \{ x + (k(w-u)), x + k(w-u) \}, \} \), \( x + k(w-u) = y \), be the path in the graph \( G \) that connects the vertices \( x \) and \( y \), and all its edges lie on the line \( L \) that passes through the points \( u \) and \( w \). (We say that an edge \( (z_1, z_2) \in E \) lies on a line \( L' \) if both points \( z_1 \) and \( z_2 \) belong to this line.)

Observe that the length of this path is \( k = \frac{w-u}{x-y} \), where \( x_j, y_j, u_j \) and \( w_j \) are the \( j \)-th coordinates of the vectors \( x, y, u \) and \( w \), respectively, and \( j \in [d] \) is one of the indices that satisfy \( w_j - u_j \neq 0 \). (Note that since the points \( x, y, u \) and \( w \) are co-linear, the expression \( \frac{w-u}{x-y} \) is independent of the choice of the index \( j \in [d] \), as far as \( w_j - u_j \neq 0 \). Since \( w-u \in VH \), it follows that \( w-u \neq 0 \).)

Consider some path \( \Pi'_{x,y} \) of length at most \( k \) that connects the vertices \( x \) and \( y \) in the graph \( G \). Let \( \Pi'_{x,y} = \{ (e(1), x(1)), \ldots, (e(\ell-1), x(x)) \} \), \( i \in [\ell - 1] \), \( x(1) = x, x(\ell) = y \).

For an index \( i \in [\ell - 1] \), let \( d(i) = x(1+i) - x(i) \), where \( e(i) = \{x(i), x(i+1)\} \). It follows that \( y = x(\ell) = x + \sum_{i=1}^{\ell} d(i) \). Hence \( y - x = \sum_{i=1}^{\ell} d(i), \ell \leq k \). Note also that \( y-x = k \cdot (w-u) \). Hence

\[
\frac{w-u}{x-y} = \frac{1}{k} \sum_{i=1}^{\ell} d(i) .
\]

Let \( \{d^{(1)}, \ldots, d^{(\ell')}\} \), \( \ell' \leq \ell - 1 \), be the set of distinct terms that appear in the sum \( \sum_{i=1}^{\ell} d(i) \), and let \( \alpha_i \), \( i \in [\ell'] \), denote the number of times that the element \( d(i) \) appears in this sum. It follows that \( w-u = \sum_{i=1}^{\ell'} \alpha_i d(i) \), and \( \sum_{i=1}^{\ell'} \alpha_i = \ell - 1 \leq k \).

Hence

\[
\frac{w-u}{x-y} = \frac{1}{k} \sum_{i=1}^{\ell'} \beta_i d^{(i)} ,
\]

where \( \beta_i = \alpha_i / k > 0 \), \( \sum_{i=1}^{\ell'} \beta_i = 1 \), \( \sum_{i=1}^{\ell'} \alpha_i = \frac{\ell - 1}{k} \leq 1 \).

Recall that \( \{u, w\} \) is an edge of the graph \( G \), and so the vector \( w - u \) belongs to the set \( VH \). Analogously, for each index \( i \in [\ell'] \), there exists an index \( j \in [\ell - 1] \) such that \( d^{(i)} = d^{(j)} \), and \( d^{(j)} = x(j+1) - x(j) \), where \( e^{(j)} = \{x(j), x(j+1)\} \) is an edge of the graph \( G \). Hence the vector \( d^{(i)} = d^{(j)} = x(j+1) - x(j) \) also belongs to the set \( VH \). In other words, \( w-u, d^{(1)}, d^{(2)}, \ldots, d^{(\ell')} \in VH \), and also Equation (3.1) is satisfied. However, since \( VH \) is the set of extreme points of the convex hull of a set of points in \( R^d \), it follows that a vector \( w-u \in VH \) can be represented uniquely as a convex combination of vectors from \( VH \), specifically, as \( w-u = \beta_i (w-u) \) with \( \beta_i = 1 \). It follows that \( \ell' = 1 \), and \( d^{(1)} = w-u \), and so the path \( \Pi'_{x,y} \) coincides with the path \( \Pi_{x,y} \).

Hence the path \( \Pi_{x,y} \) is the unique shortest path between the vertices \( x \) and \( y \) in the graph \( G \), and this
Recall that $|E| = \Omega(N \cdot T^{d-2+\varepsilon})$ and $P = O(N^{1-\varepsilon} \cdot T^{d-1+\varepsilon})$, for $T \leq \frac{1}{2} N^{1/d}$. A straightforward calculation shows that

$$|E| = \Omega \left( N^{\frac{d-1}{d+1}} \cdot P^{\frac{d(d-1)}{d+1}} \right),$$

and this lower bound is applicable to $\Omega(N^{1-\varepsilon}) = P = O(N^{2-\varepsilon})$. For $d = 2, 3, \ldots$, let $E_d$ denote the right-hand side of Equation (3.2). By comparing these lower bounds for different values of $d$, it follows that for $d = 2, 3, \ldots$, in the range $\Omega(N^{2-\varepsilon}) = P = O(N^{\frac{d+1}{d-1}})$, the lower bound is

$$E = \Omega(E_d) = \Omega \left( N^{\frac{d(d-1)}{d+1}} \cdot P^{\frac{d(d-1)}{d+1}} \right).$$

4 Lower Bounds: Source-wise Preservers for Unweighted Graphs

In this section we show lower bounds on the cardinalities of source-wise preservers.

4.1 Constructing a Large Convexly Independent Set

We start with describing our variant of Jarník construction [19] of a large convexly independent set (henceforth, CIS) of two-dimensional vectors of norm at most $R$, for some fixed parameter $R$. We will use this construction, and some of its properties, for our lower bound.

Let $t$ be an even integer parameter to be fixed later. Let $Z = \{(a, b) : a, b \in [t], \gcd(a, b) = 1 \}$. Note that $|Z| = \Theta(t^2)$. (For a sufficiently large $t$, $Z$ is very close to $\frac{t^2}{2} \cdot \frac{3}{4}$, since $\prod_p (1 - 1/p^2) = 6/\pi^2$ (the product is taken over all prime numbers). See, e.g., [17].) Sort all the elements of $Z$ by the ratio $b/a$, starting from the pair $(a, b)$ with the largest ratio $b/a$, and ending with the smallest one. (Note that if two ratios $b_1/a_1, b_2/a_2$ are equal then the two vectors $(a_1, b_1), (a_2, b_2)$ are collinear, and since both of them are integer vectors, one of them is a rational multiple of the other. However, both have $\gcd$ equal to 1, it follows that the two vectors are equal, contradict.)

Let $(a_1, b_1), \ldots, (a_k, b_k)$ be the sorted sequence of the vectors of $Z$. Let $A = \sum_{i=1}^k a_i, B = \sum_{i=1}^k b_i$. Let $w_0 = (A, 0), w_1 = w_0 + (-a_1, b_1), w_2 = w_1 + (-a_2, b_2), \ldots, w_k = w_{k-1} + (-a_k, b_k) = (A - \sum_{i=1}^k a_i, B - \sum_{i=1}^k b_i) = (0, B)$. Generally, for $j = 0, 1, \ldots, k$, $w_j = (A - \sum_{i=1}^j a_i, B - \sum_{i=1}^j b_i) = \sum_{i=j+1}^k a_i, \sum_{i=j+1}^k b_i$, where $\sum_{i=k+1}^l \cdot$ is defined as 0. Denote $W = \{w_0, w_1, \ldots, w_k\}$. Note that $|W| = k = |Z| = \Theta(t^2)$. The norms of the vectors $w_j, j = 0, 1, \ldots, k$, are at most $\sqrt{2} \cdot k \cdot t = O(t^2)$. It is also not hard to see (see [19] for the formal proof) that the set $W$ is a CIS, or, in other words, that the vectors $w_0, w_1, \ldots, w_k$ are the extreme points of the convex hull of the set $\{w_0, w_1, \ldots, w_k\}$, $CH(w_0, w_1, \ldots, w_k)$.

Furthermore, consider the set $U$ of vectors given by $U = \{u = (x, y) : \exists \sigma_x, \sigma_y \in \{-1, 1\} \text{ s.t. } (\sigma_x x, \sigma_y y) \in W\}$.

It is easy to see that this set is a CIS as well. Consider the convex hull $CH(U)$ of the set $U$. Let $(v_0, v_1, \ldots, v_{4k})$ be the sequence of vectors of $U$ ordered counter-clock-wise, starting with $v_0 = v_0$. By construction, every edge of the convex hull $CH(U)$ has slope $a/b$, where $t/2 \leq |a|, |b| \leq t$. (The slope of the line $L = \{(x_1, y_1) + \alpha \cdot (x_2, y_2) : \alpha \in \mathbb{R}\}$ is defined as $x_2/y_2$ if $y_2 \neq 0$, and as $\infty$ otherwise. In this paper, however, all the lines have finite slopes.) Setting $R = t^3$ we derive the following theorem.

**Theorem 4.1.** [19] For infinitely many positive integer numbers $R$ there exist CISs of vectors $(v_0, v_1, \ldots, v_{4k}) \in \mathbb{R}^2$, ordered counter-clock-wise, with $k = \Theta(R^{2/3})$ of norm $||v_j|| \leq R$ for every $j \in \{0, 1, \ldots, 4k\}$. Furthermore, for every index $j$ in this range, $||v_{j+1} - v_j|| = \Theta(R^{1/3})$, where $j + 1$ is shorthand for $j + 1 \pmod{4k + 1}$.

4.2 Constructing Supporting Lines

We next describe the construction of a collection of supporting lines of the polygon $CH(U)$.

Fix a positive integer parameter $T$. Let $C$ be the CIS that satisfies the properties guaranteed by Theorem 4.1 with $R = T$. Let $P$ be the boundary of the convex hull $\widehat{P} = CH(C)$. Note that $P$ is a convex polygon whose extreme points are the vectors of $C$.

We need an additional piece of notation. For a convex polygon $Q$, let $Ext(Q)$ denote the set of its extreme points. Note that $Ex(P) = C$.

For each vertex $e$ of the polygon $P$, let $v^{(1)}$ and $v^{(2)}$ be the two vertices of $P$ so that there are two facets of the polygon that connect $v^{(1)}$ to $v$, and $v$ to $v^{(2)}$. Let $a^{(1)}/b^{(1)}$ and $a^{(2)}/b^{(2)}$ be the two slopes of these two facets (in their lowest terms), and assume without loss of generality that $a^{(2)}/b^{(2)} > a^{(1)}/b^{(1)}$. (Note that a facet of a polygon is a segment, and so its slope is well-defined.) Then, by construction, $v^{(1)} - v = (-a^{(2)}, b^{(2)})$, $v - v^{(1)} = (-a^{(1)}, b^{(1)})$, and $|a^{(i)}|, |b^{(i)}| \leq T^{1/3}$ for $i = 1, 2$. Furthermore, there exists no vector $(a^{(3)}, b^{(3)}) \in \mathbb{Z}^2$ with $(a^{(3)})^2 + (b^{(3)})^2 \leq T^{2/3}$, and $gcd(a^{(3)}, b^{(3)}) = 1$ so that $a^{(1)}/b^{(1)} < a^{(3)}/b^{(3)} < a^{(2)}/b^{(2)}$. It follows that the vector $a^{(1)} + a^{(2)}, b^{(1)} + b^{(2)}$ has an intermediate slope.

Path uses the edge $e$. Hence $dist_{G/e}(x, y) > dist_G(x, y)$.
\(a^{(1)}/b^{(1)} < (a^{(1)} + a^{(2)})/(b^{(1)} + b^{(2)}) < a^{(2)}/b^{(2)}\), and that the numbers \(a^{(1)} + a^{(2)}\) and \(b^{(1)} + b^{(2)}\) are relatively prime. Furthermore, \(\| (a^{(1)} + a^{(2)}, b^{(1)} + b^{(2)}) \| = \sqrt{(a^{(1)} + a^{(2)})^2 + (b^{(1)} + b^{(2)})^2} = O(T^{1/3}).\) For each vector \(v \in C\), let \(e(v)\) denote the vector \((a^{(1)} + a^{(2)}, b^{(1)} + b^{(2)})\).

**Definition 4.1.** For a set \(Z \subseteq R^2\) of points, the line \(\mathcal{L}\) = \(\{v + \alpha \cdot u : \alpha \in R\}\), \(u = (a, b) \in R^2\), \(v \in Z\), is called a supporting line of the set \(Z\) in the point \(v \in Z\) if the two following conditions hold. (1) The line passes through the point \(v\). (2) The sign of the inner product \((x - v, u^+)\) is negative for every point \(z \in Z \setminus \{v\}\), where \(u^+ = (-b, a)\).

**Lemma 4.1.** Let \(\mathcal{L}\) be the line (in the Euclidean plane) that passes through the point \(v\) and is parallel to the vector \(e(v)\). Then the line \(\mathcal{L}\) is a supporting line of the polygon \(P\) in the point \(v\).

### 4.3 Constructing the Instance

We next describe the construction of the graph \(G = (V, E)\), and a subset \(S \subseteq V\) of sources that will be used in the proof of our lower bound for the sources problem.

Let \(N > 10 \cdot T^2\) be another positive integer parameter. Enlarge the polygon \(P\) by a factor \(\sqrt{N}/T\). In other words, let \(P' = (\sqrt{N}/T) \cdot P = \{(\sqrt{N}/T) \cdot u : u \in P\}\). Note that the polygon \(P'\) is contained in a disc of radius \(\sqrt{N}\), and therefore, it contains \(O(N)\) points of the integer lattice \(Z^2\).

For each extreme point \(v\) of the polygon \(P\), consider the line that passes through the origin and is perpendicular to the vector \(e(v)\). Let \(A_v\) be one of the two points on this line (chosen arbitrarily) that are at (Euclidean) distance exactly \(\sqrt{N}/2\) from the origin. Let \(I_v\) be a segment of length \(\sqrt{N}/2\) parallel to \(e(v)\) that passes through the point \(A_v\), and furthermore, \(A_v\) is its center. Let \(C_v\) and \(D_v\) be its endpoints. Let \(I_v'\) be a segment of the same length as \(I_v\) (that is, \(\sqrt{N}/2\)), parallel to \(I_v\), and such that its center \(A'_v\) is located on the line that connects the origin to \(A_v\), at distance exactly \(T\) from the point \(A_v\). Let \(C'_v, D'_v\) be its endpoints. Let \(B_v\) be the rectangle \(C_vD_vD'_vC'_v\).

Let \(F = \frac{\sqrt{N}}{T}\), and let \(B'_v\) be the box \(B_v\) displaced by \(F \cdot v\). In other words, \(B'_v = \{x + F \cdot v : x \in B_v\}\). Note that by triangle inequality, the box \(B'_v\) is contained in a disc of radius \(\sqrt{N}\).

For each integer point \(x \in B_v \cap Z^2\), insert the edges \(\{x, x + v\}, \{x + v, x + 2v\}, \ldots, \{x + (F - 1) \cdot v, x + F \cdot v\}\) into the edge set \(E\) of the graph \(G = (V, E)\) that we construct.

**Definition 4.2.** For a box \(B_v\), a segment \(I_v\) is called an aligned segment of the box \(B_v\) if it contains at least one integer point \(x\) of the box \(B_v\), it is parallel to the vector \(e(v)\) (and, consequently, to the long edge of the box \(B_v\)), and it contains all the integer points of the box \(B_v\) of the form \(x + \alpha \cdot e(v), \alpha \in Z\), and its endpoints lie on the boundary of the box \(B_v\).

For an aligned segment \(I_v\), let \(Z_v\) denote the set of integer points of the segment \(I_v\). The set \(Z_v\) will be referred also as an integer aligned segment of the box \(B_v\).

Fix the vector \(v\) for the rest of this section. Note that the real length of each aligned segment \(I_v\) is \(\sqrt{N}\). Note also that the set of all the integer points of the box \(B_v\) decomposes into the disjoint union of integer aligned segments \(Z_v\) of \(B_v\). For an integer aligned segment \(Z_v\) of the box \(B_v\), let \(Z'_v = Z_v + F \cdot v = \{x + F \cdot v : z \in Z_v\}\). Note that the set \(Z'_v\) is an integer aligned segment of the box \(B'_v\).

Let \(m(v) = |Z_v|\) denote the cardinality of the set \(Z_v\). Note that as the notation suggests, this cardinality does not depend on the choice of the particular integer aligned segment of the box \(B_v\). As \(v\) is fixed, let \(m\) serve as a shortcut for \(m(v)\).

For each integer aligned segment \(Z_v\) of \(B_v\), order the points of \(Z_v\) according to the order in which they appear on the line (there are two such orders; choose either one of them arbitrarily). Let \(o_v\) be this ordering, and write \(Z_v = (x_1, \ldots, x_m)\) with \(x_i < o_v \cdot x_j\) if and only if \(i < j\). Order \(Z'_v\) in the same order, i.e., \(Z'_v = (x'_1, \ldots, x'_m)\), \(x'_i = x_i + F \cdot v, i \in [m]\).

Arrange the numbers \((1, 2, \ldots, m)\) as a \(\sqrt{m} \times \sqrt{m}\) matrix \(M\) (ignoring possible non-integrality of \(\sqrt{m}\); it affects only the lower-order terms of the analysis), with \(M_{ij} = \sqrt{m}(i - 1) + j, i, j \in [\sqrt{m}]\).

Let \(R_i\) (resp., \(C_i\)), \(i \in [\sqrt{m}]\) be the set of numbers that appear on the \(i\)th row (resp., column) of this matrix, i.e., \(R_i = \{\sqrt{m}(i - 1) + 1, \sqrt{m}(i - 1) + 2, \ldots, (\sqrt{m} - 1)(\sqrt{m} + 1)\}\) (resp., \(C_i = \{i, \sqrt{m} + i, \ldots, (\sqrt{m} - 1)(\sqrt{m} + i)\}\)). Let \(R_i(Z_v) = \{x \in Z_v : \ell \in R_i\}\), and, analogously, \(C_i(Z_v) = \{x \in Z_v : \ell \in C_i\}\). Note that for every pair of indices \(i, j \in [\sqrt{m}]\), \(|R_i \cap C_j| = 1\), and consequently, \(|R_i(Z_v) \cap C_j(Z_v)| = 1\). For each index \(i \in [\sqrt{m}]\), a new source \(s_i(Z_v)\) is introduced, that is, a vertex of the graph \(G\) that belongs to the set \(S\) of sources. The source vertices do not correspond to points of the Euclidean plane. In addition, \(\sqrt{m} - 2\) (assuming that \(\sqrt{m}\) is a power of 2) new auxiliary vertices are introduced for each source. (If \(\sqrt{m}\) is not a power of 2, then \((\sqrt{m} - 1)/2\) vertices are introduced, where \(m\) satisfies \(2^{m-1} < \sqrt{m} \leq 2^m\).) These auxiliary vertices are used to form a complete binary tree rooted in \(s_i(Z_v)\). This tree \(\hat{t}\) has \(\sqrt{m}/2\) leaves, all of which are new auxiliary vertices. Each of these leaves is connected to exactly two vertices of the set \(R_i(Z_v)\), and each vertex of \(R_i(Z_v)\) has
the construction.

Consider the obtained complete binary tree \( \hat{\tau}_i(Z_v) \), rooted in the source \( s_i(Z_v) \). This tree has depth \( \log \sqrt{m} \), and its leaves are the \( \sqrt{m} \) vertices of the set \( R_i(Z_v) \). The vertices of this tree are assigned levels in the following way. Each leaf \( z \) is assigned level \( \ell(z) = 0 \), and each vertex \( w \) whose all children are assigned level \( \ell \) is assigned level \( \ell(w) = \ell + 1 \). An edge \( e = \{u, w\} \in \hat{\tau}_i(Z_v) \) that connects a vertex \( u \) to its parent \( w \) in the tree is assigned the level of the child \( w \), i.e., \( \ell(e) = \ell(u) \). Next, each edge \( e \) of the tree \( \hat{\tau}_i(Z_v) \) is replaced by a path of length \( 20 \cdot 2^{\ell(e)} \cdot \sqrt{m} \), which is formed using new auxiliary vertices. The resulting tree is denoted \( \tau_i(Z_v) \), and the tree \( \hat{\tau}_i(Z_v) \) is called its skeleton.

An almost symmetrical tree is constructed for the vertices of \( Z_v' \). Specifically, a new source \( s'_i(Z_v') \) is introduced, along with a bunch of new auxiliary vertices. These vertices are used to build a complete binary tree rooted in the source \( s'_i(Z_v') \). This tree has \( \sqrt{m} / 2 \) leaves, and each of them is connected to two vertices of the set \( C_i(Z_v') \) such that each vertex of the set \( C_i(Z_v') \) is connected to exactly one such leaf. Finally, every edge \( e \) of the obtained tree \( \hat{\tau}'_i(Z_v') \) by a path of appropriate length (specifically, \( 20 \cdot 2^{\ell(e)} \cdot \sqrt{m} \), where \( \ell(e) \) is the level of the edge), and this path is formed using new auxiliary vertices. The obtained tree is denoted \( \tau'_i(Z_v') \).

This is done separately for every extreme point \( v \in Ex(P) \), for every integer aligned segment \( Z_v \) of \( B_v \), and \( Z_v' \) of \( B'_v \), and for every index \( i \in [\sqrt{m}(v)] \).

### 4.4 The Analysis of the Construction

Note that for each vector \( v \), each integer aligned segment \( Z_v \), and each pair of sources \( s_i(Z_v), s'_i(Z_v') \), \( i, j \in [\sqrt{m}(v)] \), there exists a unique vertex \( x \in Z_v' \) that satisfies that \( x \) serves as a leaf of the tree \( \tau_i(Z_v) \), and \( \nu^x = x = F \cdot v \) serves as a leaf of the tree \( \tau'_i(Z_v') \). Furthermore, for each vertex \( x \in Z_v' \), there exists a unique pair of sources \( s_i(Z_v), s'_i(Z_v') \), as above. Therefore, for each vertex \( x \in Z_v' \), the shortest path between \( x \) and \( x' \) is indispensible, i.e., no edge of this path can be removed without increasing the distance between some pair of sources.

The involved way in which the trees \( \tau_i(Z_v) \), \( \tau'_i(Z_v') \) are constructed is dictated by the necessity to balance two contradictory requirements. On the one hand we need to prevent these trees from affecting the geometric properties of the graph, that is, from making a distance in the graph between some pair of points of the Euclidean plane shorter than the Euclidean distance between them (divided by a scaling factor). On the other hand, we have to keep the number of vertices as small as possible, in order to achieve a stronger lower bound.

We next provide a few bounds on the parameters of the construction.

#### Lemma 4.2. The number \( N' \) of vertices in the graph \( G = (V, E) \) is \( \Theta(N + N^{3/4} \cdot T^{5/6} \cdot \log N) \), the number of edges is \( |E| = O(N \cdot T^{2/3} + N^{3/4} \cdot T^{5/6} \cdot \log N) \), and the number of sources is \( S = O(N^{1/4} \cdot T^{11/6}) \).

Intuitively, the next lemma shows that the auxiliary trees do not affect the geometric properties of the graph.

#### Lemma 4.3. For an extreme point \( v \in Ex(P) \), and a pair of points \( u, w \) that belong to the same integer aligned segment \( Z_v \) of the box \( B_v \), any path \( \Pi \) between them that is contained entirely in some auxiliary tree \( \tau_i(Z_v) \) can be replaced by a sequence \( (u = u_0, u_1, \ldots, u_k = w) \), \( L = |\Pi| \), of points in the plane that satisfy that for every index \( j \in [L] \), the vector \( u_j - u_{j-1} \) is contained in the convex hull \( \hat{P} \) of \( C \).

Obviously, the same lemma applies to the trees \( \tau'_i(Z_v') \). Furthermore, this lemma readily generalizes for a pair of integer points \( u, w \) in the plane that belong to the vertex set \( V \) of the graph, but do not necessarily belong to the same aligned segment.

The proof of the next lemma was outlined in the beginning of this section.

#### Lemma 4.4. No edge \( e \) of the graph \( G = (V, E) \) can be removed without increasing the distance between at least one pair of sources \( s, s' \in S \).

To summarize, we have proved that there exist infinitely many values of positive integer parameters \( N \) and \( T \) for which there exists a graph \( G = (V, E) \) with \( N' = O(N + N^{3/4} \cdot T^{5/6} \cdot \log N) \) vertices, \( |E| = \Theta(N \cdot T^{2/3} + N^{3/4} \cdot T^{5/6} \cdot \log N) \) edges, and a subset \( S \subseteq V \) of \( O(N^{1/4} \cdot T^{11/6}) \) sources, so that removal of any edge \( e \) from the graph results in increasing the distance between some pair of sources.

Direct calculation shows that for \( T \leq N^{3/10} / \log^{1/2} N \), \( N' = O(N) \), and the lower bound of \( |E| = \Omega(N^{10/11} \cdot S^{4/11}) \) follows. This lower bound is super-linear in \( N + S^2 \) for \( \omega(N^{1/4}) = S = o(N^{5/9}) \). We proved the following theorem.

#### Theorem 4.2. There exists infinitely many positive integer numbers \( N \) and \( S \), \( \Omega(N^{1/4}) = S = o(N^{5/9}) \), for which there exist \( N \)-vertex unweighted undirected graphs \( G = (V, E) \) and subsets \( S \subseteq V \) of \( S \) sources, with \( |E| = \Omega(N^{10/11} \cdot S^{4/11}) \) edges such that removal of any edge \( e \) from the graph results in increasing the distance between some pair of sources.

We note that a three-dimensional construction can be used to generalize and improve this lower bound, and specifically, we show that \(|E| = \Omega(N^{9/11} \cdot S^{6/11})\).
This improved lower bound is super-linear in the range $\omega(N^{1/4}) = S = o(N^{9/16})$, and it is stronger than the lower bound of Theorem 4.2 for $\omega(\sqrt{N}) = S = o(N^{9/16})$. Furthermore, a yet stronger lower bound of $|E| = \Omega(N^{6/7} \cdot S^{4/7})$ can be proved. That lower bound, however, applies only to weighted graphs. This lower bound is super-linear in a wider range of $S$, specifically, $\omega(N^{1/4}) = S = o(N^{3/5})$. This lower bound is also stronger than the lower bound for unweighted graphs for every value of $S$ for which either of the lower bounds is super-linear in $N + S^2$.
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